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ABSTRACT

Context. Consideration of a set of examples of practical application of the procedure for identifying overflow of the bit grid of a
computer system operating in a non-positional number system in residual classes. The object of the study is the process of processing
data represented in the residual class system.

Objective. The goal of the work is to consider and analyze examples of the bit grid overflow definition of a computer system
when implementing the operation of adding two numbers in a system of residual classes based on the application of a method for
determining the bit grid overflow, based on the use of the concept of number rank.

Method. The specificity of the functioning of a computer system in a system of residual classes requires the implementation of
not only modular operations, but also requires the implementation of additional, so-called non-modular operations. Non-modular
operations include the operation of determining the overflow of the bit grid of a computer system in the system of residual classes. In
a non-positional number system in residual classes, implementing the process of detecting overflow of the bit grid of a computer
system is a difficult task to implement. The method considered in the work for determining the overflow of the bit grid is based on
the use of positional features of a non-positional code of numbers in the system of residual classes, namely the true and calculated
ranks of a number. The process of determining the overflow of the result of the operation of adding two numbers in the system of
residual classes has been studied, since this arithmetic operation is the main, basic operation performed by a computer system.

Results. The developed methods are justified theoretically and studied when performing arithmetic modular operations of addi-
tion, subtraction and multiplication using tabular procedures.

Conclusions. The main advantage of the presented method is that the process of determining the overflow of the bit grid can be
carried out in the dynamics of the computing process of the computer system, i.e. without stopping the solution of the problem. This
circumstance makes it possible to reduce the unproductive expenditure of the computer system in the system of residual classes. In
addition, this method can be used to control the operation of adding two numbers in the residual class system. This increases the reli-
ability of obtaining the true result of the operation of adding two numbers in the system of residual classes.

KEYWORDS: arithmetic operation of modular addition, bit grid overflow, comparison operation, computer system, non-
positional code, rank of the number, system of residual classes, zeroing procedure.

ABBREVIATIONS
CS is a computer system;
MDBGO is method for determining bit grid overflow;
PFNC is a positional feature of a non-positional code;
PNS is a positional number system;
SCS is a specialized computer system;
SRC is a system in residual classes;
ZC is a zeroing constant.

NOMENCLATURE
p; is a base (module) SRC, (i = I,_n);
X is a number in the SRC, represented by a set of
residues x, modulo p;;

Y is a number in the SRC, represented by a set of res-
idues y; modulo p;;

Ry is arank of number X;

Rg(T) is a true rank of number X;
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RS{C) is a calculated rank of number X;

B; is a orthogonal basis of the SRC;

e, is a weight of the i-th orthogonal basis B;;

P is a numerical range of CS in the SRC;

Rg(CJr)Y is a calculated rank of the sum of two numbers
Xand Y,

2 is a minimum ZC for module Dis

X, is a zeroing number X (the value of number X as a
result of the zeroing procedure);

g; is a number of additions of type X + 20

5.

; 1s a known quantity that is determined sequentially

in the process of transformation (in the process of zero-
ing) of the original number X into the number X,

(i=1n).
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INTRODUCTION

Solving a wide class of computational problems by the
CS operating in a non-positional number system in the
SRC requires additional implementation of non-modular
(positional) operations. Positional operations the SRC are
those operations that require knowledge of the magni-
tudes of numbers in the binary PNS [1].Such operations
primarily include the following operations: arithmetic and
algebraic comparison of numbers, determining the sign of
a number, determining the location of a number on the
number axis, dividing numbers, operations with the frac-
tional part of numbers, rounding numbers, determining
whether the digit grid is overflowed, diagnostics, control
and correction of data in the SRC, etc [2]. Accounting for
grid overflow is one of the most common problems in the
field of computer science and programming. An overflow
occurs when the result of a calculation cannot be repre-
sented in the current bit grid size, resulting in loss of pre-
cision and incorrect values. The consequences of over-
flowing the bit grid can be catastrophic. Incorrect values
can lead to software crashes, data loss, unpredictable be-
havior, and other problems [3].

Knowledge of the fact that the bit grid is overflowed is
also important when implementing in the SRC not only
modular, but also various positional operations, since in
the SRC the number of bits used to represent numbers is
limited. For example, when adding two numbers with the
same signs, its sum modulo may be greater in modulus
than the maximum number that can be written with a
given number of digits and the result of the addition will
be incorrect. Also, the availability of information about
the overflow of the bit grid is important when determining
the true value of the number in the PNS [4-6].

The unsolved problem of effectively determining the
overflow of the bit grid in the SRC requires the develop-
ment and study of MDBGO. Therefore, the scientific task
of determining the overflow of the CS bit grid in the SRC
is important and relevant. The solution to this problem
will contribute to the further theoretical and practical de-
velopment of machine arithmetic in the non-positional
number system in the SRC. This will make it possible to
widely use SRC to create ultra-fast, reliable and fault-
tolerant specialized CS [7].

The object of study is the process of determining the
overflow of the result of the operation of adding two
numbers in the SRC. The process of determining the over-
flow of the bit grid when implementing various opera-
tions, especially the addition operation in the CS operat-
ing in the SRC, affects various aspects of the calculations
(implementation complexity, calculation accuracy).

The subject of study is the MDBGO. The method
consists of a set of the following operations. The values of
the calculated ranks R&C) and R§,C) of the summands X

and Y are determined, and the calculated value of the rank
R
{

numbers is also determined. By means of orthogonal

y of the result X+Y of the operation of adding two
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bases B, SRC, the true value of the rank RS(TEY of the

result X+Y of the operation of adding two numbers is de-
termined. A comparison is made between the calculated
and true ranks of numbers. A conclusion is made about
the presence or absence of overflow of the result of the
addition operation.

The purpose of the work is to consider and analyze
examples of determining the overflow of the bit grid of
the CS when implementing the operation of adding two
numbers in the SRC based on the use of a method based
on the use of the concept of rank of the number. To
achieve the goal of the work, the following tasks are for-
mulated and solved: to formulate the problem, to formu-
late a criterion for assessing the fact of overflow of the CS
bit grid based on the analysis of the ranks of the sum-
mands of numbers X and Y in the SRC, to give general
and specific (for a given SRC) examples of solving the
problem of determining the overflow, to carry out analyze
the results obtained and draw conclusions.

1 PROBLEM STATEMENT
To implement positional operations in the SRC, in-
cluding determining the fact of overflow of the bit grid of
the CS, various PFNC can be used [1, 8]. The rank Ry of
number X =(x; |/ x,||...]|x,) in the SRC, represented by

the set of residues x, from dividing number X itself by

the set of bases p; (i = I,_n) in the SRC, will be used as
the PFNC. The SRC defines two types of rank of the

number: the true Rg(T) and the calculated RE(C) ranks of

number X. The true rank R/(\,T) is a natural number that
n

shows how many times the numerical range P =[] p; of
i=1

the CS in the SRC was exceeded during the transition

from the representation of the number X in the SRC to its

representation in the PNS through a system of orthogonal

€ - P

bases of the form B; = (i= I,_n), where the value of

pi

e; determines the weight of the i-th orthogonal basis B;
SRC[1, 9].

Let the SRC be given by its bases p; (i = I,_n). This

SRC uniquely corresponds to a system of orthogonal

B (i=1,n), for which the

bases equality

KXpns :{le. -B,}modP holds. This ratio can also be

i=1

n
represented as Xpyg = > x;-B;— R\ - P. The rank of
i=1
the number, which is the result of an arithmetic operation,
obtained from the ranks of numbers, is called the calcu-
lated rank of the number.
To achieve the result of the study, it is necessary to
consider specific examples of identifying the fact of over-

OPEN a ACCESS




p-ISSN 1607-3274 Pagioenextponika, inpopmaTuka, ynpasiinus. 2024. Ne |
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 1

flow of the CS bit grid based on the ranks of numbers X
and Y in the SRC. In turn, the task of determining the
overflow of the CS bit grid in the SRC is implemented by

)

determining and comparing the calculated Rg( .y and true

REQY ranks of the number X+Y in the SRC. If the condi-
tion R\C), = Rg(le, is satisfied then it is considered that

X+Y —

there is no overflow. Otherwise, 1i.e. when

RE(CJBY #* Rg(TJzy, there is an overflow of the CS bit grid in
the SRC.

2 REVIEW OF THE LITERATURE

One of the reasons for overflowing the bit grid is the
use of large numerical values in the implemented opera-
tions. For example, when adding two numbers, if the re-
sult exceeds the maximum allowed value, an overflow
occurs. Overflow can also occur when implementing
other arithmetic operations. To solve the problem of
eliminating the negative influence of the bit grid overflow
process, there are various approaches [10—12].

At the same time, the problem of overflow of the bit
grid has not yet been completely solved, since most meth-
ods for determining overflow lead to an increase in the
amount of memory and slow down the calculation process
in the CS [13]. Depending on the specific requirements
and characteristics of the problem, the choice of method
for solving the scientific problem of bit grid overflow
may vary. It is important to consider both accuracy and
performance and find a balance between them to achieve
optimal results. Due to the relevance and unsolved nature
of this problem, computer scientists are in search of effec-
tive methods and procedures for determining and elimi-
nating the consequences of the process of overflowing the
CS bit grid.

Modern publications increasingly contain various in-
novative methods for determining overflow when imple-
menting various operations in a CS. Software-based archi-
tectural bound-checking based on boundary bits (bounds
checking bits) that detects and prevents buffer overflows
[14] results in increased memory requests to dynamically
check object bindings using a boundary bit. This leads to
an increase in the amount of allocated memory and affects
the performance of the computer system, since one of the
key aspects of increasing the performance of any software
system is the efficient allocation of memory and the re-
lease of resources.

Also, to solve the problem of overflowing the bit grid,
a method based on the use of modified codes is widely
used [16—17]. Modification of codes consists in introduc-
ing an additional digit, which is located before the sign
one. This bit is often called an overflow bit. When using
various algorithms, modified codes may contain two sign
bits. Article [18] presents a bidirectional overflow digital
correction algorithm with a single bit redundancy used in
the pipeline A/D converters. The disadvantage of all
methods based on various modified codes is the expan-
sion of the bit grid by at least one bit.
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The possibility of using hardware methods to solve the
overflow problem is being widely explored. In [19] con-
siders using an N bit result integer multiplier with over-
flow detector indicating an N bit multiplication result and
overflow status with an N bit multiplier and multiplicand
input. The overflow is determined by the lower N bit re-
sult of multiplication and the number of leading sign bits
of the multiplier and the multiplicand. The proposed
method to prevent the bit grid from overflowing when
implementing a multiplication (exponentiation) operation,
with a slight decrease in performance during this opera-
tion.

To prevent overflow of the bit grid, it is necessary to
take measures to optimize existing methods and develop
new ones [20]. An analysis of publications in this area has
shown that it is necessary to develop methods and proce-
dures aimed at identifying and eliminating the negative
consequences of overflows when implementing various
operations in a computer system, which does not reduce
the overall performance of the computer system, which
depends on the speed of execution of these operations.
This task also applies to the CS in the SRC.

3 MATERIALS AND METHODS
Since in this work the rank of a number as a PFNC
was used, therefore, in the process of identifying overflow
of the bit grid of the CS, it is very important to calculate
the ranks of numbers X and Y. Based on this, an important
task is to consider specific examples of identifying facts
of overflow of the CS bit grid based on the use of the cal-

culated ranks Rgf) and R}(,C) of numbers X and Y.

Let’s consider the procedure for determining the cal-
culated rank of the sum of two numbers in the SRC [1]. If
two numbers X =0 || xp || o]l %) and

Y=y |-l y,) are given in the SRC with the corre-
sponding calculated ranks Rg{C) and R)(/C) of numbers,

then the calculated rank Rg(CJr)Y of the sum of two num-

bers X+Y is determined as follows:

n
Cc C C X+
By -0 erO-5 g )
i=1 i

Let’s show the correctness of expression (1). Let’s
write expressions for determining the numbers X and Y in
the PNS using true ranks:

n
T
Xpys =% B, =R P, ()
in1
S ()
Ypys =2 Vi B =Ry’ -P. 3)

i=1

Let’s add two expressions (2) and (3) and get:
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n n
T T
Xpys +Yons = 2% B —RY) P+ y; B~ R - P,
i=1 i=1

or
n
Xpns +Ypns ZZ(xieri)'Bi—(RS(T)+R§T))-P. (4)
i=1

On the other hand, based on the rule for calculating
the sum of two numbers in the SRC for each correspond-
ing SRC base can be written that:

X+Y: x1+y1—|:m:|-el .
P
Xy +
{Xz +y2 —|: 2 y2j|'€2],... (5)
P
[xn o, {m} J}
Pn

Expression (5) when using expression (2) can be rep-
resented as:

X+Y= Z[{x-i-yl {—xiij’}-e,}]B ~RD, .
DP;

Let’s transform expression (6), taking into account the
fact that the orthogonal basis SRC is represented as

B =e,.~P

l D;
obtained:

P. (6)

. As a result, the following expression can be

S | Xt Vi T
X+Y =3 (x+) B —Z{T}'% B —R{)y P, (7)
i=1 i=1 i

or

¢-P -P
~Ryly P (8)

1 n TR
X+Y:Z(xi+yi)'3i—2{xl—.yl] G-

i=1 i=1 i i

Let’s compare the right-hand sides of expressions (4)
and (8) to check the correctness of expression (1):

f(x +;) B

i=1

DICEEEEe

i=1 =1L Pi

- (RY )+ RSP

(N
P—Ry.,y P,

that is, we have that expression (1) is satisfied (fairly).

Expression (1) is the main analytical expression that
allows us to determine the calculated rank of the sum of
two numbers X and Y from the values of the calculated
ranks of the summands X and Y.
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It’s obvious that:
if x,+y, > p, then the integer part of the expression is

equal to LR L

L P ]
if x,+y, < p, then the integer part of the expression is
equal to LY 0.

L P ]

The procedure for determining the calculated rank
R\ of number X = (x, || x, ||...||x,) is as follows. First, it
needs to present the original number X =(x, |/ x, ||...|| x,)
to a zeroable number of the form X, =(0]0]...|0). To
do this, to the initial number X =(x, || x, ||...||x,) in the

SRC, the rank R\ of which must be determined, the so-
called ZC, in the form of minimum numbers of the form

(i=1,n),

20 =010l z 1z 111 2,) are se-
quentially added. In this case, this value in the PNS is
equal to the value z5yc = p, - p, ... p,.,.

In particular, we find that the ZC has the following
form:

2V =min(z" || 2 [[...| 2") =l 1]...]| D),

2 =min(0 | 27 ||...1 2”) =0 p | p, |-l P
22 =min(0] 0 25 | 25" ... [ 287) = {(O| 0| p, - p,(mod p,) |
Il p - py(mod p,)||...1| p, 'pz(mOdpn)}s

etc., where z =(0[/0][...] 0] z,).

Let’s show the procedure for obtaining the value of
X,=(0]|0]|...]|0) . At the beginning of the procedure, let’s

add the ZC 2@ =" ||z ||...
X as many times as necessary to satisfy the condition
x, =0. Let this require ¢, additions of type X +z". In

. As a result, the

[|z{") to the initial number

this case, we get that X, = X +¢, -z
resulting number X, has an intermediate calculated rank
R (the intermediate calculated rank is the calculated

rank of the number, which is sequentially formed in the
process of obtaining the value X, = (0] 0]|...||0) ).
Then, we obtain that R;? =R +3§,, where §, is a
known value. Next, we add ¢, times the value of the ZC
@ =07 ...

tain a zero residue to the base p,, i.e. we obtain x, =0.

| 28y with the number X, until we ob-

So we have a number X, = X, +¢, -z
diate rank RY’
The algorithm for obtaining the number X, =(0]/0]|...]| 0)
can be represented by the following expressions:

with an interme-

=R{" +38,, where 5, is a known value.
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— 1 p€) _ p©) .
X =X+q-z" Ry =Ry +9,;

— (2) pC) _ p©) .
X,=X,+q,z ,RX2 _RX, +3,;

. ;
X=X, g2 RE =R 15 ©

_ () p(C) _ plO)
X=X, +q,z2 ,RX” _RXH+6,1.

Continuing the procedure for all remainders of the
number X, the result is the number X, =(0/0]|...||0)=P.

In accordance with expression (2) we have that:

X pns =in “B, _Rg(r) P,
=

Xn :Z'xi.Bi_R/(\’T) .P’

i=l1

O[10]|..110)= > x,-B,— R P,

i=l1
P=0-RD-P,
RY =-1
0 =1

(10)

Thus, the true rank R{” of the zeroable number
X, =(0]0]...]l0) is equal to — 1. On the other hand, it

was shown in expression (9) that the calculated rank R\’
of the zeroable number X, is equal to Ry +3, . Since
the value of the calculated rank R\” must coincide with

the true rank R{, then the last expression of the ratio (9)

and (10) must coincide:

R = RD :R(f) =_1 (11)

sz Xn X,
or expression (11) can be written as:

RY +8,=-1=>R{ =-1-3,. (12)

4 EXPERIMENTS

The theoretical basis for creating an experimental re-
search base is scientific material, which is presented in the
relevant sections of number theory and is also presented
as the result of the proof of the Chinese remainder theo-
rem [21]. In this case, the initial data for conducting the
experiment are presented in the form of a set of bases
(modules) of the SRC. SRC bases are a set of mutually
prime numbers. As an experiment, this work presents the
content and discusses the description of the structure of
the method for determining the overflow of the CS bit
grid in the SRC.

The general scheme of the experiment to determine
the overflow of the bit grid of the CS, when implementing
the operation of adding two numbers in the SRC [22], is
presented in the following form:
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1. Using the zeroing procedure based on the mini-
mum ZCs z” SRC, the values of the calculated ranks
R\ and R{” of numbers are determined. A comparison
is made between the calculated and true ranks of numbers.

2. Using the minimum ZCs z” SRC and calcu-
lated ranks values R and R(” of numbers X and 7,

according to expression (1), the calculated value R\, of

the rank of the result X+Y of the operation of adding two
numbers is determined.
3. By means of orthogonal bases B, SRC, the true

T)

value of the rank R}, of the result of the operation of

adding two numbers X+Y is determined.

4. A comparison is made between the calculated
and true ranks of numbers. A conclusion is made about
the fact of the bit grid overflow of the result of the addi-
tion operation according to the rank comparison criterion.

The work, as an experiment, provides a set of specific
examples of the use of MDBGO. The results of the ex-
periment showed the practical significance of the method
under consideration. In addition, based on the use of the
main results of the experiments, the State Patent of
Ukraine for a utility model No. 129125, GO6F 11/08 “De-
vice for monitoring the result 4+B of the addition of two
numbers 4 and B in the system of residual classes” (pub-
lished 10.25.2018, Bull. No. 20) was obtained, authors:
Krasnobayev V. A., Yanko A. S. et al. This device con-
tains blocks for determining the calculated and true values
of the ranks of the result of the operation of adding two
numbers. Also this device also contains a block for com-
paring the calculated and true ranks of numbers in the
SRC. The invention is based on the use of MDBGO. The
purpose of this invention is to reduce the control time of
the modular operation of addition of two numbers pre-
sented in the SRC. The goal is achieved by combining in
time data processing operations in blocks for determining
the calculated and true values of the ranks of numbers.
This increases the efficiency of monitoring the implemen-
tation of the modular operation of adding of numbers.
Thus, the above described allows, in addition to imple-
menting the main function, to additionally use MDBGO
to control the procedure for adding numbers in the SRC.
This indicates the versatility of using the method dis-
cussed in the article. The presence of a patent confirms
the global novelty and practical significance of some of
the scientific results obtained in the article. Some results
obtained in the article are an undoubted contribution to
the theory and practice of non-positional machine arith-
metic. The results obtained in the article can be used
when creating a CS in the SRC.

5 RESULTS
In accordance with the procedure for determining the
rank of a number, let’s consider examples of determining

the calculated rank R\ of number X =(x, | x,||...||x,)
presented in a specific SRC. To the initial number
X =(x, || x, ... x,) in the SRC, the calculated rank R\"’
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of which must be determined, let’s successively add the

minimum ZCs z until we ultimately obtain the zeroable
number X, =(0]0]... 0), the intermediate calculated

R©

rank R, which from expression (11) is equal to

R\ =—1. Next, using orthogonal bases, the true rank of

the number is determined.
Let’s give examples of determining the calculated

rank R\ of a number X. Table 1 presents the SRC bases
{p,}, i=1,3, orthogonal bases B, of the bases and its
weights e, . In Table 2, for a given SRC, the minimum
7ZCs z® and its ranks R, are given. For the SRC under

consideration, the volume of the range of representable

3
numbers is equal to P =[] p, =3-5-7=105.

i=l1

Table 1 — Values of the SRC bases and orthogonal bases

p =3 P, =5 ps=T7
e =2 e, =1 e, =1
B, =70 B, =21 B, =15

Table 2 — Values of minimum ZCs and its ranks
2= 2% =(013]3) z% = (0101
R, =1 R =1 R =0

The ranks R, of the minimum ZCs z% are calcu-

lated in advance using expression (2). Let’s determine the
values of the minimum constants for the SRC specified in
Table 1:

20 =11 )=1-B,+1-B,+1-B, =1-70+1-21+1-15 =
=(70+21+15)mod105 =106 mod105 =

=>z-B,—R,, -P=106—R , -P=106-1-105.
i=1

to comply with the above equality, it comes out to
R, =1(Table 2).

2 =(0]3]|3)=0-B,+3-B,+3-B, =

=0-70+3-21+3-15=(0+63+45)mod105 =108 mod 105 =

=>z-B,—R, -P=108-R,, -P=108-1-105.
i=1

to comply with the above equality, it comes out to
R ., =1(Table 2).

zZ¥ =(0]0[|1)=0-B,+0-B, +1-B, =
=0-70+0-21+1-15=(0+0+15)mod 105 = 15mod105 =
=>z-B-R,-P=15-R, -105=15-0-105,
i=1
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to comply with the above equality, it comes out to
R, =0 (Table 2).

Example 1. Determine the calculated rank R\ of the
number X =(2]|1]|1)=71.

First stage. Determination of the calculated rank of the

number in the SRC.
Let’s reset the residue x, =2 to zero according to the

first module p, =3. Let’s add the number X and mini-
mum ZC z" =(1]|1]|1) and get:

X, =X 420 =@1ID+ 1)1 =(0]2]2).
The rank of the sum will be determined by expres-

sion (1), where instead of the rank of the number Y the
value of the rank of the minimum ZC z* will be used:

) ) 3 | x 42z
Rg(f) :Rg(?, +Rzm _Z|: ’ ! :l'e[: (13)

i1 P;
where [k] is the integer part of the number £, not less
than it; R, is the calculated rank of minimum ZC z"
(Table 2); z% is the value of the j-th residue, ;= Ln (in

this case j =1,3) of the i-th minimum ZC.

Based on expression (13), the following calculated
value of the rank of the number X, can be obtained:

3 | x +2z0

(€©) _ p(C) ! J _ p©)

RY =R +Rzm—2{ E ¢ =R +R,, -
i=1 i

_ {xl+Zl(l)]el+{x2+z§1)}.ez+{—x3+zél)]e3 -
P D, D
2+1 1+1 1+1
:(R;pH)_{ﬂ.z{%}.l{ﬂ.l}:

=R§(C)+1—(1-2+0-1+0-1)=R)((C>+1_2=R§(C>_1.

In this case, there was one transition through the first
base p, (expression (9)).

Let’s reset the residue x, =2 to zero according to the
second module p, =5 of the number X, =(0] 2] 2).
Let’s add the
z® =(0]|3]|3) and get:

number X, and minimum ZC

1

X, =X, +2%=(0]12]2)+(0[3][3) = (0[[ 0] 5).

The calculated rank of the number X, is determined
as:
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3 | x +2z%
©) _ p(©) § ! J _ «©)
i=1 i

(2) (2) 2)
+R_{+ o[22 fas }}:
b b p;
= (RO -1)+1- [0+0}-2+[2+3}-1+{2+3}-1 =

3 5 7

:R;{O_1+1—0-2—1.1_0,1:R§(C)_1.

In this case, there was one transition through the sec-
ond base p,.

Let’s reset the residue x, =5 to zero according to the
third module p, =7 of the number X, =(0]/0]5). Let’s

add the number X, and minimum ZC z® =(0]/0]1)
and get:

Xy =X, +27=(0]0]5)+(0[|0[|1)= (0] 0] 6).

The calculated rank of the number X, is determined
as:

3| x +28
(€) _ p©) i J — (&)
RO =R +RZ(3,—§{ e, =(RY -1)+

i=1 'z

+R ;- |:x1+Zl(3):|,el+|:x2+Z§3):|.ez+|:x3+Z§3):|.e3 =
Dy D, D3
=(R§(C)—1)+0— 0+0 e 0+0 1+ 5+1 qlo
3 5 7

=R -140-0-0-0=RC —1.

Since the residue x,=6 of the number
X, =(0]]0]|6) has not been reset to zero, let’s add the

value z* again:
X, =X, 429 =(0]10][6)+ (0] 0[[1)=(0[|0] 0).

The calculated rank of the zeroable number X, is de-
termined as:

30 x +z¢
C C i J C
RO=R"+R, - { e, =(RY -1)+

+R - {X1+zf3)}_el+{X2+z§3)}.ez+{x3+z;3)}e3 =
by P, Ps
:(R;C)_I)Jro_ [M}p{ﬂ}p{@}l =
3 5 7

=R -14+0-0-0-1-1= R -2,

In this case, there was one transition through the third
base p,.
In accordance with expression (11) we have that:
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RO =15 RO —2=-15 RO =1.

Second stage. Determination of the true rank of the
number in the SRC.

The true rank R\” of number X is determined using
orthogonal bases B, (Table 1) and expression (2):

X=Q|1||D)=x-B+x,-B,+x,-B; =
=2-B+1-B,+1-B, =2-70+1-21+1-15=
=(2-70+1-21+1-15)mod105 =176 mod 105 =
= Xpys :le.~B,.—R§(T)~P:

i=1
=176mod105=176-R" . P =
=176-1-105=176-105=71.

Thus, the true of the number X =(2|/1]|1)=71 is
R =1
v .

Third stage. Checking the reliability of obtaining the
rank of the number in the SRC.

Let’s compare the calculated R{" and true R\ ranks
of the number X. Obviously, R\ =R =1.

Conclusions. So, since the calculated R\ and true
R\ ranks of the number X are equal, then the calculated
rank R\ is determined correctly.

Example 2. Determine the calculated rank R\ of the
number X =(1]|1]|5)=61.

First stage. Determination of the calculated rank of the
number in the SRC.

Let’s reset the residue x, =1 to zero according to the
first module p, =3. Let’s add the number X and mini-
mum ZC z" =(1]]1]|1) and get:

X =X+20 =11 +A[1]D = (2] 2] 6).

The calculated rank of the number X, will be deter-
mined by expression (13):

i=1 Pi

_ {xl+zl(l)}.el+{x2+Z;D]e2+{—x3+zgl)]e3 -
by P, p;
=R§(C)+1— ﬂ 2+ ﬂ 4+ 5_+1 b=
3 5 7

:R;C)+1—O.2_0.1_0,1:R§(C)+1.

Since the residue x, of the number has not been reset

3] x +2z0
(€) _ p©) i J _ pO)
RY = R +RZH)—Z{ ¢ =R +R,, —

to zero, let’s add the value z" again:

Xy =X, +27 =2 2]16)+ ([ 1[|1)= (03] 0).
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The calculated rank of the number X, is determined

as:

0]
o . X; +Z .
RY =R +R,, —§ { }.e[ =(RE +1)+R,, -

et {x3+2§1)}. }
J

[ s
=(R§C)+l)+1—{[2+l} [2+1 [6+1} }_

=R +1+1-1-2-0-1-1-1=R" —

In this case, two transitions took place through the
first base p, and through the third base p,.

Let’s reset the residue x, =2 to zero according to the
second module p, =5 of the number X, =(0|3]/0).
Let’s add the

» =(01/3]|3) and get:

number X, and minimum ZC

Xy =X, +2% =(0[3]10)+(0]13]13) = (0]1]|3).

The calculated rank of the number X, is determined

as:

i=1 V4

@ &) e)
R, - {x,+Z, ]eﬁ{xz+22 ]ez+|:ﬁ]e3 _
D yZ b
= (RO -1)+1- [O+OJ.2+[3+3}-1+[0+3]1 =
3 5 7

=RO -141-0-2-1-1-0-1=R" 1

X; +Z(2)
RO =RO+R,, —z{ } (RO 1)+

So, since the residue x, of the number X, = (0|1} 3)

has not been reset to zero, then let’s add the value z®

again:
X, =X, +2% =(0[1]3)+(01I3]13)= (0| 4] 6).

The calculated rank of the number X, is determined

as:

R(C)

(2)
) R Gt

i=1 p,‘

&) &) &)
iR, - [x,+z, j|.el+|:xz+22 ]eﬁ{ﬁ}% _
b P> P
= (RO ~1)+1- [0+0}.2+[1+3]1+[3+3]1 =
3 5 7

=R —141-0-2-0-1-0-1= R
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There are no transitions along the bases. Since the
residue x, of the number X, = (OH 4116) has not been

reset to zero, let’s add the value z'* again:
X=X, +z%=(0[14]16)+(0[|3]13)=(0]2] 2).
The calculated rank of the number X, is determined
as:

@
X, + 2
(©) _ p(©) Z _
RXs _RX4 +Rz(z) - |: :|.ei -

i=1 V2

:RE(C)+1—{{0;0]2+[4;3]“{6;3]1}:

:R)((C)+1_O’2_1'1_1'1:R;(C)+1—2:R)((C)_1'

Since the residue x, has not been reset to zero, the
operation of adding two numbers X, and z® is imple-

mented again:
X=X+ =(0]12(12)+(0[|3]|3)= (0| 0| 5).

The calculated rank of the number X, is determined
as:

3| x +z?

(©) _ p(C) i J _ (©)

RO=RO+R, - { | =(RO 1)+
i=1 i

e [M}.“[m]u[ﬂ]l _
3 5 7
=R -141-0-2-1-1-0-1=R© —1.

In this case, there was one transition through the sec-
ond base p,.

Let’s reset the residue x, =5 to zero according to the
third module p, =7 of the number X, =(0]/0] 5). Let’s
add the number X, and minimum ZC z® =(0]/0]/1)
and get:

Xy =X +27=(0]0]5)+(0[[0[|1)= (0] 0] 6).

The calculated rank of the number X, is determined
as:

X; +Z(3)
RO =RO+R,, —Z{ ]el. =(RO 1)+

i=1 VZ

3) 3) (3)
] e faes] |
)4 )2 P
= (RO ~1)+0- [0+0}-2+[0+0]1+[5“]1 =
3 5 7

=R -1+0-0-2-0-1-0-1=R\" 1.
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Since the residue x; has not been reset to zero, the
operation of adding two numbers is implemented again:

X, =X, +z% =(0[10]16)+ (0] 0][1)=(0[ |0 0).

The calculated rank of the zeroable number X, is de-
termined as:

3 | x, + 29
(€) _ p(O) ! J —
Ry =R+ R =) € =
i=1 b,

=(R<XC>—1)+0—[[0;0]2+[0;0]1{6;1]1}:

=R -1+0-0-2-0-1-1-1=R" - 2.

In this case, there was one transition through the third
base p,.
In accordance with expression (11) we have that:

RO =15 RO —2=-15 RO =1.

Second stage. Determination of the true rank of the
number in the SRC.
The true rank R” of number X is determined using

orthogonal bases B, (Table 1) and expression (2):

X =115 =x-B+x,-B, +x,-B, =
=1-B +1-B,+5-B, =1-70+1-21+5-15=
=(1-70+1-21+5-15)mod105 =
=166mod105=166—R\"-P =
=166-1-105=61.

Thus, the true of the number X =(1]|1]|5)=71 is
R =1
g .

Third stage. Checking the reliability of obtaining the
rank of the number in the SRC.

Let’s compare the calculated R\ and true R\ ranks
of the number X. Obviously, R\ =R =1.

Conclusions. So, since the calculated R{” and true
R\ ranks of the number X are equal, then the calculated
rank R\ is determined correctly.

Example 3. Carry out control of the arithmetic opera-
tion of addition of two numbers X =(x, || x, | x;)=
=(2[[4[14)=74 and Y =(y [y, lly)=C2[3[D=8
presented in the SRC.

In accordance with the procedure described above for
determining the rank of a number in the SRC, it is ini-

tially necessary to determine the calculated ranks R'” and

R\ of the summands of the numbers X and Y.
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First, in accordance with the control method, let’s de-
termine the calculated rank R\~ of the number

X =(2]4]4) =74

Let’s zero the number X to the first base by adding the

value of minimum ZC z" :

X =X+20 =2 419H+A[ 1D =] 5]5).

Using expression (13), we obtain:

3 | x 42z

(©) _ pO) it _ p(O)

RX1 =R, +Rz“, — E { 5 ‘e, =Ry +Rzm —_
i=1 i

_ {xl+Zl(l)]el{xﬁZ;l)}.ez{—xﬁzy)}-q -
P )2 P
— RO 41— 2+1 o 4+1 14 4+1 gl
3 5 7

=R§(C)+1—1'2—1'1—0'1=R)((C)+1_3=R§(C>_2_

So, since the residue x; =5 has not been reset to zero,
then let’s add the value z® = (0| 0|[1):

X, =X, +z7 =(0[5]5)+ O 0[[)=(0]0]6).

Using expression (13) let’s determine the calculated
rank of the number X, =(0]/0]6):

3 | x +2z%
(€) _ p(O) ‘ J —
RXz _RX. +Rz<*> - E { » 6=
i=1 i

=(R ~2)+R,, —{0;0]2{0;0]1{5;1]1}:

=R -2+40-0-2-0-1-0-1=R" -2,

So, since the residue x, =6 has not been reset to zero,

then let’s add the value z* again:
X, =X, +2% =(0[/0][6)+ (0] 0[|1)=(0] 0] 0).

For the zeroable number X, = (0| 0] 0) according to
expression (13) we have the calculated rank equal to:

3| x +z2Y
(€) _ p©) E ! J —
RXN - RXz +Rz(3) - |: p g =
i=1 i

- (RO -2)+R,, —{[0;0}-2+[0;0]1+[6;1]1}=

=R©-240-0-2-0-1-1-1=R'" -3,

Based on expression (11), we can determine the calcu-
lated rank R\ of the number X = (2|4 4)=74:
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RO =15 RO -3=-15>RC =2.

Checking. Let’s calculate the true rank R\ of num-
ber X =(2]|4||4)=74 using orthogonal bases B, SRC
(Table 1). We have that in the PNS:

Xpys =X B +x, B, +x,-B,— R -P=
=2-70+4-21+4-15-2-105="74.

So the true rank of the number X =(2||4|/4)=74 is
RP =2.

Conclusions. So, as the calculated rank R\ of the
number X is equal to the true rank R\ of the number X,
ie. RO =RD =2
mined correctly.

Let’s determine the calculated rank R\’ of the second

summand Y =(2]|3]|1)=8. First, as for the first sum-

mand X, let’s reduce the number Y to the form
Y =(0]]0]]0), i.e. let’s zero the number Y according to

, then the calculated rank is deter-

the first base p, =3, adding the minimum ZC z" to the

original number Y :
Y=Y +2" =2 3]ID)+ A1) =(0[4]2).

Using expression (13) we determine the calculated
rank of the number ¥, =(0(/4]/2):

M
RO =R +R,, —z{—y’ > ' }-ei =R +1-

i=1

@ 1) + 1)
|:yl+z :|e1 |:y2+zz :|.ez |:y3 Z; ]63 _
)4 P b;
o [, [ )
3 5 7

=R941-1.2-0-1-0-1=R +1-2 =R —1.

So, since the residue y, =4 has not been reset to

zero, then let’s add the value of the minimum ZC
2?2 =(0]33):

Y, =Y +z% =(0[14]12)+(0[|3[13) = (0| 21|5).

(2)
RO = RO SR, ZF_I : } = (RO 1)+ R -

i=1

[ il el
(RO -1)+1- {[Ow} [“3} [zﬂ }_

=R9-14+1-0-2-1:1-0-2=R" —
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After carrying out the stage of zeroing the residue
modulo p, =5, we obtain the value y, =2. Thus, it is

necessary to carry out one more time zeroing the residue
v, =2 of the number Y, =(0]2||5) modulo p, =5.

Let’s add the minimum ZC z* again:

Y, =Y, +2% =(0]12]15)+(0[|3]13) = (0| 0| D).

i=1

et [} 2

=R ~141-0-2-1-1-1-1= R -2

30y +2z
(€) _ p©) E Yi J —
RY} - RY: +Rz(2) - |: p .ei -
i

Let’s reset the residue y, =1 to zero according to the
third module p, =7 of the number ¥, =(0|/0|1). Let’s
add the number Y, and minimum ZC z® = (0] 0||1) and

get:

Y, =Y, +27=0]0[[)+(0]0][1)=(0[0]2).

Z®
R)(,“C) = R)(,Sc) + Rzm —Zl:le:| e = (R)(’C) _2)+Rzm -

i=l1

et faa] )

D )23 P

:(R(C)—2)+O— 0+0 D4 0+0 A+ 1+1 1=
' 3 5 7

=R©-240-0-2-0-1-0-1=R" - 2.

After adding four more times with minimum ZC z®
we get the number Y, = (0| 0| 6). Add to this number the

value of ZC z®

Y, =¥ +27 =(0]0[6)+(0[|0[|1)=(0[| 0| 0).

Let’s determine the calculate rank for the zeroable
number ¥, = (0] 0] 0):

(3)
+z
©) _ p©) Vi —
RYM _RYs +RZ(3> - z I:T:|'ei -
i=1 i

(1 -2)s 1y ~{[ 25 2+ 221 &2 -

=R -2+0-0-2-0-2-1-1
=R 3.

According to expression (11) we have that:

RO =15 RO 3=
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Thus, the calculated rank of the number
Y=2|3])=8is R =2.
Checking. In the PNS, the value of the second sum-

mand Y =(2]|3]|1) =8 is equal to the value:

3
Yous = D9 B =2-704+3-21+1-15=
i=1
=218-R" 105 =218—2-105 = 8.

So the true rank of the number Y =(2||3||1)=8 is
R =2
v =2

Conclusions. Since the calculated rank of the number
Y is equal to the true rank of the number Y, i.e.

R\ =R{" =2, then the calculated rank is determined

correctly.
Let’s determine the sum of two numbers X+Y:

X+Y=Q2[4][H+C3ID=qA[2]5).
According to expression (1), the calculated rank R\,
of the sum of two numbers X+Y is equal to:

3
~ ~ X+,
©) _ p(0) (©) Z i _
RX+Y = RX +RY — |:—’:|.el_ =
i=1 p,'

e (R -

=2+2-1-2-1-1-0-1=1.

Checking. (X +Y)gpe =1||2]]5) and (X +Y),y =
=1-70+2-21+5-15—-R{), - P=187-1-105 = 82.

Conclusion. The true rank R\,
X+Y=(1]2]5 is
Rg(i)y = Rg(CJY
performing the addition operation.

Example 4. Check for overflow when adding two
numbers X =Y =(2]|4]4) =74.

Let’s determine the sum of two numbers X+Y-

of the number
equal to the calculated

=1. Therefore, there was no overflow when

X+Y=Q2[4[[4+C[ 4[4 =A[3[D.

Considering that in example 3, the calculated rank
RS of the number X =(2]/4]/4)=74 was calculated,
since the numbers X and Y are the same, its calculated
ranks are also the same: R\ =R/ =2.

According to expression (1), the calculated rank R\,

of the sum X+Y of two numbers in the SRC is equal to:

3
X +y.
RO, = R© 4+ R© —Z{—‘p % }e -
i=1 i

=2+2_ ﬁ .2+ ﬂ .1+ ﬂ 1 =
3 5 7
=2+2-1-2-1-1-1-1=0.
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Thus, the calculated rank of the sum of two numbers
X+Y is equal to the value R\, =0.

X+Y

Checking. (X +7Y)ge=1]13]|]1) and (X +Y), =
=1-70+3-21+1-15—-R, - P=148—R\", -105 =148 —

X+Y X+Y
-1-105=43. Thus, R, =1.
Conclusion. It is obvious that the true rank R\, =1

doesn’t coincide with the calculated rank R, =0. The

inequality R\, = R{), of the rank values of the number

X+Y shows that there was an overflow during the opera-
tion. Therefore, the sum of two numbers X+Y has the
wrong value: 43, not 148.

6 DISCUSSION

When solving CS computational problems, it becomes
necessary to take into account the overflow of the bit grid
that occurs during data processing. Analysis of these
processes showed the following. To solve the problem
associated with overflow of the CS bit grid, there are
various approaches. One of them is the use of a wider bit
grid to represent the meanings of numbers, i.e. Data proc-
essing is carried out on computers with a relatively large
bit grid [23]. This allows you to increase the range of val-
ues of processed numbers that can be represented in the
CS without taking into account the consequences of the
overflow factor. However, this requires more memory and
can increase the time it takes to solve a calculation prob-
lem, which is especially critical for real-time CS [24, 25].
The MDBGO proposed in the article is intended for use in
a CS that operates in the SRC. The properties of the SRC
(independence, equality and low-bit residues, the totality
of which determines the non-positional code structure)
and their use in creating the structure of the CS determine
the interpretation of the CS in the SRC as a set of individ-
ual low-bit computers [7, 26]. Each computer operates
using a specific SRC module [27, 28]. In this case, elimi-
nating the consequences of overflowing the bit grid is
carried out without interrupting the computational proc-
ess, i.e. during the operation of the CS, without stopping
the calculations.

The reliability and significance of the results obtained
are due to the following factors:

— the research was carried out using the modern
proven mathematical apparatus of number theory and the
basic theoretical principles of machine arithmetic in the
residual classes;

— the consistency of the results obtained with both the
scientific provisions of the general theory of constructing
the structures of positional CSs, and the theoretical provi-
sions of the creation of CSs operating in the SRC;

— the coincidence of some theoretical conclusions with
existing modern provisions on the prospects for the de-
velopment of real-time CS;

— the results of the analysis of the given specific ex-
amples of the use of MDBGO for various initial data of

the SRC.
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This problem, solved in the article, was directly or indi-
rectly considered in the monographs: Aksushskyi I. Ya.
and Yuditskyi D.I. “Machine arithmetic in residual
classes” [1] and Torgashov V. A. “System of residual
classes and reliability of digital computers” [8]. These
monographs provide directions for further research in the
direction of improving real-time CS structures in the SRC.
In particular, some theoretical further research is presented.

CONCLUSIONS

The current scientific problem of using MDBGO in
the CS operating in the SRC has been solved. The use of
MDBGO to detect the fact of overflow of the CS bit grid
is shown using specific examples of the implementation
of the operation of adding two numbers in the SRC. The
MDBGO considered in the article is based on the use of
positional feature of a non-positional code of numbers in
the SRC, namely on the calculation and use of the true
and calculated ranks of numbers.

The scientific novelty of the results obtained lies in
the fact that when implementing MDBGO, the procedure
for determining the rank of a number is carried out di-
rectly in the process of performing the operation of add-
ing two numbers, being an essential part of it. This cir-
cumstance makes it possible to reduce the time it takes to
detect the fact of overflow of the CS bit grid in the SRC.
In addition, a feature of the presented method for detect-
ing the fact of overflow of the CS bit grid in the SRC is
that MDBGO can simultaneously be used to organize the
process of monitoring the operation of adding numbers
modulo. This expands the functionality of the MDBGO.

Practical significance of the results. To confirm the
practical feasibility of the procedure, examples are given
of determining the overflow of the result of the operation
of adding two numbers in the SRC. A set of examples is
given of the specific implementation of the operation of
overflowing the bit grid using the MDBGO method, while
simultaneously implementing control of the addition of
two numbers for a given SRC, which confirm the effec-
tiveness of using the considered method.

Prospects for further research are as follows. In the
SRC, using the basic properties of the class of residues,
control of arithmetic operations can be carried out in the
dynamics of the computational process, i.e. without stop-
ping the calculation process. This makes it possible,
firstly, to fully use the main property of the SRC - the
high speed of the CS execution of arithmetic modular
operations. Secondly, it is possible to reduce the amount
of the CS equipment required to implement positional
operations in the SRC. The research results obtained in
the article are recommended for use in on-board digital
computers of ballistic missiles, in the use of unmanned
aerial vehicle computers and in the use of specialized
computers for a wide class of various non-recoverable
disposable aircraft operating in the SRC. The feasibility
of further research in the field of using non-positional
code structures in the SRC, in particular, expanding the
area of practical use of MDBGO, is due to the fact that
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positive research results will make it possible to create
ultra-fast and fault-tolerant real-time specialized CS.
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Kpyk O. O. — acmipanT kadeapyu aBTOMaTHKH, €ISKTPOHIKM Ta TelekomyHikaliid HamionanasHoro yHiBepcurery «IlonTtaBchka
noniTexnika imeHi FOpis Konapatiokay, [lonraBa, Ykpaina.

AHOTAIIA

AKTyasbHicTh. PO3riIsHYTO MeTOx BH3HAYEHHS NEPENOBHEHHS PO3PSIHOI CITKH, a TAKOX KOMIUIEKC NPUKIAAIB IPAKTUIHOTO
3aCTOCYBaHHS IPOLENYPH iMeHTU(IKALI] TepeNOBHEHHS PO3PSAHOI CITKH KOMIT IOTEPHOI CUCTEMH, 10 (PyHKITIOHY€e B HEIO3HIiiHIi
CHCTEMI YHCJICHHS B 3aJMIIKOBHX KilacaX. O0’€KTOM JOCIIPKEHHs € Tpolec 00poOKH JaHUX, MPEICTABICHNX Y CHCTEMI 3aJIUILIKO-
BUX KJaciB. MeTa poOOTH — pO3IJISIHYTH Ta MMPOAaHAJIi3yBaTH NPHUKIIAH BU3HAUCHHS MEPEHOBHEHHS PO3PSAHOI CITKH KOMIT IOTEPHOT
CHCTEMH IIpHU peajizawil onepanii Jo1aBaHHs ABOX YKMCEJN Y CHCTEMI 3aJIMIIKOBHX KJIaciB Ha OCHOBI 3aCTOCYBAaHHS METOJy BH3HAuUCH-
Hs IIEPEIIOBHEHHS PO3PSIIHOI CITKU, 3aCHOBAHOTO Ha BUKOPHUCTaHHI IIOHATTS PaHTy YHCIa.

Meron. Crienngika QyHKIIOHYBaHHS KOMIT IOTEPHOI CHCTEMH y CHUCTEMi 3aJIMIIKOBUX KJIACiB BUMAara€ BUKOHAHHS SK MOJYJIBHHX
oreparii, Tak i peanmizaiii J0JaTKOBO, TaK 3BAHMUX, HEMOIYJIFHHX orepamiil. Jlo HeMOIyIPHHX ollepaliil HaJIeKHUTh OTepallis BH3HA-
YeHHs TePENOBHEHHS PO3PSIHOI CITKM KOMIT FOTEPHOI CHCTEMH Yy CHCTEMi 3aJIMIIKOBHX KJaciB. Y HEMO3WIIHHIA CHCTEMi YMCIICHHS B
3aJIMIIKOBUX KJIACaX peajisamis MpOIecy BUSBICHHS MEPEIOBHEHHS PO3PSIHOI CITKH KOMIT IOTEPHOI CHCTEMH € BAXKKO peali30BaHHM
3aBJaHHAM. PO3MISHYTHI y CTATTi METOJ BH3HAUCHHS IEPEIIOBHEHHS PO3PSIHOI CITKH IPYHTYETHCS Ha BHKOPHUCTAaHHI ITO3HIIHHUX
O3HaK HETMO3UIIIHHOTrO KOy YMCEN Y CHCTEeMi 3aJIMIIKOBUX KJIACiB, a caMe iCTHHHOTO Ta PO3PaxyHKOBOTO paHriB uucia. JlocmimkeHo
POLIeC BU3HAUCHHS NEePEIIOBHEHHS PO3PSAHOI CITKU pe3y IbTaTy OIepanii JoAaBaHHs JIBOX YHCE] y CUCTEMI 3JIMIIKOBUX KJIACIB, OCKi-
JIbKH CaMe BUKOHAHHS apu(METHUHOT onepalii 10aBaHHs € OCHOBHOIO, 6a30BOIO ONEPALli€l0 KOMIT FOTEPHOT CUCTEMH.

PesyabTaT. HaBeneHo npukiagyu BUKOPUCTAHHS METOly BU3HAUCHHS IIEPEIIOBHEHHS PE3y/IbTaTy Olepallii 101aBaHHs J[BOX YH-
Cell y CHCTEMIi 3aIMIIKOBHUX KJIaciB, B OCHOBY SIKOTO MOKJIAJICHO MOAYJIBHI omepalii BU3SHa4eHHs pO3paXyHKOBOTO Ta ICTHHHOTO PaH-
riB Oe3mocepeHbO JOJAHKIB Ta PaHTy CyMH JABOX NOAAHKIB. AHAJi3 OTPHMAaHHX PE3yJIbTATiB MOKAa3aB MPAKTHYHY 3aCTOCOBHICTH
PO3TIISIHYTOTO METOY.

BucnoBkn. OCHOBHHM IIepeBarolo IpeCcTaBICHOr0 METOMY € Te, [0 BU3HAYCHHS NEPETIOBHEHHS PO3PSIHOI CITKH MOXHA 3MiH-
CHIOBATH y JMHAMIIll OOYMCIIIOBAILHOTO MPOLIECY KOMIT IOTEPHOI CHCTEMH, TOOTO 0e3 3ynHHKH po3B’s3aHHs 3aaadi. {1 oOcraBuHa
JIO3BOJISIE 3HU3UTH HETIPOIYKTHBHI BUTPATH KOMII IOTEPHOI CHCTEMH B CHCTEMI 3JIMIIKOBUX KiaciB. KpiM Iboro, ieif MeTox MoxHa
BHUKOPUCTOBYBATH /I KOHTPOJIIO Orepalii JoAaBaHHS [BOX YHCEN B CHCTEMi 3aiHIIKOBHX KiaciB. Ile miaBuIye HOCTOBIpHICTH
OTPHMAaHHS ICTHHHOTO Pe3yJIbTaTy Olepalil 10JaBaHHs JBOX YHUCEN B CUCTEMI 3aJIMILIKOBHX KJIACIB.
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