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ABSTRACT

Context. At the present stage, with the current demands for the accuracy of motion control processes for a moving object on a
specified or programmable trajectory, it is necessary to synthesize the optimal structure and parameters of the stabilization system
(controller) of the object, taking into account both real controlled and uncontrolled stochastic disturbing factors. Also, in the process
of synthesizing the optimal controller structure, it is necessary to assess and consider multidimensional dynamic models, including
those of the object itself, its basic components, controlled and uncontrolled disturbing factors that affect the object in its actual mo-
tion.

Objective. The aim of the research, the results of which are presented in this article, is to obtain and assess the accuracy of the
Stewart platform dynamic model using a justified algorithm for the multidimensional moving object dynamics identification.

Method. The article employs a frequency-domain identification method for multidimensional stochastic stabilization systems of
moving objects with arbitrary dynamics. The proposed algorithm for multidimensional moving object dynamics model identification
is constructed using operations of polynomial and fractional-rational matrices addition, multiplication, Wiener factorization, Wiener
separation, and determination of dispersion integrals.

Results. As a result of the conducted research, the problem of identifying the dynamic model of a multidimensional moving ob-
ject is formalized, illustrated by the example of a test stand based on the Stewart platform. The outcomes encompass the identifica-
tion of the dynamic model of the Stewart platform, its transfer function, and the transfer function of the shaping filter. The verifica-
tion of the identification results confirms the sufficient accuracy of the obtained models.

Conclusions. The justified identification algorithm allows determining the order and parameters of the linearized system of ordi-
nary differential equations for a multidimensional object and the matrix of spectral densities of disturbances acting on it under operat-
ing conditions approximating the real functioning mode of the object prototype. The analysis of the identification results of the dy-
namic models of the Stewart platform indicates that the primary influence on the displacement of the center of mass of the moving
platform is the variation in control inputs. However, neglecting the impact of disturbances reduces the accuracy of platform position-
ing. Therefore, for the synthesis of the control system, methods should be applied that enable determining the structure and parame-
ters of a multidimensional controller, considering such influences.

KEYWORDS: Identification, transfer function matrix, spectral density, quality functional, Stewart platform.

ABBREVIATIONS E, is a nxn unit matrix;
AHRS is an attitude and heading reference systems; J is a quality functional;
IKP is an inverse kinematics problem; M is a matrix of dimension mXn, the elements of
IMU is an inertial measurement unit; which are polynomials from the differentiation operator s;
LMS is a linear movement system; m is a number of signals at the output of the control
ONS are sensors of orientation and navigation; system;
RT is a target Real-Time; n is a local system inputs number;
SLM are sensors of linear movements; O, 18 @ zero matrix of size mxn;
TIG is a trajectory and interpolation generator; P is a polynomial matrix of dimension m>m;,
WS is a working surface. R is an additionally defined weight matrix;

ry is a vector of program signals;

NOMENCLATURE S’ is a transposed spectral density matrix of the
D is a result of the Wiener factorization of the trans- 17 P p
posed matrix S'CC ; vector ry;
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S’ isa transposed spectral density matrix of the

14
vector x;;
S;;x is a transposed matrix of mutual spectral densities
between the generalised input vector { and the vector x;;
S ;CC is a transposed matrix of mutual spectral densi-

ties between the vectors x; and ;

S'AA is a transposed matrix of spectral densities of un-
correlated white noise of single intensity;

S’ 1s a transposed matrix of spectral densities of the
vector of identification errors g;

S VobVob
the disturbing influence;

'« is a transposed spectral density matrix of the gen-
eralized input vector;

T} is a matrix of results of dividing the polynomials of
the numerators by the polynomials of the denominator of
the product on the right side of the expression;

T, is a matrix of fractional rational functions whose
poles are located in the left half-plane of the complex
plane;

T is a matrix of fractional rational functions with
poles in the right half-plane;

W; are controllers;

W is an optimal structure of the matrix is the transfer
function of the identification object;

W, is an optimal structure of the matrix is the transfer
function of the shaping filter \¥;

Xo is a vector of movement of the working surface in
the working space;

x is a vector of signals at the output of the control
system;

X4 1S an estimate of the vector of the WS movement,
obtained through the identification process;

A is an uncorrelated white noise of single intensity;

@ is a block matrix of transfer functions of size
nx(ntm);

¢ 1s a vector of identification errors;

@i is a vector of measurement noise;

Y is a transfer function of the shaping filter;

W, 18 @ vector of centred stationary random distur-
bances in the control object;

yys is a vector of centred stationary random distur-
bances in the working surface;

C is a generalised vector of input influences.

is a transposedmatrix of spectral densities of

INTRODUCTION

At the present stage of creating and operating moving
objects of various purposes, spatial mechanisms with par-
allel structures, and a range of complex and responsible
controlled technological processes, the issues of ensuring
the competitiveness of products being created have be-
come crucial. Their competitiveness is mainly influenced
by the extent to which they achieve high quality and effi-
cient utilization, as well as the ultimate goals of function-
ing in responsible operating modes. As stated in refer-
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ences [1, 2], the operation of these products is affected by
a multitude of stochastic factors, both deterministic and
random, which considerably complicate the processes of
attaining set goals and the ultimate results in each specific
responsible operating mode of moving objects. Determin-
ing the dynamics models of input-output stochastic signal
vectors of a control object or its prototype in respective
operating modes allows for structural identification of the
dynamics models of such an object. The practical meth-
ods and algorithms for structural identification should
enable the determination of dynamic models for both the
control object itself in the mode of interest and the uncon-
trolled stochastic disturbances acting on the object under
these conditions.

This relevance is driven by the practical requirements
to align identification procedures with the conditions of
designing closed-loop control systems. Modern methods
and algorithms should be based on new approaches in
creating computational procedures that exhibit enhanced
accuracy and reliability in computation, reducing the
growth of orders in the results. This enables the determi-
nation of the order and parameters of the linearized sys-
tem of ordinary differential equations for a multidimen-
sional object and the matrix of spectral densities of dis-
turbances acting on it in conditions approximating the real
operating mode of the experimental object.

The object of study in this paper is the Stewart plat-
form working surface motion closed-loop control system.
The Stewart platform is a spatial mechanism with a paral-
lel kinematic structure, consisting of six identical kine-
matic chains (actuators) [3]. Such mechanisms can be
used as machining centers (machines), coordination-
measuring centers, vibration platforms (test stands), mo-
tion simulators, and stabilization platforms. The Stewart
platform has six degrees of freedom for the motion of the
mobile platform. By programmatically adjusting the
Stewart platform drives lengths, it is possible to control
the moving base position, move it in vertical and horizon-
tal directions, as well as rotate it in three planes.

The subject of study is the algorithm for identifying
the Stewart platform dynamic model, its transfer function,
and the shaping filter transfer function.

The purpose of the work is to obtain the Stewart
platform dynamic model using a justified algorithm for
the multidimensional moving object dynamics identifica-
tion.

1 PROBLEM STATEMENT

The basis of the theory of constructing mathematical
models (identification) is the information-algorithmic
approach. Under conditions of a priori uncertainty, the
information component begins to play a dominant role, as
its analysis largely determines the application of certain
algorithmic procedures and formalization methods that
allow the object under study mathematical description
synthesis [4].

Structural identification allows establishing the inter-
action of system individual components in the process of
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forming reactions. In this case, the system configuration is
considered known, or assumptions are made about the
class of the functional description relative to it, while the
parameters that characterize the system are treated as un-
known. The identification task boils down to search for
solutions in the space of the sought parameters of the sys-
tem [1, 5].

The analysis carried out made it possible to propose a
structural diagram of the Stewart platform motion control
system, which is built according to the principle of two-
loop tracking systems (Fig. 1).

~ ‘ W, ,::“ IKP

_.l[ ‘ W q

Figure 1 — Structural diagram of the motion control system of the working surface of Stewart platform

The programme signal vector r, is received from the
trajectory and interpolation generator block, i.e. the set
trajectory of movement of the working surface:

n=[E Mo S wo 9 7vol.

where &, 1y, {y — given coordinates of the rotation center
of the working surface relative to the coordinate system
associated with the base of Stewart platform; v, is a spec-
ified yaw angle, 9, is a specified pitch angle, y, is a speci-
fied roll angle of the working surface; index ' is a transpo-
sition sign.

The position of the working surface relative to the
base characterizes the vector of movement of the working
surface x, in the working space, of the form:

x0=[ out Nour Gour Your Sour YOMIY’

where &,.;, Nou» Gour — the output coordinates of the rota-
tion center of the working surface relative to the coordi-
nate system associated with the base of Stewart platform;
W, 1S @ yaw output angle, 3,,, is an output pitch angle,
Your 1S and output roll angle of the working surface.

Vector of real values of the movement of the working
surface x:

X =X0 * Vs

where s is the vector of disturbances affecting the
working surface, or

a=E m G ow % nl.

As a result of the structural transformation of the WS
motion control scheme of Stewart platform in Fig. 1 and
considering that we can measure the m-dimensional vec-
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tor of control signals r, and the vector of actual values of
the motion of the working surface x;, the scheme can
transform to the form depicted in Fig. 2 in cases where
feedback cannot be established.

Furthermore, it is common for the origin of distur-
bances A and the vector of control signals 7y to have dis-
tinct physical natures. Therefore, the assumption of their
independence is typically adopted.

i Forming filter
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| Registration system |

Figure 2 — Structural diagram of the identification object

Fig. 2 shows P, M — polynomial matrices from the dif-
ferentiation operator s of the appropriate size, which char-
acterize the dynamics of a closed system, y,, is a vector
of centered stationary random disturbances, which charac-
terizes the action of all disturbances and noises in the con-
trol system (Fig. 1) and n is a measurable stationary ran-
dom process with zero mathematical expectation and the

unknown matrix of spectral densities S .
YobVWob

Reviewing the types of tasks addressed by mecha-
nisms utilizing the Stewart platform [3], one can affirm
that the working surface undergoes minor movements
around the center of rotation. Subsequently, in the first
approximation, it is possible to formulate an ordinary dif-
ferential equation representing the dynamics of the con-
trol object. This equation reflects the correlation between
the system inputs 7o, 5, and the output x; (Fig. 2):
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The output x; and one of the inputs r, can be meas-
ured, but the input y,, cannot be measured.

The vector v, is formed from the noise vector A by a
linear stable filter with a matrix of transfer functions V¥
and can be represented as:

Vop = VA .

The task of obtaining dynamic characteristics of a
multidimensional moving object and the disturbance vec-
tor involves the following: based on the measured input
vector ry and output vector x;, it is necessary to determine
the order and parameters of the matrices P, M, and ¥ that
minimize the following identification quality criterion.

177
J=—] tr(SégR s, (1)
J o
where R is a symmetric positive definite weight matrix;
S’;. 1s the transposed matrix of spectral densities of the
vector of identification errors €.

The identification error vector, denoted as ¢, is defined
as the difference between the vector of measured actual
values of the movement of the WS x; and the estimate of
the vector of the WS movement, x,4, obtained through the
identification process:

E=X—Xiq -

Similarly, the identification error vector €, can be ex-
pressed as:

SZXI—QC. (2)

where @ represents the block matrix comprising the trans-
fer functions of the identification object, defined as

O=[W, W,]; ¢= {FAO} extended vector of input signals.

Then the task of identifying the dynamics model of
the Stewart platform is simplified to minimizing either the
error vector € (2) or the identification quality indicator (1)
by determining the two transfer function matrices W and
W,.

The solution to the task was found as a result of three
stages of work:

— development of the algorithm for structural identifi-
cation of a multidimensional dynamic object with sto-
chastic input signals;

— gathering and processing experimental data of vec-
tors 7y and x;;

— assessing variations in the variance of the output co-
ordinates vector of the working surface of the Stewart
platform x; with random alterations in vectors 7y and .
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2 REVIEW OF THE LITERATURE

Given the modern requirements for the accuracy of
motion control processes of a moving object along a spec-
ified or programmable trajectory, it is necessary to syn-
thesize optimal structures and parameters for the object
stabilization system (controller). This synthesis should
take into account the real controlled and uncontrollable
stochastic disturbing factors that act on the object in each
specific mode of its operation. In today’s demand for pre-
cise control processes of a moving object along a speci-
fied or programmable trajectory, there is a need to design
the optimal structure and parameters of the object’s stabi-
lization system (controller). This involves considering
real controllable and uncontrollable stochastic disturbing
factors, which operate on the object in each specific op-
erational mode. Furthermore, in the process of synthesiz-
ing the optimal controller structure, it is also necessary to
evaluate and consider multidimensional dynamic models
of the object itself, its basic components, as well as con-
trolled and uncontrollable disturbing factors that influence
the object in its actual motion [6].

As a rule, the mentioned dynamic models of moving
objects, corresponding to real operational modes of mo-
tion, are either unknown or known very imprecisely [7,
8]. Such situations in the modern stage of technological
development do not meet the requirements for the com-
petitiveness of motion control systems for existing or
newly created objects. Due to the lack of knowledge of
the required methods and algorithms for processing and
the target application of the results of processing stochas-
tic information that can be obtained during testing, con-
venient and necessary 'real' models of the dynamics of
objects, their parts, and disturbing factors are practically
absent at the present time. For instance, considering the
Stewart platform as an object controlled reveals several
peculiarities, the main of which is that, for many techno-
logical tasks, the parameters of disturbing influences ap-
plied to the working part, individual axes, are not prede-
termined, and there is complexity in constructing an ade-
quate analytical mathematical model [7, 9].

However, special full-scale (semi-full-scale) studies of
prototypes of future mobile objects allow solving prob-
lems of structural identification [1] of the dynamics mod-
els of complex objects.

Today, there is a fairly wide range of methods for
identifying dynamic models of control objects that oper-
ate under conditions of uncontrolled concentrated station-
ary random influences [1, 4, 5, 10], based on the 'input-
output' data. The 'input-output' method [10] involves
combining signals acting at the input and output of the
system into a single signal vector. This vector is consid-
ered the output of an imaginary dynamic system, to the
input of which a virtual test signal with known dynamics,
such as “white noise”, is applied. However, almost all of
them are designed for use in conditions where there is no
mutual influence between external disturbance and con-
trol signal. At the same time, the presence of feedback
that cannot be unlocked during identification makes it
impossible to accept the hypothesis even for different
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sources of disturbances and control signals. In such cases,
specialized, sophisticated identification technologies are
required.

The method of identifying the dynamics of multidi-
mensional control objects, as described in sources [11,
12], overcomes these drawbacks but limits the class of
useful signals, disturbances, and interferences acting dur-
ing the experiment. All the mentioned signals must be-
long to centered stationary random processes or to the
additive mixture of a stationary random process and a
deterministic time function.

The article in [13] presents a method for identifying
multidimensional stochastic stabilization systems for
moving objects with arbitrary dynamics in the frequency
domain. Initial information about changes in the “input-
output” signals is obtained from passive experiments dur-
ing field trials, which is distorted by the imperfections of
measuring instruments and the recording system. This
method is employed with the requirement that the dy-
namic models of external influences on the system, which
come into play during the identification experiment, need
to be explicitly defined.

In such conditions, the range of identification methods
is significantly narrowed. For instance, in the article [14],
algorithms for identifying the dynamics of elements in a
multidimensional stabilization system are presented. It
asserts that under the conditions where the signals in the
control loop fall within the category of centered stationary
random processes and sensor noises stem from diverse
sources introducing disturbances to the system, it be-
comes feasible to distinctly identify the matrices of frac-
tional-rational functions associated with the disturbance
generator. Moreover, it allows determining a system of
ordinary differential equations of minimal order that char-
acterizes the dynamics of the controlled object. Neverthe-
less, there is no empirical verification for the application
of this identification algorithm through real-world ex-
periments on either a dynamic object or its prototype.

3 MATERIALS AND METHODS

To attain the objective, as outlined in reference [1], the
task of developing an identification algorithm for the dy-
namic model of the multi-dimensional moving object —
the Stewart platform — was formulated and solved.

Using expression (2) and the Wiener-Khinchin theo-
rem in vector form [15], it is possible to form the trans-
posed matrix of spectral densities of the vector of random
identification errors S';:

SSS lexl ng Dy — q)S %G +®S§C(D*
where S is a transposed matrix of spectral densities of
the extended vector of input signals:

' S O,
SK;C :|: Tolo 6><6j| ’ ( 3)
Os6  SAA
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where § ;ﬁ ¢ 1s a transposed matrix of mutual spectral den-

sities between vector random processes C and x;:
Sf;xl - (S”oxl SAxl ) )

To solve the task, it is necessary to express the matrix
of mutual spectral densities Sy, in terms of the output

data. For this purpose, taking into account matrices (3),
(4), and the system structure, and performing some trans-
formations, the relationship equation is obtained:

-1
Sx]ASAASAx] = Sx]x, lerOSrOrOSrox] . ®)

To find the function Sy, , it is necessary to factorize

the matrix (5), taking into account the specificity of the
vector A as a vector of unit “white” noises [16]. Knowing
the matrix Sy, , we begin to solve the identification
problem, which is equivalent to minimizing the functional
(1) over the class of functions ® physically realizable and
having analytical variation 6@ only in the right half-plane.

The task of finding the function @ that minimizes the
functional is solved using the Wiener-Kolmogorov meth-
od. The first variation of the identification quality func-
tional 8J is expressed as:

=— j tr[Ro ( RySgy Di' + Ry®D Di5®+ +
oo (6)

+ Ro( XICROD + SCC(D*RO Dx k(DD}l

The condition of identical equality to zero of the varia-
tion (6) under the assumption of only stable variations of
the functions is as follows:

o =Ry [1y+1,]D7", )

where Ry ! is the result of Wiener factorization [16, 17]

of a positively definite polynomial matrix R, which can be
expressed as the product of Hermitian conjugate polyno-
mial matrices:

R = RyRp, )

where the determinant of the matrix R, has only zeros
with negative real parts; T +7, are a matrix with poles

in the left half-plane of the complex variable, which is the
result of the separation [16] of the following product

T=Ty+T, +T_ =S, Di', ©9)

where D is the result of the Wiener factorization [17] of

the transposed matrix S'QQ :

DD+ = Sy (10)
d 0]
D= [ u 6><6} . (11)
Osx6  Eoxs
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Using algorithm (7), optimal structures of the transfer
function matrices of the identification object #; and the
filter ¥, which shapes the dynamic characteristics of the
disturbance brought to the system output, are determined
- W,

Determining the dynamic properties of matrix P by
applying the single-side pole removal operation to the
matrices W; and W, [16, 18], after which the matrix M is
found:

M =PW;; (12)
Calculation of the matrix of spectral densities of dis-

turbing influence:
SV

Yoo Wob = PVVlWZBk :

(13)

To determine the value of the minimum identification
error variance, it is necessary to substitute the matrix D
from expression (11) and matrices (7) and R, from (8)
into the functional (6).

The algorithm for identifying the dynamics model of a
multidimensional moving object mentioned above is de-
veloped through addition operations, multiplication of
polynomial and fractional-rational matrices, Wiener fac-
torization, Wiener separation of fractional-rational matri-
ces, and determination of variance integrals.

4 EXPERIMENTS
The authors in [19] developed a research prototype of
a machine tool based on the Stewart platform (Fig. 3),
applicable for the physical modeling of the movement of

MIGE servomotor
AC BOSTMO04025

Real-time operating system
Venturcom Phar Lap
Embedded Tool Suite

MIGE servo
controller AC EP2

Host PC
LabVIEW Windows
GUI, Trajectory input,
Data view

Connector Blocks: Spring-
Serew_Terminals - SCB-68

Ethrnet

NI PCI-7833R
R Series Multifunction RIO
with Virtex-11 3M Gate FPGA

various technical objects in space. During the research, a
software and hardware system was developed to collect
experimental data for identifying the dynamics model of
the Stewart platform.

The software and technical components of the experi-
mental data collection system were developed using Lab-
VIEW, utilizing FPGA, SoftMotion, and Real-Time mod-
ules. To ensure determinism, the time-critical task is off-
loaded from Windows and transferred to the real-time
kernel or the target Real-Time (RT) system. Therefore,
two systems are in use. The first system with the Win-
dows OS is called the Host. Application development
takes place on the Host system. The developed applica-
tion is loaded into the processor of the second system,
referred to as the Target RT system. The Target RT sys-
tem executes the software code, manages input/output
devices, and exchanges data with the Host system. The
Host PC and the Target Real-Time platform are connected
via an Ethernet network but operate independently. The
hardware chosen for the target RT system includes a per-
sonal computer with a multifunctional reconfigurable I/O
device based on the NI PCI-7833R with Virtex-II 3M
Gate FPGA. On this personal computer, the Venturcom
Phar Lap Embedded Tool Suite was installed to create the
target Real-Time platform. It is a 32-bit real-time operat-
ing system based on x86 architecture and built upon the
Win32 API by Microsoft. The PCI-7833R board enables
the creation of comprehensive measurement or control
systems, featuring up to 8 channels of analog input (AI), 8
channels of analog output (AO), and 96 digital channels
(DIO) (Fig. 3).

The mechanism of a
parallel structure on
the basis of the Stewart
platform (6 DOF)

Inertial Measurement Unit
(IMU) with 3D MEMS
sensors: L3G4200D,
LIS302DLH, LSM303DLH
and microcontroller
MSP430F55281RGCR

Figure 3 — Technical implementation of the motion control system for the working surface of the Stewart platform using National
Instruments technology
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To determine the current coordinates, velocity, and
acceleration of the working surface of the Stewart plat-
form, an orientation and navigation sensor (ONS) was
developed based on an inertial measurement unit (IMU)
with MEMS sensors. The unit includes the following set
of primary information sources: a three-axis microelec-
tromechanical gyroscope L3G4200D, a three-axis micro-
electromechanical accelerometer LIS302DLH, a three-
axis magnetic field sensor (magnetic compass)
LSM303DLH, and a computational block based on the
MSP430F5528IRGCR microcontroller (Fig. 4). The in-
formation obtained from the primary information sources
is processed using the Attitude and Heading Reference
Systems (AHRS) position determination algorithm im-
plemented in LabView.

Figure 4 — Technical implementation of the inertial measure-
ment unit based on 3D MEMS sensors

The electric drive and IMU were connected to the NI
PCI-7833R board using Spring-Screw Terminals — SCB-
68. A multifunctional AC servo drive from the EP2 series
with an 80ST-M04025 servo motor from HANGZHOU
MIGE ELECTRIC CO., LTD is used as the electric drive
(Fig. 3).

To conduct an active experiment, with such identifica-
tion, the formation of a vector of programmed control
signal for moving the center of rotation of the Stewart
platform WP is possible with a multidimensional filter
based on the standard Dryden model as a universal tool
for forming a stochastic external influence [20]. Based on
this, a vector of the programmed signal r,, was generated
(Fig. 5) using the Dryden model implemented in Mat-
lab/Simulink [21]. The range of this signal was con-
strained by the size of the working zone of the physical
prototype of the Stewart platform [17].

a & 18 m  ® . = X
time, 5
Figure 5 — Input program signal », values
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The experiment was constructed as follows: a realiza-
tion of the vector of program signals ry, simulating the
change in the position of the center of rotation of the
Stewart platform, was applied to the inputs of the control
system of the physical prototype. The acquisition of the
displacement vector of the Stewart platform’s working
surface, based on a full-scale experiment, was performed
using a physical prototype of the Stewart platform with an
IMU installed at the center of rotation. Before this, the
transfer function matrix and spectral densities of meas-
urement disturbances of the developed IMU were esti-
mated using structural identification methods [22]. This
contributed to improved accuracy through optimal sto-
chastic signal filtration [23]. After the preliminary proc-
essing using the AHRS algorithm, an array of records of
the displacement vector signal for the center of rotation of
the working surface of the Stewart platform x;, was ob-
tained, the graph of which is depicted in Fig. 6.

om-

moving, m

time, 8
Figure 6 — Output signal x; values

As a result of the full-scale experiment, two arrays of
points were obtained: one for the input signal 7, and the
other for the reaction of the Stewart platform to this signal
x1. These arrays were input into the Matlab program for
calculating the dynamic model.

5 RESULTS

As a result of the conducted research, the task of iden-
tifying the dynamics model of a multidimensional moving
object was formalized, illustrated by the example of a test
specimen of a mechanism based on the Stewart platform
(Fig. 3). Vectors of useful signals and interference are
multidimensional stationary random processes with zero
mathematical expectations and fractional-rational matri-
ces of spectral and mutual spectral densities S , , S

S S

Xy 2> X

Xy Tohp 2

which have already been obtained as a result

of experimental processing. Measurement disturbances
are uncorrelated with each other and with the useful sig-
nal, while the disturbance v,, is uncorrelated with the
control signal ry,. As an example, here are some of the
fractional-rational matrices of spectral and mutual spectral
densities:

— spectral density of the input signal S -
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0.049

(s +0.6)s+0.7)
0.03

0.03

~0.01(s+2)

(~5+0.6)s+0.7)s+1.7)s+2) (s+0.6)fs+0.7)s —0.68)(s —0.85)

0.68

0.005

Tolo —

(~s+2)-s5+1.7f-5+0.7)s+0.6) (s+1.7)—s+0.68)—s+0.85)

(s +2)s+1.7)

0.005
(—s+1.7)s +0.68)s +0.85)

~0.003[s+2]
(s +0.68)(s +0.85)

~0.01(-s+2)
(s—0.7)s—0.6)(s +0.68)s +0.85)

— mutual spectral density of the signal Srox, -
975(s -1 .37)(s+o.16)(s2 +7.95 +54.14)
|(s+0.7)(s+0.612(s—1.7)z
: —4.8°(s+2.22)s ~16.75)s* +1.365 +0.93Xs2 ~2.025 +1.84)
o |(s+0.7)(s+0.6)2(s—1.7 s—2)zl
~29.9°(s+0.95)s —3.22)(s —8.92))&2 + 0.o4s+0.25)
(s+0.7)s +0.6)>(s—2)s? + 0.115+0.04s? + 25+1.09)

3.467(s5+0.14)s +0.02)(s —331.8)
s+ 1.7 (s + 2)ls® +0.115 +0.04 s2+0.63s+0.15)
~1.847(5+8.36)(s +142.1)
(s +1.7Xs +2)2(s? +0.635+0.15)
~11.487 (s +1.1)s +0.87 (s +3.08)s — 28.41)[s? + 0.6 15 +0.09 }s* +1.37s +1.37)
(s +1.7)s +2) (s +0.7)z,
3.9973(s +0.16)(s2 +3.38s +2.96Xs2 ~2.08s +31.39)
(s+0.6)s+1.7)s—0.85) s —0.68)z
~2.1273(s+1.42)s - 6.81)\s* +1.365+0.89 s2+3.87s+4.77)
|5 +0.85 (s +0.6)is +1.7)s - 0.68)z
~13.247(s+1.78)s —6.87 s +0.55 +0.14 |s* +0.005s +0.2)
(5+0.6)s—0.85)(s —0.68)s> +0.11s+0.04}s> +25+1.09)

where 2y = (52 +0.635+0.15)s2 + 25 +1.09),

2 = (2 +0.115+0.04f,
Matrices S S S S

Xx 0 Snm > Sxn 0 were subjected to

ToX1
reduction using the method of typical logarithmic fre-
quency characteristics [8]. As a result, estimates of these
densities were determined.

The transposed matrix of spectral densities of the ex-
tended vector of input signals S'CC is obtained according
to the expression (3) of the identification algorithm, using
Wiener factorization of polynomial matrices, substituting
the spectral density of the input signal Syro > and assum-

ing SAA =1.
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Accordingly, with the expression (5), we obtained the
matrices Sy ASQSAX1 , and by performing its factoriza-

tion, we obtained:

0.03 0 0
3
' 0.018 0.0245
SAQ’Q = 0 >
z3 z3
0.01 0.02 0.054
L 23 z3 z3

where z; = (s+0.45)s +0.55).
Subsequently, by inserting S'Axl and S,

rpx, 10O €qua-

tion (4), we derive the matrix containing mutual spectral
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densities S'Cxl . Using the expression (10) of the identifica- D= d, O3
Os3 Eag|

tion algorithm and executing the factorization of the ma-

trix Ség , we have achieved:
where

0.22(s2 +3.495+ 3.28) 0.24819(s+0.78)  0.008(s+1.14)
(s + 0.7)24 (s + 0.7)24 (s + 0.7)24
g - ~0.15(s+0.29) 0.81(s +0.61) -0.027
u B
Z4 Z4 Z4
—~0.054(s —1.92) 0.005 ~0.003[s +2|
(s+0.68)(s+0.85)  (s+0.68)s+0.85) (s+0.68)s+0.85)

where z; = (s+0.6)(s +1.7)s+2). matrices Séxl and D and performing the Wiener separa-
Next, in accordance with expression (9) of the identi-

) . D . . tion, the resulting matrix is obtained:
fication algorithm, by multiplying the fractional-rational g

0.012(s+1.15)(s2+4.03s+4.12) 0.013(s+2.27)(s2+2.56S+1.7) 0.015(s +1 s2+4.09s+4.4)
(5+0.7)z4 (5+0.7)z4 (s+0.7;(z4
AT, = 0.0079(s +0.73 (s +2.23) ~0.0034(s +0.45)s +3.52) 0.01(s +0.67)s+2.9)
* Za Z4 Za
0.004(s —1.96) 0.0075(s —1.34) 0.004(s —2.47)
(s +0.68)s+0.85) (s +0.68)s+0.85) (s+0.68)s+0.85)
000
000
000

Entering the notation Ry=1 and following expression of the matrix of the transfer function of the identification
(7) of the identification algorithm, multiplying the frac-  object:
tional-rational matrices (7,+7,) and D', the matrix
O=[W, W,] is obtained, where W, is the optimal structure

1.3(s+5.4 s+0.83)(s+0.15)(s2+o.3s+o.067) ~1.6(s —2.12)(s +0.14)(s - 0.029 s2+1.89s+1.04)
Wy =——| (s+2.1)s% +0.225+0.03|s* +1.355+0.83)  —0.4(s+9.3)\s> +1.955 +0.99 |s? +0.0665 +0.09
21 4.9(5+0.96)(s% +0.55+0.14 |52 = 0.0185 +0.2)  0.6(s +0.19)s2 +1.435 +0.54|s? +1.235 +4.09

—0.8(s—2.1)(s +0.76)(s +0.19)|s* + 0.255 +0.08
0.4(s +1.96 s% +0.225+0.055 |2 +1.065 +0.67
2.5(s +0.94)(s2 ~0.25+0.068 |s? +0.595 +0.17

W), is the optimal structure of the matrix of transfer func- [ 0.03
tion of the filter, which forms the dynamic characteristics B 0 0
: . 3
of the disturbance brought to the output of the system: 0018 0.0245
Wy = 0
23 23
0.01 002 0.054
L 23 Z3 z3 |
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Further, applying the operation of one-sided removal
of the poles of matrices W1 and W2, a polynomial matrix
P is obtained which is equal to:

Zy 0 0
P=|0 ) 0
0 0 )

After that, there is matrix M according to (12):

0.013(s +5.4)((s +0.83)(s +0.15)(s2 +0.3s +0.067) ~0.016(s —2.1)}% +0.14)s —0.027)(s2 +1.895+1

M =] 0.01(s+2.1){s> +0.225+0.03 |s* +1.355+0.83
0.05(s +0.96)[s” +0.55+0.14 |s? —0.0185+0.2

—0.004(s +9.3)\s2 +1.955 +1)s% +0.0675+0.09
0.006(s +0.19 s> +1.45+0.54 | s> +1.235 +4.09

$2+0.225+0.055 s +1.065+0.67) |.

~0.008(s — 2.1)23 +0.76)s+0.19)\s% +0.245 + 0.085)
)

0.004(s +1.95

0.025(s +0.94)\s> —0.25+0.067 |s* +0.595+0.17

According to expression (13) of the identification al-
gorithm, applying the operation of entering zeros to the
left, the matrix of spectral densities of the disturbing in-
fluence was obtained:

9 53 32
' 104
Sy, 107253 9 67,
32 67 344
where

2 2 2 2
. |62 4015+ 0.04 )52 + 0,65+ 0.15)? + 25 1)
5— .

z3

Thus, the research goal has been achieved. The results
include the identification of the dynamic model of the
Stewart platform, its transfer function and the transfer
function of the shaping filter.

6 DISCUSSION

To validate the identification results, simulations were
conducted to assess the accuracy of the dynamic model
identification of the Stewart platform. It was done using
the Simulink simulation tool in the Matlab 6.5 environ-
ment.

The principle of checking the accuracy of identifica-
tion consists of comparing the vector of the change in the
coordinates of the rotation center of WS of Stewart plat-
form x; (Fig. 6) measured during the full-scale experiment
with the sum of the vector formed when the software con-
trol signal vector r, (Fig. 5) passes through the transfer
function of the identification object W, and vector of sta-
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tionary random disturbances 5, which is formed when
“white noise” signals pass through the transfer function of
the forming disturbance filter ..

A number of relevant blocks are presented on the dia-
gram of the simulation model (Fig. 7), which implements
this principle. Block 7 is designed to form a set of chang-
es in the control signal ry. At the output of block x;, the
vector x; of the values of the coordinates of the center of
rotation WS of the Stewart platform recorded during the
live experiment is formed. To generate the vector of sta-
tionary random disturbances v, blocks of "white noise"
generators with unit intensity were used. These generators
are combined into the v,, block. All data necessary for
the operation of these blocks are presented in the work-
space of the Matlab engineering calculation system in the
format of iddata structures. Also, all components of these
vectors were centred using the Constant block. Blocks W1
and W2 are designed to store matrices of transfer func-
tions W; and W,.

The diagram of the simulation model (Fig. 7) also pre-
sents demultiplexers for extracting vector components and
multiplexers for combining data into vectors, as well as
Scope oscilloscopes used to display simulation results for
viewing and in the workspace.

As a result of the simulation to assess the accuracy of
the identification of the dynamic model of the Stewart
platform, in the ksi delta, ita_delta, sigma_delta blocks
comparison plots were obtained. These plots depict the
vector formed at the output of the identification object x;,
compared to the output vector x; in linear coordinates &,
n, € (Fig. 8). Also, graphs in the delta block illustrating
the change in the identification error were obtained

(Fig. 9).
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Figure 7 — Schematic of a simulation model for verifying the accuracy of mechanism identification based on Stewart platform
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Figure 8 — Graphs of change in the coordinates of the rotation center of WS according to the results of the full-scale experiment x;
and the estimates obtained as a result of the identification x;4, according to linear coordinates: a—&, b—m, ¢ —C
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Figure 9 — Graphs of change in the identification error by linear
coordinates &, 1, §

On the basis of the analysis of the graphs of the identi-
fication error (Fig. 9), it is possible to estimate the root
mean square deviation of the error relative to its mathe-
matical expectation based on the unbiased estimate of its
dispersion along the linear coordinates &, 1, €, which are

respectively equal to: Géd =0.0086, Gi]d =0.0085,

o =0.00188 and DY =7.485-107°,

DY =7.3389-107, DI =3.5458-107.

As a result, the analysis of simulation results confirms
the sufficient accuracy of identifying dynamic models of
mechanisms based on the Stewart platform. Additionally,
the main influence on the movement of the center of mass
of the moving platform has changes in control actions.
However, neglecting the influence of disturbances re-
duces the precision of platform positioning. Therefore, for
the synthesis of the control system, methods should be
applied that allow determining the structure and parame-
ters of a multi-dimensional controller, taking into account
such influences.

CONCLUSIONS

In the paper, an algorithm for identifying the dynam-
ics model of a Stewart platform is substantiated based on
known frequency algorithms of structural identification. It
allows finding the order and parameters of the linearized
system of ordinary differential equations for a multidi-
mensional object and the matrix of spectral densities of
disturbances acting on it under operating conditions close
to the real mode of operation of the experimental object.

The scientific novelty of the obtained results lies in
the fact that the above-justified algorithm for identifying
the dynamics model of a multidimensional moving object
demonstrates enhanced accuracy and reliability in compu-
tational performance. These improvements were achieved
through the introduction of a novel approach to the proc-
esses of polynomial matrix factorization. At its core is the
improvement of algorithms for multiplying polynomial
matrices to minimize the loss of significant digits. This
was achieved through the appropriate ordering and rank-
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ing of elementary operands, and the multiplication of
fractional-rational matrices to mitigate the increase in
order within the results.

The practical significance of the obtained results lies
in the fact that the verification of the identification results
confirms sufficient accuracy in identifying dynamic mod-
els of the mechanism based on the Stewart platform and
the forming filter. Root-mean-square deviations of the
error relative to its mathematical expectation were ob-
tained based on an unbiased estimate of its variance along
linear coordinates. Additionally, it was determined that
the primary influence on the displacement of the center of
mass of the moving platform is the variation in control
inputs.

Prospects for further research involve the develop-
ment of a method and algorithm for synthesizing the con-
trol system of the motion of the WS of the Stewart plat-
form. These should allow for determining the structure
and parameters of a multidimensional controller, taking
into account that the primary influence on the displace-
ment of the center of mass of the moving platform is the
variation in control inputs.
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VJIK 62.505:629.524
INEHTUOIKAIIA MOAEJIL JTMHAMIKHA INIAT®OPMHU CTIOAPTA

303yas B. A. — kaHA. TexH. HayK JOUECHT Kadeapu HU(POBOi EKOHOMIKHM Ta CHCTEMHOTrO aHamizy Jlep:kaBHOIO TOProOBENbHO-
eKOHOMIuHOTO yHiBepcuteTy, KponuHuukuii, Ykpaina.

Ocanquuii C. I. — 0-p TexH. Hayk, npodecop Kadeapu KOHCTPYKIII MOBITPSHUX CyleH, aBiaJBUTYHIB Ta MIATPUMAHHS JHOTHOT
npunatHocTi JIboTHOT akageMii HarionansHoro aBiamiifHoro yHiBepcurety, KponuBHuikuii, Yxpaina.

Heninbko C. M. — 1-p TexH. HayK, Ipodecop, BUKOHY0Unii 000B’13ku tupekropa JIroTHOT akanemii HamionansHoro asiamiiHo-
ro yHiBepcurery, Kponusauikuii, Ykpaina.

AHOTAIIA

AKTyaJIbHICTB. 32 CydacHHX BUMOT J0 TOYHOCTI MPOLIECIB KEPYBaHHs PyXOM PyXOMOro o0'ekta Ha 3a/aHiif abo mporpamMoBaHiit
TPaeKTOpil pyxy HEOOXiJHO CHHTE3yBaTH ONTHUMAIIbHI CTPYKTYpY Ta HapaMeTpu CHCTeMH crabimizawii (perynstopa) o0’exra 3 ypa-
XYBaHHSM SIK pealbHUX KOHTPOJIbOBAHUX, TAK 1 HEKOHTPOJIHOBAHUX CTOXACTHYHHX 30yprorounx (akTopiB. Takox y mporeci CHHTE3Y
ONTUMAJIBHOI CTPYKTYPH PETYIATOpa HEOOXITHO OI[IHIOBATH i BPaxOBYBAaTH OaraTOBUMIpHI MOJENi JHHAMIKH SIK CaMOTO 00 €KTa,
Horo 6a30BHX YaCTHH, KOHTPOJIBEOBAHNUX 1 HEKOHTPOJIbOBAHUX 30ypIOIOUNX (haKTOpiB, IO BIUIUBAIOTH HA 00’€KT y HOro peatbHOMY
pyci.

Meta po6oTn. MeTor0 TOCHTIDKCHHS, Pe3yIbTaTH SKOTO MPEJCTABJICHI Y il CTATTi, € OTPUMAHHS Ta OILiHKA TOYHOCTI MOJENI
quHaMiky iatdopmu CTroapTa 3a JJONOMOIOI0 OOIPYHTOBAHOIO aIrOPUTMY ifeHTH]IKAil TMHAMIKK 0araTOBUMIPHOTO PyXOMOTO
00’exTa.

Meton. Y crarTi BUKOPUCTaHO METOA ifeHTH(]iKalii B YacTOTHIH 06nacTi 6araTOBUMIpHHX CTOXaCTHMYHUX CHUCTeM crabimizamii
pyxoMux 00’€KTiB 3 TOBINBHOIO TUHAMiKOI0. OOIpYHTOBaHHH aAropuT™ iAeHTUdIKALIT MOJei JMHAMIKK 6araTOBUMiPHOTO PYyXOMO-
ro 00’ekra, MOOYIOBaHHH 32 TOMIOMOTOIO OMepaliil 1oJaBaHHs, MHOKCHHS MOJIIHOMIaIbHUX Ta APOOOBO — PaLliOHAIBHIX MaTpHIb,
BiHEPOBCHKOI (pakTOpH3alii, BIHEPOBCHKOI cenapaii JpoOoBo — palioHANFHIX MaTPHUIlb, 3HAXOPKEHHS AUCIEPCIHHUX 1HTETrpaIiB.

Pe3yabsTaTn. B pesynbraTi npoBeneHNX KOCTiIKEHs (OpMali3oBaHO 3a1ady ineHTudikamii Moaeni quHaMiKn 6araToBHMipHOTO
pyxomoro o0’eKTa Ha MPUKJIAJI JOCIIIHOTO 3pa3oKa BepcTaTa Ha ocHOBI miaTdopmu Crioapra. PesynbraTi BKIIOUArOTH ineHTU(I-
Kanito auHamiuHol Moneni miatdopmu Crioapra, 11 nepenatHoi GyHKil Ta nepenaTHoi ¢yHKUIT hopmyrodoro ¢inbTpa Ta Bepudika-
1ist pe3ybTaTiB ineHTHdikaii sika miaTBepIKye JOCTAaTHIO TOYHICTh OTPUMAHUX MOZEIEH.
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BucnoBku. OOGrpyHTOBaHHH aNTOPUTM iAEeHTU(IKALIT TO3BOJSE 3HAXOMUTH MOPSIOK Ta IapaMeTpH JIiHeapu30BaHOI CHCTEMH
3BHYAHUX quepeHIia]bHUX PIBHSIHb 0araTOBUMIPHOrO 00’€KTa Ta MATpPUIl CIEKTPAIBHHUX INUIBHOCTEH 30ypeHb, sKi AIIOTh Ha
HBOTO B YMOBax poOOTH HaOIMKEHHX JI0 PEaTbHOTO PeKMMY (DyHKIIOHYBaHHS IOCIHIZHOTO 3pa3ka 00’€KTy. AHaii3 pe3yNbTaTiB
inenTudikauii AuHamMiyHuX Mozesneil miarhopmu CTioapTa MOKasye, 110 OCHOBHHMM BIUIMB HA MEPEMIIICHHS LEHTPY Mac pyXxomol
watrGopMu Mae 3MiHa Kepyrouux BIUIMBIB. OfHAK HEXTYBaHHs BILUIMBOM 30ypeHb 3HMKYE TOYHICTH MO3HLIOHYBaHHS I1aT(GOpMu.
ToMy JUIsl CHHTE3y CHCTEMH KepyBaHHS CJIiJ| 3aCTOCOBYBAaTH METOAH, SKi JO3BOJSIOTH BUSHAYMTH CTPYKTYpY Ta rapamerpu 6arato-
BUMIPHOTO peryJsitopa 3 ypaxyBaHHSIM TaKHX BIUIMBIB.
KJIIOYOBI CJIOBA: inentudixariss, MaTpuIs nepegaBatbHUX (YHKIIH, CIIEKTpaibHA MIIIBHICTh, (YHKIIOHAN SKOCTI, IUIaT-
¢dopma Crroapra.
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