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ABSTRACT 
Context. At the present stage, with the current demands for the accuracy of motion control processes for a moving object on a 

specified or programmable trajectory, it is necessary to synthesize the optimal structure and parameters of the stabilization system 
(controller) of the object, taking into account both real controlled and uncontrolled stochastic disturbing factors. Also, in the process 
of synthesizing the optimal controller structure, it is necessary to assess and consider multidimensional dynamic models, including 
those of the object itself, its basic components, controlled and uncontrolled disturbing factors that affect the object in its actual mo-
tion. 

Objective. The aim of the research, the results of which are presented in this article, is to obtain and assess the accuracy of the 
Stewart platform dynamic model using a justified algorithm for the multidimensional moving object dynamics identification. 

Method. The article employs a frequency-domain identification method for multidimensional stochastic stabilization systems of 
moving objects with arbitrary dynamics. The proposed algorithm for multidimensional moving object dynamics model identification 
is constructed using operations of polynomial and fractional-rational matrices addition, multiplication, Wiener factorization, Wiener 
separation, and determination of dispersion integrals. 

Results. As a result of the conducted research, the problem of identifying the dynamic model of a multidimensional moving ob-
ject is formalized, illustrated by the example of a test stand based on the Stewart platform. The outcomes encompass the identifica-
tion of the dynamic model of the Stewart platform, its transfer function, and the transfer function of the shaping filter. The verifica-
tion of the identification results confirms the sufficient accuracy of the obtained models. 

Conclusions. The justified identification algorithm allows determining the order and parameters of the linearized system of ordi-
nary differential equations for a multidimensional object and the matrix of spectral densities of disturbances acting on it under operat-
ing conditions approximating the real functioning mode of the object prototype. The analysis of the identification results of the dy-
namic models of the Stewart platform indicates that the primary influence on the displacement of the center of mass of the moving 
platform is the variation in control inputs. However, neglecting the impact of disturbances reduces the accuracy of platform position-
ing. Therefore, for the synthesis of the control system, methods should be applied that enable determining the structure and parame-
ters of a multidimensional controller, considering such influences. 

KEYWORDS: Identification, transfer function matrix, spectral density, quality functional, Stewart platform. 
 

ABBREVIATIONS 
AHRS is an attitude and heading reference systems; 
IKP is an inverse kinematics problem; 
IMU is an inertial measurement unit; 
LMS is a linear movement system; 
ONS are sensors of orientation and navigation; 
RT is a target Real-Time; 
SLM are sensors of linear movements; 
TIG is a trajectory and interpolation generator; 
WS is a working surface. 

 
NOMENCLATURE 

D is a result of the Wiener factorization of the trans-

posed matrix '
S ; 

En is a n×n unit matrix; 
J is a quality functional; 
M is a matrix of dimension m×n, the elements of 

which are polynomials from the differentiation operator s; 
m is a number of signals at the output of the control 

system; 
n is a local system inputs number; 
Omn is a zero matrix of size m×n; 
P is a polynomial matrix of dimension m×m; 
R is an additionally defined weight matrix; 
r0 is a vector of program signals; 

0 0

/

r rS  is a transposed spectral density matrix of the 

vector r0; 
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x xS  is a transposed spectral density matrix of the 

vector x1; 

'
xS  is a transposed matrix of mutual spectral densities 

between the generalised input vector ζ and the vector x1; 

'
xS  is a transposed matrix of mutual spectral densi-

ties between the vectors x1 and ζ; 
S'
∆∆ is a transposed matrix of spectral densities of un-

correlated white noise of single intensity; 
S' is a transposed matrix of spectral densities of the 

vector of identification errors ; 
'

obob
S   is a transposedmatrix of spectral densities of 

the disturbing influence; 
S' is a transposed spectral density matrix of the gen-

eralized input vector; 
T0 is a matrix of results of dividing the polynomials of 

the numerators by the polynomials of the denominator of 
the product on the right side of the expression; 

T+ is a matrix of fractional rational functions whose 
poles are located in the left half-plane of the complex 
plane; 

T– is a matrix of fractional rational functions with 
poles in the right half-plane; 

Wi are controllers; 
W1 is an optimal structure of the matrix is the transfer 

function of the identification object; 
W2 is an optimal structure of the matrix is the transfer 

function of the shaping filter Ψ; 
x0 is a vector of movement of the working surface in 

the working space; 
x1 is a vector of signals at the output of the control 

system; 
xid is an estimate of the vector of the WS movement, 

obtained through the identification process; 
 is an uncorrelated white noise of single intensity; 
Ф is a block matrix of transfer functions of size 

n×(n+m); 
ε is a vector of identification errors; 
φi is a vector of measurement noise; 
 is a transfer function of the shaping filter; 
ob is a vector of centred stationary random distur-

bances in the control object; 
WS is a vector of centred stationary random distur-

bances in the working surface; 
 is a generalised vector of input influences. 

 
INTRODUCTION 

At the present stage of creating and operating moving 
objects of various purposes, spatial mechanisms with par-
allel structures, and a range of complex and responsible 
controlled technological processes, the issues of ensuring 
the competitiveness of products being created have be-
come crucial. Their competitiveness is mainly influenced 
by the extent to which they achieve high quality and effi-
cient utilization, as well as the ultimate goals of function-
ing in responsible operating modes. As stated in refer-

ences [1, 2], the operation of these products is affected by 
a multitude of stochastic factors, both deterministic and 
random, which considerably complicate the processes of 
attaining set goals and the ultimate results in each specific 
responsible operating mode of moving objects. Determin-
ing the dynamics models of input-output stochastic signal 
vectors of a control object or its prototype in respective 
operating modes allows for structural identification of the 
dynamics models of such an object. The practical meth-
ods and algorithms for structural identification should 
enable the determination of dynamic models for both the 
control object itself in the mode of interest and the uncon-
trolled stochastic disturbances acting on the object under 
these conditions. 

This relevance is driven by the practical requirements 
to align identification procedures with the conditions of 
designing closed-loop control systems. Modern methods 
and algorithms should be based on new approaches in 
creating computational procedures that exhibit enhanced 
accuracy and reliability in computation, reducing the 
growth of orders in the results. This enables the determi-
nation of the order and parameters of the linearized sys-
tem of ordinary differential equations for a multidimen-
sional object and the matrix of spectral densities of dis-
turbances acting on it in conditions approximating the real 
operating mode of the experimental object. 

The object of study in this paper is the Stewart plat-
form working surface motion closed-loop control system. 
The Stewart platform is a spatial mechanism with a paral-
lel kinematic structure, consisting of six identical kine-
matic chains (actuators) [3]. Such mechanisms can be 
used as machining centers (machines), coordination-
measuring centers, vibration platforms (test stands), mo-
tion simulators, and stabilization platforms. The Stewart 
platform has six degrees of freedom for the motion of the 
mobile platform. By programmatically adjusting the 
Stewart platform drives lengths, it is possible to control 
the moving base position, move it in vertical and horizon-
tal directions, as well as rotate it in three planes. 

The subject of study is the algorithm for identifying 
the Stewart platform dynamic model, its transfer function, 
and the shaping filter transfer function.  

The purpose of the work is to obtain the Stewart 
platform dynamic model using a justified algorithm for 
the multidimensional moving object dynamics identifica-
tion.  

 
1 PROBLEM STATEMENT 

The basis of the theory of constructing mathematical 
models (identification) is the information-algorithmic 
approach. Under conditions of a priori uncertainty, the 
information component begins to play a dominant role, as 
its analysis largely determines the application of certain 
algorithmic procedures and formalization methods that 
allow the object under study mathematical description 
synthesis [4]. 

Structural identification allows establishing the inter-
action of system individual components in the process of 
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forming reactions. In this case, the system configuration is 
considered known, or assumptions are made about the 
class of the functional description relative to it, while the 
parameters that characterize the system are treated as un-
known. The identification task boils down to search for 
solutions in the space of the sought parameters of the sys-
tem [1, 5]. 

The analysis carried out made it possible to propose a 
structural diagram of the Stewart platform motion control 
system, which is built according to the principle of two-
loop tracking systems (Fig. 1). 
 

 

 
Figure 1 – Structural diagram of the motion control system of the working surface of Stewart platform 

 
The programme signal vector r0 is received from the 

trajectory and interpolation generator block, i.e. the set 
trajectory of movement of the working surface: 
 

 /0000000 r , 

 
where 0, 0, 0 – given coordinates of the rotation center 
of the working surface relative to the coordinate system 
associated with the base of Stewart platform; 0 is a spec-
ified yaw angle, 0 is a specified pitch angle, 0 is a speci-
fied roll angle of the working surface; index / is a transpo-
sition sign. 

The position of the working surface relative to the 
base characterizes the vector of movement of the working 
surface x0 in the working space, of the form: 
 

 /0 outoutoutoutoutoutx  , 

 
where out, out, out – the output coordinates of the rota-
tion center of the working surface relative to the coordi-
nate system associated with the base of Stewart platform; 
out is a yaw output angle, out is an output pitch angle, 
out is and output roll angle of the working surface. 

Vector of real values of the movement of the working 
surface x0: 
 

WSxx  01 , 

 
where WS is the vector of disturbances affecting the 
working surface, or  
 

 /1111111 x . 

 
As a result of the structural transformation of the WS 

motion control scheme of Stewart platform in Fig. 1 and 
considering that we can measure the m-dimensional vec-

tor of control signals r0 and the vector of actual values of 
the motion of the working surface x1, the scheme can 
transform to the form depicted in Fig. 2 in cases where 
feedback cannot be established. 

Furthermore, it is common for the origin of distur-
bances Δ and the vector of control signals r0 to have dis-
tinct physical natures. Therefore, the assumption of their 
independence is typically adopted.  

 

 
Figure 2 – Structural diagram of the identification object 

 
Fig. 2 shows P, M – polynomial matrices from the dif-

ferentiation operator s of the appropriate size, which char-
acterize the dynamics of a closed system, ob is a vector 
of centered stationary random disturbances, which charac-
terizes the action of all disturbances and noises in the con-
trol system (Fig. 1) and n is a measurable stationary ran-
dom process with zero mathematical expectation and the 
unknown matrix of spectral densities 

obob
S  . 

Reviewing the types of tasks addressed by mecha-
nisms utilizing the Stewart platform [3], one can affirm 
that the working surface undergoes minor movements 
around the center of rotation. Subsequently, in the first 
approximation, it is possible to formulate an ordinary dif-
ferential equation representing the dynamics of the con-
trol object. This equation reflects the correlation between 
the system inputs r0, ob, and the output x1 (Fig. 2): 
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obMrPx  01 . 

 
The output x1 and one of the inputs r0 can be meas-

ured, but the input ob cannot be measured. 
The vector ob is formed from the noise vector  by a 

linear stable filter with a matrix of transfer functions  
and can be represented as: 
 

ob . 

 
The task of obtaining dynamic characteristics of a 

multidimensional moving object and the disturbance vec-
tor involves the following: based on the measured input 
vector r0 and output vector x1, it is necessary to determine 
the order and parameters of the matrices P, M, and Ψ that 
minimize the following identification quality criterion. 

 





j

j

dsRStr
j

J /1
, (1)

 
where R is a symmetric positive definite weight matrix; 
S' is the transposed matrix of spectral densities of the 
vector of identification errors . 

The identification error vector, denoted as ε, is defined 
as the difference between the vector of measured actual 
values of the movement of the WS x1 and the estimate of 
the vector of the WS movement, xid, obtained through the 
identification process: 
 

idxx  1 . 

 
Similarly, the identification error vector ε, can be ex-

pressed as: 
 

 Фx1 . (2)
 
where Φ represents the block matrix comprising the trans-
fer functions of the identification object, defined as  

Φ = [W1, W2]; 









 0r  extended vector of input signals. 

Then the task of identifying the dynamics model of 
the Stewart platform is simplified to minimizing either the 
error vector ε (2) or the identification quality indicator (1) 
by determining the two transfer function matrices W1 and 
W2. 

The solution to the task was found as a result of three 
stages of work: 

– development of the algorithm for structural identifi-
cation of a multidimensional dynamic object with sto-
chastic input signals; 

– gathering and processing experimental data of vec-
tors r0 and x1; 

– assessing variations in the variance of the output co-
ordinates vector of the working surface of the Stewart 
platform x1 with random alterations in vectors r0 and ψob. 

 

2 REVIEW OF THE LITERATURE 
Given the modern requirements for the accuracy of 

motion control processes of a moving object along a spec-
ified or programmable trajectory, it is necessary to syn-
thesize optimal structures and parameters for the object 
stabilization system (controller). This synthesis should 
take into account the real controlled and uncontrollable 
stochastic disturbing factors that act on the object in each 
specific mode of its operation. In today’s demand for pre-
cise control processes of a moving object along a speci-
fied or programmable trajectory, there is a need to design 
the optimal structure and parameters of the object’s stabi-
lization system (controller). This involves considering 
real controllable and uncontrollable stochastic disturbing 
factors, which operate on the object in each specific op-
erational mode. Furthermore, in the process of synthesiz-
ing the optimal controller structure, it is also necessary to 
evaluate and consider multidimensional dynamic models 
of the object itself, its basic components, as well as con-
trolled and uncontrollable disturbing factors that influence 
the object in its actual motion [6]. 

As a rule, the mentioned dynamic models of moving 
objects, corresponding to real operational modes of mo-
tion, are either unknown or known very imprecisely [7, 
8]. Such situations in the modern stage of technological 
development do not meet the requirements for the com-
petitiveness of motion control systems for existing or 
newly created objects. Due to the lack of knowledge of 
the required methods and algorithms for processing and 
the target application of the results of processing stochas-
tic information that can be obtained during testing, con-
venient and necessary 'real' models of the dynamics of 
objects, their parts, and disturbing factors are practically 
absent at the present time. For instance, considering the 
Stewart platform as an object controlled reveals several 
peculiarities, the main of which is that, for many techno-
logical tasks, the parameters of disturbing influences ap-
plied to the working part, individual axes, are not prede-
termined, and there is complexity in constructing an ade-
quate analytical mathematical model [7, 9]. 

However, special full-scale (semi-full-scale) studies of 
prototypes of future mobile objects allow solving prob-
lems of structural identification [1] of the dynamics mod-
els of complex objects. 

Today, there is a fairly wide range of methods for 
identifying dynamic models of control objects that oper-
ate under conditions of uncontrolled concentrated station-
ary random influences [1, 4, 5, 10], based on the 'input-
output' data. The 'input-output' method [10] involves 
combining signals acting at the input and output of the 
system into a single signal vector. This vector is consid-
ered the output of an imaginary dynamic system, to the 
input of which a virtual test signal with known dynamics, 
such as “white noise”, is applied. However, almost all of 
them are designed for use in conditions where there is no 
mutual influence between external disturbance and con-
trol signal. At the same time, the presence of feedback 
that cannot be unlocked during identification makes it 
impossible to accept the hypothesis even for different 
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sources of disturbances and control signals. In such cases, 
specialized, sophisticated identification technologies are 
required.  

The method of identifying the dynamics of multidi-
mensional control objects, as described in sources [11, 
12], overcomes these drawbacks but limits the class of 
useful signals, disturbances, and interferences acting dur-
ing the experiment. All the mentioned signals must be-
long to centered stationary random processes or to the 
additive mixture of a stationary random process and a 
deterministic time function.  

The article in [13] presents a method for identifying 
multidimensional stochastic stabilization systems for 
moving objects with arbitrary dynamics in the frequency 
domain. Initial information about changes in the “input-
output” signals is obtained from passive experiments dur-
ing field trials, which is distorted by the imperfections of 
measuring instruments and the recording system. This 
method is employed with the requirement that the dy-
namic models of external influences on the system, which 
come into play during the identification experiment, need 
to be explicitly defined. 

In such conditions, the range of identification methods 
is significantly narrowed. For instance, in the article [14], 
algorithms for identifying the dynamics of elements in a 
multidimensional stabilization system are presented. It 
asserts that under the conditions where the signals in the 
control loop fall within the category of centered stationary 
random processes and sensor noises stem from diverse 
sources introducing disturbances to the system, it be-
comes feasible to distinctly identify the matrices of frac-
tional-rational functions associated with the disturbance 
generator. Moreover, it allows determining a system of 
ordinary differential equations of minimal order that char-
acterizes the dynamics of the controlled object. Neverthe-
less, there is no empirical verification for the application 
of this identification algorithm through real-world ex-
periments on either a dynamic object or its prototype. 

 
3 MATERIALS AND METHODS 

To attain the objective, as outlined in reference [1], the 
task of developing an identification algorithm for the dy-
namic model of the multi-dimensional moving object – 
the Stewart platform – was formulated and solved. 

Using expression (2) and the Wiener-Khinchin theo-
rem in vector form [15], it is possible to form the trans-
posed matrix of spectral densities of the vector of random 
identification errors S': 
 

*
''

*
'''

1111
  SSSSS xxxx , 

 
where S'

 is a transposed matrix of spectral densities of 
the extended vector of input signals: 
 














 SO

OS
S rr

66

66' 00 , (3)

 

where '
1xS  is a transposed matrix of mutual spectral den-

sities between vector random processes  and x1: 
 

 '''
1101 xxrx SSS   . (4)

 

To solve the task, it is necessary to express the matrix 
of mutual spectral densities 

1xS  in terms of the output 

data. For this purpose, taking into account matrices (3), 
(4), and the system structure, and performing some trans-
formations, the relationship equation is obtained: 
 

1000011111

11
xrrrrxxxxx SSSSSSS 



  . (5)

 

To find the function 
1xS , it is necessary to factorize 

the matrix (5), taking into account the specificity of the 
vector ∆ as a vector of unit “white” noises [16]. Knowing 
the matrix 

1xS , we begin to solve the identification 

problem, which is equivalent to minimizing the functional 
(1) over the class of functions Φ physically realizable and 
having analytical variation δΦ only in the right half-plane. 

The task of finding the function Φ that minimizes the 
functional is solved using the Wiener-Kolmogorov meth-
od. The first variation of the identification quality func-
tional δJ is expressed as: 
 

 
   .

1

*0*
'1

0
'

0

**0
1

*
'

00

*1

1*

dsDDRSDRSR

DDRDSRRtr
j

J

x

x

j

j
















  (6)

 

The condition of identical equality to zero of the varia-
tion (6) under the assumption of only stable variations of 
the functions is as follows: 
 

  1
0

1
0




  DTTR , (7)
 

where 1
0
R  is the result of Wiener factorization [16, 17] 

of a positively definite polynomial matrix R, which can be 
expressed as the product of Hermitian conjugate polyno-
mial matrices:  
 

*00RRR  , (8)
 

where the determinant of the matrix R0 has only zeros 
with negative real parts; TT0  are a matrix with poles 

in the left half-plane of the complex variable, which is the 
result of the separation [16] of the following product 
 

1
*

'
0 1


  DSTTTT x , (9)

 

where D is the result of the Wiener factorization [17] of 

the transposed matrix '
S : 

'
*  SDD , (10)















6666

66

EO

Od
D u . (11)
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Using algorithm (7), optimal structures of the transfer 
function matrices of the identification object W1 and the 
filter Ψ, which shapes the dynamic characteristics of the 
disturbance brought to the system output, are determined 
– W2. 

Determining the dynamic properties of matrix P by 
applying the single-side pole removal operation to the 
matrices W1 and W2 [16, 18], after which the matrix M is 
found: 
 

1
~

WPM  ; (12)

 
Calculation of the matrix of spectral densities of dis-

turbing influence:  
 

*21
' ~~

PWWPS
obob
 . (13)

 
To determine the value of the minimum identification 

error variance, it is necessary to substitute the matrix D 
from expression (11) and matrices (7) and R0 from (8) 
into the functional (6). 

The algorithm for identifying the dynamics model of a 
multidimensional moving object mentioned above is de-
veloped through addition operations, multiplication of 
polynomial and fractional-rational matrices, Wiener fac-
torization, Wiener separation of fractional-rational matri-
ces, and determination of variance integrals. 

 
4 EXPERIMENTS 

The authors in [19] developed a research prototype of 
a machine tool based on the Stewart platform (Fig. 3), 
applicable for the physical modeling of the movement of 

various technical objects in space. During the research, a 
software and hardware system was developed to collect 
experimental data for identifying the dynamics model of 
the Stewart platform. 

The software and technical components of the experi-
mental data collection system were developed using Lab-
VIEW, utilizing FPGA, SoftMotion, and Real-Time mod-
ules. To ensure determinism, the time-critical task is off-
loaded from Windows and transferred to the real-time 
kernel or the target Real-Time (RT) system. Therefore, 
two systems are in use. The first system with the Win-
dows OS is called the Host. Application development 
takes place on the Host system. The developed applica-
tion is loaded into the processor of the second system, 
referred to as the Target RT system. The Target RT sys-
tem executes the software code, manages input/output 
devices, and exchanges data with the Host system. The 
Host PC and the Target Real-Time platform are connected 
via an Ethernet network but operate independently. The 
hardware chosen for the target RT system includes a per-
sonal computer with a multifunctional reconfigurable I/O 
device based on the NI PCI-7833R with Virtex-II 3M 
Gate FPGA. On this personal computer, the Venturcom 
Phar Lap Embedded Tool Suite was installed to create the 
target Real-Time platform. It is a 32-bit real-time operat-
ing system based on x86 architecture and built upon the 
Win32 API by Microsoft. The PCI-7833R board enables 
the creation of comprehensive measurement or control 
systems, featuring up to 8 channels of analog input (AI), 8 
channels of analog output (AO), and 96 digital channels 
(DIO) (Fig. 3). 
 

 

 
Figure 3 – Technical implementation of the motion control system for the working surface of the Stewart platform using National 

Instruments technology 
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To determine the current coordinates, velocity, and 
acceleration of the working surface of the Stewart plat-
form, an orientation and navigation sensor (ONS) was 
developed based on an inertial measurement unit (IMU) 
with MEMS sensors. The unit includes the following set 
of primary information sources: a three-axis microelec-
tromechanical gyroscope L3G4200D, a three-axis micro-
electromechanical accelerometer LIS302DLH, a three-
axis magnetic field sensor (magnetic compass) 
LSM303DLH, and a computational block based on the 
MSP430F5528IRGCR microcontroller (Fig. 4). The in-
formation obtained from the primary information sources 
is processed using the Attitude and Heading Reference 
Systems (AHRS) position determination algorithm im-
plemented in LabView. 

 

 
Figure 4 – Technical implementation of the inertial measure-

ment unit based on 3D MEMS sensors 
 

The electric drive and IMU were connected to the NI 
PCI-7833R board using Spring-Screw Terminals – SCB-
68. A multifunctional AC servo drive from the EP2 series 
with an 80ST-M04025 servo motor from HANGZHOU 
MIGE ELECTRIC CO., LTD is used as the electric drive 
(Fig. 3). 

To conduct an active experiment, with such identifica-
tion, the formation of a vector of programmed control 
signal for moving the center of rotation of the Stewart 
platform WP is possible with a multidimensional filter 
based on the standard Dryden model as a universal tool 
for forming a stochastic external influence [20]. Based on 
this, a vector of the programmed signal r0, was generated 
(Fig. 5) using the Dryden model implemented in Mat-
lab/Simulink [21]. The range of this signal was con-
strained by the size of the working zone of the physical 
prototype of the Stewart platform [17]. 

 

 
Figure 5 – Input program signal r0 values  

 

The experiment was constructed as follows: a realiza-
tion of the vector of program signals r0, simulating the 
change in the position of the center of rotation of the 
Stewart platform, was applied to the inputs of the control 
system of the physical prototype. The acquisition of the 
displacement vector of the Stewart platform’s working 
surface, based on a full-scale experiment, was performed 
using a physical prototype of the Stewart platform with an 
IMU installed at the center of rotation. Before this, the 
transfer function matrix and spectral densities of meas-
urement disturbances of the developed IMU were esti-
mated using structural identification methods [22]. This 
contributed to improved accuracy through optimal sto-
chastic signal filtration [23]. After the preliminary proc-
essing using the AHRS algorithm, an array of records of 
the displacement vector signal for the center of rotation of 
the working surface of the Stewart platform x1, was ob-
tained, the graph of which is depicted in Fig. 6. 

 
Figure 6 – Output signal x1 values  

 
As a result of the full-scale experiment, two arrays of 

points were obtained: one for the input signal r0 and the 
other for the reaction of the Stewart platform to this signal 
x1. These arrays were input into the Matlab program for 
calculating the dynamic model. 

 
5 RESULTS 

As a result of the conducted research, the task of iden-
tifying the dynamics model of a multidimensional moving 
object was formalized, illustrated by the example of a test 
specimen of a mechanism based on the Stewart platform 
(Fig. 3). Vectors of useful signals and interference are 
multidimensional stationary random processes with zero 
mathematical expectations and fractional-rational matri-
ces of spectral and mutual spectral densities 

11xxS , 
00rrS , 

01rxS , 
10xrS  which have already been obtained as a result 

of experimental processing. Measurement disturbances 
are uncorrelated with each other and with the useful sig-
nal, while the disturbance ψob is uncorrelated with the 
control signal r0. As an example, here are some of the 
fractional-rational matrices of spectral and mutual spectral 
densities: 

– spectral density of the input signal
00rrS : 
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– mutual spectral density of the signal 

10xrS : 

 

   
    

    
     

    
      

   
   

  
    

      
    

   
    

    
   

    
     09.1204.011.068.085.06.0

2.0005.014.05.087.678.124.13

68.07.16.085.0

77.487.389.036.181.642.112.2

68.085.07.16.0

39.3108.296.238.316.099.3

7.027.1

37.137.109.061.041.2808.387.01.148.11

15.063.027.1

1.14236.884.1

15.063.004.011.027.1

8.33102.014.046.3

09.1204.011.026.07.0

25.004.092.822.395.09.29

27.16.07.0

84.102.293.036.175.1622.28.4

7.16.07.0

14.549.716.037.19

22

225
1

2

225
1

225

2
2

225

22

5

222

5

222

25
1

2

225
1

2

25

'
10


































































sssssss

ssssss

zssss

ssssss

zssss

sssss

zsss

ssssssss

ssss

ss

ssssss

sss

sssssss

sssss

zssss

ssssss

zsss

ssss

S xr

, 

 

where   09.1215.063.0 22
1  ssssz , 

  1
2

2 04.011.0 zssz  . 

Matrices 
11xxS , 

00rrS , 
01rxS , 

10xrS  were subjected to 

reduction using the method of typical logarithmic fre-
quency characteristics [8]. As a result, estimates of these 
densities were determined.  

The transposed matrix of spectral densities of the ex-

tended vector of input signals '
S  is obtained according 

to the expression (3) of the identification algorithm, using 
Wiener factorization of polynomial matrices, substituting 
the spectral density of the input signal 

00rrS , and assum-

ing 1S . 

Accordingly, with the expression (5), we obtained the 

matrices 
11

1
xx SSS 


 , and by performing its factoriza-

tion, we obtained: 
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where   55.045.03  ssz . 

Subsequently, by inserting '
1xS  and '

10xrS into equa-

tion (4), we derive the matrix containing mutual spectral 
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densities '
1xS . Using the expression (10) of the identifica-

tion algorithm and executing the factorization of the ma-

trix '
S , we have achieved: 
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where    27.16.04  sssz . 

Next, in accordance with expression (9) of the identi-
fication algorithm, by multiplying the fractional-rational 

matrices '

1xS  and D and performing the Wiener separa-

tion, the resulting matrix is obtained: 
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Entering the notation R0=1 and following expression 

(7) of the identification algorithm, multiplying the frac-
tional-rational matrices (T0+T+) and D–1, the matrix 
=[W1 W2] is obtained, where W1 is the optimal structure 

of the matrix of the transfer function of the identification 
object: 
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W2 is the optimal structure of the matrix of transfer func-
tion of the filter, which forms the dynamic characteristics 
of the disturbance brought to the output of the system: 
 



























333

33

3

2

054.002.001.0

0
0245.0018.0

00
03.0

zzz

zz

z

W . 

250



p-ISSN 1607-3274   Радіоелектроніка, інформатика, управління. 2024. № 1 
e-ISSN 2313-688X  Radio Electronics, Computer Science, Control. 2024. № 1 

 
 

© Zozulia V. A., Osadchyi S. І., 2024 
DOI 10.15588/1607-3274-2024-1-22  
 

Further, applying the operation of one-sided removal 
of the poles of matrices W1 and W2, a polynomial matrix 
P is obtained which is equal to: 
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After that, there is matrix M according to (12): 
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According to expression (13) of the identification al-

gorithm, applying the operation of entering zeros to the 
left, the matrix of spectral densities of the disturbing in-
fluence was obtained: 
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Thus, the research goal has been achieved. The results 

include the identification of the dynamic model of the 
Stewart platform, its transfer function and the transfer 
function of the shaping filter. 

 
6 DISCUSSION 

To validate the identification results, simulations were 
conducted to assess the accuracy of the dynamic model 
identification of the Stewart platform. It was done using 
the Simulink simulation tool in the Matlab 6.5 environ-
ment. 

The principle of checking the accuracy of identifica-
tion consists of comparing the vector of the change in the 
coordinates of the rotation center of WS of Stewart plat-
form x1 (Fig. 6) measured during the full-scale experiment 
with the sum of the vector formed when the software con-
trol signal vector r0 (Fig. 5) passes through the transfer 
function of the identification object W1 and vector of sta-

tionary random disturbances ψob, which is formed when 
“white noise” signals pass through the transfer function of 
the forming disturbance filter W2. 

A number of relevant blocks are presented on the dia-
gram of the simulation model (Fig. 7), which implements 
this principle. Block r1 is designed to form a set of chang-
es in the control signal r0. At the output of block x1, the 
vector x1 of the values of the coordinates of the center of 
rotation WS of the Stewart platform recorded during the 
live experiment is formed. To generate the vector of sta-
tionary random disturbances ψob, blocks of "white noise" 
generators with unit intensity were used. These generators 
are combined into the ψob block. All data necessary for 
the operation of these blocks are presented in the work-
space of the Matlab engineering calculation system in the 
format of iddata structures. Also, all components of these 
vectors were centred using the Constant block. Blocks W1 
and W2 are designed to store matrices of transfer func-
tions W1 and W2. 

The diagram of the simulation model (Fig. 7) also pre-
sents demultiplexers for extracting vector components and 
multiplexers for combining data into vectors, as well as 
Scope oscilloscopes used to display simulation results for 
viewing and in the workspace. 

As a result of the simulation to assess the accuracy of 
the identification of the dynamic model of the Stewart 
platform, in the ksi_delta, ita_delta, sigma_delta blocks 
comparison plots were obtained. These plots depict the 
vector formed at the output of the identification object xid 
compared to the output vector x1 in linear coordinates ξ, 
η, ζ (Fig. 8). Also, graphs in the delta block illustrating 
the change in the identification error were obtained 
(Fig. 9). 
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Figure 7 – Schematic of a simulation model for verifying the accuracy of mechanism identification based on Stewart platform 
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Figure 8 – Graphs of change in the coordinates of the rotation center of WS according to the results of the full-scale experiment x1 
and the estimates obtained as a result of the identification xid, according to linear coordinates: a – , b – , c –  
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Figure 9 – Graphs of change in the identification error by linear 

coordinates , ,  
 

On the basis of the analysis of the graphs of the identi-
fication error (Fig. 9), it is possible to estimate the root 
mean square deviation of the error relative to its mathe-
matical expectation based on the unbiased estimate of its 
dispersion along the linear coordinates , , , which are 

respectively equal to: 0086.0
id , 0085.0

id , 

00188.0
id  and 510485.7 

 idD , 

5103389.7 
 idD , 4105458.3 

 idD . 

As a result, the analysis of simulation results confirms 
the sufficient accuracy of identifying dynamic models of 
mechanisms based on the Stewart platform. Additionally, 
the main influence on the movement of the center of mass 
of the moving platform has changes in control actions. 
However, neglecting the influence of disturbances re-
duces the precision of platform positioning. Therefore, for 
the synthesis of the control system, methods should be 
applied that allow determining the structure and parame-
ters of a multi-dimensional controller, taking into account 
such influences. 

 
CONCLUSIONS 

In the paper, an algorithm for identifying the dynam-
ics model of a Stewart platform is substantiated based on 
known frequency algorithms of structural identification. It 
allows finding the order and parameters of the linearized 
system of ordinary differential equations for a multidi-
mensional object and the matrix of spectral densities of 
disturbances acting on it under operating conditions close 
to the real mode of operation of the experimental object.  

The scientific novelty of the obtained results lies in 
the fact that the above-justified algorithm for identifying 
the dynamics model of a multidimensional moving object 
demonstrates enhanced accuracy and reliability in compu-
tational performance. These improvements were achieved 
through the introduction of a novel approach to the proc-
esses of polynomial matrix factorization. At its core is the 
improvement of algorithms for multiplying polynomial 
matrices to minimize the loss of significant digits. This 
was achieved through the appropriate ordering and rank-

ing of elementary operands, and the multiplication of 
fractional-rational matrices to mitigate the increase in 
order within the results. 

The practical significance of the obtained results lies 
in the fact that the verification of the identification results 
confirms sufficient accuracy in identifying dynamic mod-
els of the mechanism based on the Stewart platform and 
the forming filter. Root-mean-square deviations of the 
error relative to its mathematical expectation were ob-
tained based on an unbiased estimate of its variance along 
linear coordinates. Additionally, it was determined that 
the primary influence on the displacement of the center of 
mass of the moving platform is the variation in control 
inputs. 

Prospects for further research involve the develop-
ment of a method and algorithm for synthesizing the con-
trol system of the motion of the WS of the Stewart plat-
form. These should allow for determining the structure 
and parameters of a multidimensional controller, taking 
into account that the primary influence on the displace-
ment of the center of mass of the moving platform is the 
variation in control inputs. 

 
ACKNOWLEDGEMENTS 

The team of authors expresses their sincere gratitude 
to Professors Blokhin L.M. and Ladaniuk A.P. for nu-
merous suggestions and recommendations for improving 
approaches to identifying models of dynamics of multi-
dimensional systems, which are widely used both in avia-
tion and technology production. 

 
REFERENCES 

1. Azarskov V. N., Blokhin L. N., Zhitetsky L.S.; eds.:  
L. N. Blokhin Methodology of designing optimal systems of 
stochastic stabilisation: Monograph. Kyiv, Book publishing 
house NAU, 2006, 440 p. ISBN 966-598-325-3. 

2. Kondratenko Y. P., Kuntsevich V. M., Chikrii A. A., 
Gubarev V. F. Advanced Control Systems: Theory and Ap-
plications. River Publishers Series in Automation, Control 
and Robotics, 2021, 300 p. 

3. Merlet J.-P. Parallel Robots. Springer, 2nd edition, 2006, 
394 p. 

4. Gubarev V. F. Modeling and identification of complex sys-
tems. Kyiv, Naukova Dumka, 2019, 248 p. 

5. Levchuk I. L., Manko H. I., Tryshkin V. Ya., Korsun V. I. 
Theory and practice of identification of controled objects: 
Monograph. Dnipro, SHEI USUCT, 2019, 203 p. ISBN 978-
617-7478-46-0 

6. Lutska N. M., Ladaniuk A. P. Optimal and robust control 
systems for technological objects: monograph. Kyiv, LiraK 
Publishing House, 2015, 288 p. 

7. Taghirad H. D. Parallel Robots. Mechanics and Control. 
Taylor & Francis Group, CRC Press., 2013, 533 p. 

8. Blokhin L. M., Burichenko M. Y., Bilak N. V. et 
al.Statistical dynamics of control systems. Kyiv, NAU, 
2014, 300 p. 

9. Osadchy S., Zozulya V., Timoshenko A. Advances in Intel-
ligent Robotics and Collaborative Automation – Robots, 
Book. – River Publishers, 2015. – Chapter 2: The Dynamic 
Characteristics of the Manipulator with Parallel Kinematic 

253



p-ISSN 1607-3274   Радіоелектроніка, інформатика, управління. 2024. № 1 
e-ISSN 2313-688X  Radio Electronics, Computer Science, Control. 2024. № 1 

 
 

© Zozulia V. A., Osadchyi S. І., 2024 
DOI 10.15588/1607-3274-2024-1-22  
 

Structure Based on Experimental Data, pp. 27–48 
https://doi.org/10.1201/9781003337119. 

10. Afrooz Ebadat. Experiment Design for Closed-loop System 
Identification with Applications in Model Predictive Control 
and Occupancy Estimation: thesis ... doctor of philosophy / 
Afrooz Ebadat. Royal Institute of Technology (KTH). 
Stockholm, Sweden, 2017, 231 p. ISSN 1653-5146. ISBN 
978-91-7729-464-1. 

11. Osadchyi S. I., Vikhrova L. H. Structural identification in 
the problem of linearisation of the model of dynamics of 
longitudinal gliding of the transom of a supercavitating ob-
ject, Bulletin of the National Technical University “Kharkiv 
Polytechnic Institute”. Collection of scientific papers. The-
matic issue: Computing and modelling: NTU “KhPI”,  
2011,  № 36, pp. 128–134. 

12. Jianhong W., Ramirez-Mendoza R. A. The practical analysis 
for closed-loop system identification. Cogent Engineering, 
2020. DOI:10.1080/23311916.2020.1796895  

13. Osadchyi S. І., Zozulia V. A., Kalich V. M. et al. The fre-
quency method for optimal identification of close-loop sys-
tem elements, Radio Electronics, Computer Science, Con-
trol, 2023, No. 4, pp. 193–205. DOI 10.15588/1607-3274-
2023-4-18 

14. Melnichenko M. M.,  Osadchy S. I., Zozulya V. A. Identifi-
cation of the signals in position control circuits of a hexapod 
platform, Conference: Methods and Systems of Navigation 
and Motion Control (MSNMC 2016): proceedings. Kyiv: 
IEEE, КNАU, 2016, pp. 51–57 
https://doi.org/10.18372/1990-5548.50.11387.  

15. Korn G., Korn T. Handbook of Mathematics (for scientists 
and engineers). Moscow, Nauka, 1977, 831 p. 

16. Aliev F. A., Bordyug V. A., Larin V. B. Factorisation of 
polynomial matrices with respect to imaginary axis and unit 
circle, Avtomatika, 1989,  No. 4, pp. 51–58. 

17. Davis M.C. Factoring the spectral matrix, IEEE Trans. 
Automat. Cointr., 1963, AC-8, N 4, pp. 296–305. 

18. Kucera Vladimir. The H2 control problem: a general trans-
fer-function solution, International Journal of Control, 
2007, Vol. 80, №5, pp. 800–815 
DOI:10.1080/00207170701203590. 

19. Development of a physical model of a lathe based on a par-
allel structure mechanism with a control system for the dis-
placement drives of the working body: Report on Research 
Work (NDDKR) Kirovohrad National Technical University.  
Kirovohrad, 2011, 176 p. No. DR 0109U00210. registration 
No. 0211U005056 

20. Tunik A. A., Rydlo K., Savchenko O. V.  et al. Practical 
Experience of Intellectual UAV Attitude Stabilization Sys-
tem Computer-Aided Design, Electronics and Control Sys-
tems, 2015, No. 1(43), pp. 17–25.  
https://doi.org/10.18372/1990-5548.43.8842. 

21. Patankar P., Kulkarni S. MATLAB and Simulink In-Depth. 
BPB Publications, 2022, 602 p. 

22. Osadchy S. I., Zozulya V. A., Rudiuk G. I. The Dynamics of 
3-dimensional micro-mechanic sensor of angle motions of a 
robot-hexapod, Conference: Intelligent Data Acquisition 
and Advanced Computing Systems (IDAACS’2015): pro-
ceedings. Warsaw, IEEE, 2015, Vol. 2, pp. 908–912 
https:/doi.org/10.1109/IDAACS.2015.7341435. 

23. Osadchy S. I., Zozulya V. A.Optimal Filtering of Hexapod 
Acceleration Data Obtained Under Action of Electromag-
netic Interference, Conference: Methods and Systems of 
Navigation and Motion Control (MSNMC 2014): proceed-
ings. Kyiv, IEEE, КNАU, 2014, pp. 21–23.  
https:/doi.org/10.1109/MSNMC.2014.6979719. 

Received 05.01.2024. 
Accepted 28.02.2024. 

 
 
УДК 62.505:629.524 
 

ІДЕНТИФІКАЦІЯ МОДЕЛІ ДИНАМІКИ ПЛАТФОРМИ СТЮАРТА 
 

Зозуля В. А. – канд. техн. наук доцент кафедри цифрової економіки та системного аналізу Державного торговельно-
економічного університету, Кропивницкий, Україна. 

Осадчий С. І. – д-р техн. наук, професор кафедри конструкції повітряних суден, авіадвигунів та підтримання льотної 
придатності Льотної академії Національного авіаційного університету, Кропивницкий, Україна. 

Неділько С. М. – д-р техн. наук, професор, виконуючий обов’язки директора Льотної академії Національного авіаційно-
го університету, Кропивницкий, Україна. 

 
AНОТАЦІЯ 

Актуальність. За сучасних вимог до точності процесів керування рухом рухомого об'єкта на заданій або програмованій 
траєкторії руху необхідно синтезувати оптимальні структуру та параметри системи стабілізації (регулятора) об’єкта з ура-
хуванням як реальних контрольованих, так і неконтрольованих стохастичних збурюючих факторів. Також у процесі синтезу 
оптимальної структури регулятора необхідно оцінювати і враховувати багатовимірні моделі динаміки як самого об’єкта, 
його базових частин, контрольованих і неконтрольованих збурюючих факторів, що впливають на об’єкт у його реальному 
русі. 

Мета роботи. Метою дослідження, результати якого представлені у цій статті, є отримання та оцінка точності моделі 
динаміки платформи Стюарта за допомогою обґрунтованого алгоритму ідентифікації динаміки багатовимірного рухомого 
об’єкта. 

Метод. У статті використано метод ідентифікації в частотній області багатовимірних стохастичних систем стабілізації 
рухомих об’єктів з довільною динамікою. Обґрунтований алгоритм ідентифікації моделі динаміки багатовимірного рухомо-
го об’єкта, побудований за допомогою операцій додавання, множення поліноміальних та дробово – раціональних матриць, 
вінеровської факторизації, вінеровської сепарації дробово – раціональних матриць, знаходження дисперсійних інтегралів.  

Результати. В результаті проведених досліджень формалізовано задачу ідентифікації моделі динаміки багатовимірного 
рухомого об’єкта на прикладі дослідного зразока верстата на основі платформи Стюарта. Результати включають ідентифі-
кацію динамічної моделі платформи Стюарта, її передатної функції та передатної функції формуючого фільтра та верифіка-
ція результатів ідентифікації яка підтверджує достатню точність отриманих моделей.  
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Висновки. Обґрунтований алгоритм ідентифікації дозволяє знаходити порядок та параметри лінеаризованої системи 
звичайних диференціальних рівнянь багатовимірного об’єкта та матриці спектральних щільностей збурень, які діють на 
нього в умовах роботи наближених до реального режиму функціонування дослідного зразка об’єкту. Аналіз результатів 
ідентифікації динамічних моделей платформи Стюарта показує, що основний вплив на переміщення центру мас рухомої 
платформи має зміна керуючих впливів. Однак нехтування впливом збурень знижує точність позиціонування платформи. 
Тому для синтезу системи керування слід застосовувати методи, які дозволяють визначити структуру та параметри багато-
вимірного регулятора з урахуванням таких впливів. 

КЛЮЧОВІ СЛОВА: ідентифікація, матриця передавальних функцій, спектральна щільність, функціонал якості, плат-
форма Стюарта. 
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