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ABSTRACT 
Context. Currently, there are a lot of approaches that are used for textual search. Nowadays, methods such as pattern-matching 

and optical character recognition are highly used for retrieving preferred information from documents with proven effectiveness. 
However, they work with a common or predictive document structure, while unstructured documents are neglected. The problem – is 
automating the textual search in documents with unstructured content. The object of the study was to develop a method and imple-
ment it into an efficient model for searching the content in unstructured textual information. 

Objective. The goal of the work is the implementation of a rule-based textual search method and a model for seeking and retriev-
ing information from documents with unstructured text content. 

Method. To achieve the purpose of the research, the method of rule-based textual search in heterogenous content was developed 
and applied in the appropriately designed model. It is based on natural language processing that has been improved in recent years 
along with a new generative artificial intelligence becoming more available. 

Results. The method has been implemented in a designed model that represents a pattern or a framework of unstructured textual 
search for software engineers. The application programming interface has been implemented. 

Conclusions. The conducted experiments have confirmed the proposed software’s operability and allow recommendations for 
use in practice for solving the problems of textual search in unstructured documents. The prospects for further research may include 
the improvement of the performance using multithreading or parallelization for large textual documents along with the optimization 
approaches to minimize the impact of OpenAI application programming interface content processing limitations. Furthermore, addi-
tional investigation might incorporate extending the area of imperative variables usage in programming and software development.  

KEYWORDS: textual search, unstructured text documents, natural language processing, rule-based search, generative artificial 
intelligence, imperative variables. 

 
ABBREVIATIONS 

OCR is an optical character recognition; 
API is an application programming interface; 
ZOCR is a zonal optical character recognition; 
NLP is a natural language processing; 
AI is an artificial intelligence; 
GPT is a generative pre-trained transformer. 

 
NOMENCLATURE 

T  is a set of unstructured text documents; 
R  is a set of search rules (prompts); 
D  is a description of a purpose for the model; 
X  is input data that consists of unstructured text doc-

uments, search rules, purpose descriptions, and sample 
document content; 

Y   is output data that represents extracted data points 
from text documents; 

f  is a general representation of a function that per-

forms data extraction based on input parameters; 
Y  is a sample response, ground truth; 

),( YYL   is a Cross-Entropy Loss function; 

N  is a number of variables or data points to be pre-
dicted in each example; 

M  is the size of the whole dataset; 

jiy ,  is a predicted value for the j-th data point in the i-

th example; 

1: iiY  is a previously generated set of tokens; 

()P  is a probability distribution of the subsequent to-

ken; 
  is a model parameters; 

)(L  is a gradient of the loss function L with respect 

to the model parameters θ; 
)(tg is a gradient of the loss function evaluated at time 

step t; 
)(tm  is a first-moment estimate at time step t; 

1  is a decay rate for the first-moment estimate; 
)(tv  is a second-moment estimate at time step t; 
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2  is a decay rate for the second-moment estimate; 
)(ˆ tm  is a correction of bias in the first-moment esti-

mate at time step t; 
)(ˆ tv  is a correction of bias in the second-moment es-

timate at time step t; 
)(t  is an adaptive learning rate; 

  is a constant to prevent dividing by zero; 
()GPT  is a function that performs text generation 

based on input parameters using a GPT-3.5 Turbo model. 
 

INTRODUCTION 
Text searching is a widespread and basic operation for 

working with document content. The most popular text 
processing software such as Microsoft Word, PDF Read-
er, etc. incorporates the standard seeking algorithms into 
their search capabilities like a keyword or pattern-based 
search. 

On the other hand, they are not able to work with pic-
tures – search and retrieve information from them. In this 
case, the optical character recognition method could help 
find the appropriate text and additionally categorize it 
properly [1].  

However, when unstructured documents are taken into 
account, the above-listed methods will not work, because, 
for keyword-based, pattern-matching search, or even 
OCR, the predefined document structure is required, oth-
erwise, the results will be smooth and inaccurate. 

The object of study is the process of textual search in 
documents with unstructured content.  

The subject of study is the methods for searching and 
retrieving information from textual documents. 

The known text search approaches and algorithms, de-
scribed by authors and outlined as a part of different areas 
of implementation [2, 3] and [5, 6] are inappropriate and 
not suitable for unstructured textual document processing. 

However, several studies [7–12] outline the approach 
based on NLP to seek appropriate data in documents re-
lated to specific areas, but these approaches are not de-
scribed as a general method of searching data in unstruc-
tured documents. 

The purpose of the work is to develop a method and 
incorporate it into an efficient and generic model for tex-
tual search in documents without a predefined structure 
that would be possible to use by software engineers as a 
framework. 

 
1 PROBLEM STATEMENT 

Suppose we have a set of unstructured text documents 
T , a list of search rules R  , and a description D  of a 
field that represents a user context where to find the ap-
propriate information. Text information from documents, 
descriptions, and criteria are considered a set of tokens 
which means it could be a different type of textual con-
tent, such as a sequence of symbols, words, or sentences. 

The task is to develop a method that will perform an 
accurate rule-based search to find an appropriate set of 
data points Y   in unstructured documents. The quality of 
response and performance should not depend on the num-
ber of rules and documents that should be processed. This 
can be represented by the following model: 
 

YXf

DRTX



:

},,{
, (1)

 
where the function f from input X generates an output Yʹ 
which represents the found data. 

Additionally, a generic search model should be de-
signed and the method of rule-based search should be 
implemented in the model that will be used to construct a 
convenient API. 

 
2 REVIEW OF THE LITERATURE 

A standard keyword search is usually performed using 
algorithms like Rabin-Karp or Knuth-Morris-Pratt. These 
algorithms are often utilized to develop frameworks that 
detect plagiarism in text documents as described in the 
study [2]. However, they are not effective in rule-based 
search, as they can only identify specific patterns of text 
based on explicitly specified key phrases. Therefore, these 
algorithms are not suitable for tasks that require more 
advanced search techniques. 

Pattern Matching Search, also known as Regex 
Search, is a powerful tool that allows for flexible string 
matching by describing complex patterns. It is widely 
supported across different programming languages, as it is 
built into text processing libraries. In a certain publication 
[3], the authors combined regular expressions with key-
word searches to improve web search results. By using 
keywords as criteria or rules, fragments of information 
found through pattern matching can be considered as ei-
ther the criteria value or as a result of the defined criteria. 
This method provides an effective criteria-based search. 

The methods mentioned earlier are useful only if the 
documents contain text information. However, they can-
not be employed for extracting text from images or 
documents that have only images with text (for instance, 
scanned copies of pages in PDF format). In such circum-
stances, the OCR technique serves as a viable alternative 
for seeking and extracting textual information. 

In recent years, many services have emerged that pro-
vide the ability to extract textual information from images 
through API. One such service is Azure OCR, which has 
gained popularity due to its capability to recognize both 
printed and handwritten text from images and to distribute 
information based on the contextual understanding of the 
document [4]. Other services, including Google Cloud 
Vision, Amazon Textract, and Tesseract OCR, also offer 
similar functionality for extracting textual information 
from images. Furthermore, recent research studies have 
highlighted the significance of word processing via OCR 
for historical documents [5]. These studies have demon-
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strated that post-processing techniques can be applied to 
improve the accuracy and reliability of the OCR results. 

The effectiveness of the OCR method for document 
processing is dependent on the selection of relevant crite-
ria for data extraction. In scenarios where the criteria 
yield only a small amount of data while a document is 
voluminous, the OCR approach becomes ineffective, and 
the processing of the document may require significant 
memory or technical solutions aimed at reducing the sys-
tem load. To address this challenge, the Zonal OCR ap-
proach has been developed. Unlike the standard OCR, 
which processes the entire document, ZOCR narrows the 
areas of text recognition to specific fragments where data 
extraction is required, thus avoiding the need to process 
all the text information in the document. In the paper [6], 
the underlying principles of ZOCR’s smart parsing of 
documents are described. Modern OCR services, dis-
cussed earlier, have ZOCR support, making them effec-
tive tools for zonal character recognition. 

These methods for finding textual information are use-
ful and effective when predefined patterns and criteria are 
present. Text search based on regular expressions can 
identify similar character sequences, while optical charac-
ter recognition is able to recognize characters and catego-
rize text into appropriate groups using automated algo-
rithms. 

Both methods have common issues that become ap-
parent when modifications are made to the current im-
plementation. In the first case, developers must incorpo-
rate pattern-matching logic based on new business re-
quirements, which may entail defining new or modifying 
existing search criteria. In the case of regular expressions, 
some selection rules may not be implementable through 
Regex. Therefore, an additional search logic alongside the 
existing one may be required. When considering this issue 
in the context of optical character recognition, introducing 
new search criteria may raise the question of retraining 
the existing model. Instead, a standardized approach may 
involve scanning the entire document for textual informa-
tion and applying a pattern-matching search, which again 
brings us back to the above problem. 

In a study [7], a solution encountered in extracting 
complex text structures, tabular information, and text lo-
cated in different places was proposed by using NLP. The 
authors indicated that the ZOCR method was insufficient 
in extracting such information, and thus, they utilized the 
spaCy library which provides linguistically complex 
models for searching for necessary text information. Re-
cent studies have shown that NLP is an important and 
effective approach in solving problems and offers new 
opportunities for improving information retrieval proc-
esses in text documents, resulting in more accurate and 
complete results. 

After analyzing recent research on NLP [7, 8], it can 
be concluded that this approach is significant and effec-
tive in overcoming the limitations found in previously 
analyzed methods. The use of NLP can provide more ac-
curate and complete results, simplify the recognition of 
complex structures, and improve the quality of textual 

information retrieval. For example, in the study [9] au-
thors implemented an NLP algorithm to extract the pres-
ence of social factors from clinical text, which is consid-
ered as an unstructured document. The paper [10] also 
shows the usage of rule-based NLP search for unstruc-
tured data in electronic health records. The publication 
[11] outlines the NLP text extraction from unstructured 
geoscience reports. 

 
3 MATERIALS AND METHODS 

Generative AI refers to a class of AI systems that are 
specifically designed to generate new and original con-
tent, rather than just analyzing existing data or making 
predictions based on learned patterns. These systems em-
ploy various techniques, such as machine learning and 
deep learning, to produce fresh content that is often com-
parable, if not identical, to what a human can produce. 

The development of generative AI has been signifi-
cantly advanced by the contribution made by the OpenAI 
company [12]. Among their notable accomplishments is 
the ChatGPT model, which has been continuously evolv-
ing. OpenAI has made interaction with GPT models ac-
cessible through the public OpenAI API, which is widely 
used in various applications, including chatbots, content 
creation, and natural language understanding tasks. Ac-
cording to research [13], ChatGPT showcases significant 
progress in the field of natural language processing and 
has the potential to revolutionize the way we interact with 
machines and process natural language data. The model is 
also capable of maintaining the context of conversations, 
enabling it to refer to previous messages to provide rele-
vant responses. 

The potential of ChatGPT in the field of natural lan-
guage processing (NLP) and the search approach outlined 
in a publication [6] have paved the way for leveraging 
modern generative artificial intelligence (AI) capabilities 
in the process of rule-based search for textual informa-
tion. Today NLP mechanisms and capabilities can enable 
a more efficient and effective search of unstructured tex-
tual data. 

When communicating with ChatGPT, prompts are 
used to provide information – input data given to the 
model for generating responses and can be messages, 
questions, or any text that provides context or instruction. 
Users interact with ChatGPT by sending prompts, and the 
model generates text responses based on the input. It is 
important to note that the quality and relevance of the 
responses generated by ChatGPT depend on the clarity 
and specificity of the prompts. A prompt is a crucial com-
ponent in interacting with the context-forming model. In 
the paper [14], the main approaches to prompt engineer-
ing, which is the process of forming and correcting 
prompts, are considered and highlighted. Therefore, by 
using the correct approaches to form accurate AI queries, 
it is possible to search for information more effectively. 
The clearer and more specific the prompt is, the better the 
search results will be. 

Using GPT models can be effective for searching and 
extracting text from text documents, including unstruc-
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tured ones. Prompts are used to retrieve specific textual 
information. Correction of output results can be done by 
providing sample results. To distinguish the extracted 
information, prompts with specific example results can be 
marked by a unique identifier or name. All these parts can 
be represented as variables, that are denoted as rules in 
formula (1) and are a part of model input data X. Since 
prompts are often used in an imperative form, the vari-
ables can be called imperative. Fig. 1. illustrates the gen-
eral structure of an imperative variable. 
 

 
Figure 1 – Imperative variable structure 

 

These variables contain prompts that can represent dif-
ferent rules for filtering, searching data, and even descrip-
tions of how to format the output result which are saved 
in result variables. To make a model better understand 
what kind of data it should extract from documents, the 
sample response for each imperative variable should be 
defined. This type of data can be called a sample variable 
as it represents an example of an output for the appropri-
ate imperative variable. The structure of a sample variable 
is shown in Fig. 2. 

 
Figure 2 – Sample variable structure 

 
After defining imperative and sample variables, there 

is a need to set up the chat model, which is described in 
this instruction [15]. Additionally, a chat assistant should 
have contextual information that briefly describes an area 
in which a user works. Imperative variables are included 
in the user-side messages along with the sample responses 
for assistance. For more accurate results the sample doc-
ument can be provided. This document contains an exam-
ple content to show the assistant what kind of documents 
it will deal with in case of user-provided documents. The-
se settings are demonstrated in Fig 3. 

 

 
Figure 3 – Messages to set up the assistant 

In GPT models during the training stage, several 
common operations are typically performed, including the 
specification of a loss function and its minimization 
through optimization algorithms. In the case of an un-
structured document text search task, the loss function can 
be defined to measure the discrepancy between the mod-
el’s predictions – the search results and the ground truth 
relevant information that the model is expected to retrieve 
from the documents. In the case of text generation tasks 
the Cross-Entropy Loss function can be used. It is repre-
sented by the following formula (2): 

 

)),|(ln(),( 1:
1


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It’s important to note that function (2) works only 
with a single sequence of data, but the more effective way 
will be enhancing the existing function with the possibil-
ity of batch processing, so multiple sequences can be used 
simultaneously. In the context of batch processing, where 
multiple sequences are processed simultaneously, the loss 
function computes the discrepancy between the model’s 
predictions and the ground truth for all sequences in the 
dataset. To obtain a representative measure of the average 
discrepancy per sequence in the batch, 1/M a coefficient is 
included. This factor ensures that the loss value is normal-
ized by the number of sequences. Updated formula looks 
like this (3): 
 


 


M

j

N

i
iiji YXyP

M
YYL

1 1
1:, )),|(ln(

1
),( . (3)

 

In (2) the double summation is used since there is a 
need for batch processing to sum over all tokens in the 
output sequence Yʹ and all possible tokens in the vocabu-
lary (the inner summation) to compute the overall loss. 
This ensures that the discrepancy is considered for each 
token in the predicted sequence compared to all possible 
tokens in the vocabulary [16]. 

After the loss function is defined there is a need to op-
timize it, because the primary goal during training is to 
make the model learn to perform more accurate predic-
tions or generate more relevant outputs. Several optimiza-
tion techniques can be used, but the most effective is the 
adaptive moment estimation algorithm (Adam) and its 
variations that are used in GPT models. Adam optimiza-
tion is performed in several steps [17]. Firstly, the gradi-
ent function should be defined. For the current case, it can 
be represented by the following formula (4): 
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It computes the partial derivative of the logarithm of 
the predicted probability of each token in the output se-
quence given the input and previous tokens, summed over 
all training examples (documents) and tokens within each 
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document. The gradient function with respect to the time 
step is represented by the following formula (5): 
 

)( )1()(  tt Lg . (5)
 

Then, update the first (6) and second (7) moment es-
timation happens: 
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After that, a bias correction for each updated moment 

estimate is computed (8, 9): 
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The final stage is to update the model parameters 
based on calculated adaptive learning rate and bias-
corrected moment estimates (10): 
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The algorithm which includes operations (4–10) is 

performed several times. The loop works until either the 

model converges or the maximum number of iterations is 
reached, whichever comes first. 

The mentioned algorithms used in the model training 
process today are incorporated into GPT language mod-
els, like GPT-3.5 Turbo from OpenAI. However, this 
model does not disclose its optimization techniques, but 
according to several types of research, the methods shown 
in this paper are used by some GPT models. Instead of 
building a custom model that can last long and take a big 
amount of computing resources to maintain training and 
deployment processes, the most stable GPT-3.5 Turbo 
model can be used effectively for tasks such as a rule-
based search. Thus, the final formula for getting the 
search result Yʹ using the GPT-3.5 Turbo model can be 
represented as the following (11): 

 
)(XGPTY  . (11)

 
The imperative variables method can be applied to dif-

ferent documents and to make it generic the appropriate 
search model has been developed. According to this mod-
el, imperative variables along with sample responses are 
saved in data storage. This model allows us to build cus-
tom and flexible templates based on imperative variables 
for different areas and apply them for rule-based textual 
search in documents, including unstructured ones. Tem-
plates consist of imperative and sample variables with one 
sample document. Fig 4 illustrates this model which is 
represented by a sequence diagram. This is a generic ap-
proach to serve the NLP-based textual search. Users can 
define their templates according to their business area, 
specify the purpose description, and manage templates 
that contain imperative variables. Additionally, the model 
can be used to implement the appropriate API. 

 

Figure 4 – Sequence diagram of a search model using the imperative variables method 
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Compared to the pattern-matching search, the impera-
tive variables search model has several advantages: 

1) The model requires only properly described 
prompts using natural language and sample responses 
while pattern-matching uses Regular Expression syntax to 
seek data that is not well-known to common users. 

2) Along with a description of what the user needs to 
find, it can be formally extended by the flexible set of 
additional requirements, for example, of how it should be 
formatted in the output or conditions of what to do if the 
required data is not found without any additional pro-
grammed logic. 

However, with a large number of imperative variables 
or large documents, a search can be slower, thus the mod-
el needs to be optimized using multithreading or paralleli-
zation mechanisms which is a part of further studies. 

 
4 EXPERIMENTS 

The model has been implemented to show how the 
method works. Since it is generic, any area is suitable for 
this model. So, the Shipping area was selected to conduct 
the experiments. 

According to the model – several imperative and re-
sponse variables were created in the MySQL database.  
Also, to properly set up the Open AI assistant, the purpose 
description was initialized.  

For a convenient view data was converted to CSV 
format. The area information along with imperative and 
sample variables are listed in Figure 5. 
 

 
Figure 5 – Variables for text extraction 

 

For better results, there was created a sample shipping 
document which contains example data for the GPT mod-
el. It is saved on Azure blob storage. 

To conduct the experiments .NET environment was 
used and for simplicity there was developed a console 
application that accepts text documents and on output 
generates the CSV file with a response. 

There are several steps were performed to parse the 
documents: 

1) Application field information and variables are re-
trieved from the MySQL database. 

2) A sample document is downloaded from the Azure 
Blob storage. 

3) The messages are set up and sent to the OpenAI 
API for processing. 

4) The result is obtained in a JSON format and saved 
to a CSV file. 

The search model was implemented in ASP.NET-
based Imperative Variable Search Web API which is a 
general point to access the rule-based search. The list of 
implemented endpoints is illustrated in Fig. 6. 

 

 
Figure 6 – Imperative Variable Search API endpoints 

 

Endpoints accept user requests and perform the main 
functionality of the API. A user first needs to register an 
account, then create an area with an appropriate name and 
purpose, populate the set of imperative variables along 
with sample responses that are related to the area, upload 
a sample file, and then upload files to perform the rule-
based search and obtain the results. The API has a con-
venient way of interacting using Swagger and can be in-
tegrated into different business solutions. 
 

5 RESULTS 
15 unstructured shipping documents were selected and 

processed (18 KB each) with 8 variables. No parsing er-
rors occurred. There are conducted 5 attempts of execu-
tion to determine the average time. Time calculation in-
cludes retrieving imperative variables and other informa-
tion from the database, extracting textual content from 
documents, and batch-sending requests to the OpenAI 
API. The result of processing documents was saved into a 
CSV file and illustrated in Fig. 7. 

According to time measurement results the average 
time spent on requests to OpenAI API and the time of 
overall program execution is approximately 3 seconds 
which can be considered as an acceptable result (Fig. 8).  
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However, OpenAI API has a rate limit that depends on 
the Tier subscription [18]. The experiment was conducted 
on Tier 1 which has a limit of 60000 tokens that can be 
sent per 1 minute, which also keeps the limit of the num-
ber of documents that can be processed per this time. 

Thus, the queue should be used in case of a large number 
of documents. Additionally, the content length has limits 
too – for GPT-3.5 Turbo model is 16385 tokens [19], thus 
larger documents should be split into smaller parts before 
processing. 

 
Figure 7 – Search results for 15 shipping documents 

 

 
Figure 8 – Execution time measurement 

 
6 DISCUSSION 

The method of imperative variables generally shows 
applicable results. Compared to research that was per-
formed and resulted in [7–11] the developed method has 
an easier implementation, so the API that can be built on 
this model, will be developed without any extra spending 
time for developing custom NLP models, as it was done 
and outlined in those studies. Therefore, custom-trained 
NLP models are often trained on a set of data that is re-
lated to a specific area. This approach has advantages in 
that this model better interacts and produces more accu-
rate results since it is trained according to the specific 

field. However, the disadvantage could be the absence of 
enough flexibility, so these models will need to be addi-
tionally trained in case when they are used in another 
field.  

The significant advantage of the method is that it uses 
a modern and well-trained GPT model and an open-
source API for processing queries. According to experi-
ment results this method is relatively fast and produces 
accurate search results. Also, this method is flexible and 
has relatively small-time expenses.  

However, since it is based on OpenAI GPT models 
which have access to facilities based on a chosen sub-
scription, API has several limitations that lead to the in-
ability to parse large sets of data. Due to them, there is a 
need to perform several optimizations. For example, if the 
model deals with a large document, it can be divided into 
smaller parts which are acceptable by OpenAI API.  

This method can be extended by combining other 
methods that are used to narrow the search range, like 
ZOCR. With these optimizations, OpenAI API will not be 
overloaded, but it will not be suitable for all unstructured 
documents since specific cases can take place when the 
document contains the desired textual information in dif-
ferent places. Overall, the combination of advanced lan-
guage models with OCR technologies represents a prom-
ising direction for improving document processing and 
information retrieval tasks. By leveraging the strengths of 
both approaches, it’s possible to create more robust and 
versatile solutions capable of handling a wide range of 
document formats and sources. 
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Despite these limitations, the method remains a pow-
erful tool for natural language processing tasks, offering a 
balance between performance and accessibility. Contin-
ued improvements in the underlying GPT models and 
enhancements in the API capabilities may further mitigate 
these limitations in the future. 

The method’s integration with existing systems and 
workflows is relatively straightforward, because of its 
API-oriented model. This allows developers to seamlessly 
incorporate its capabilities into their applications without 
significant overhead. 
 

CONCLUSIONS 
The generic rule-based unstructured data search meth-

od was developed and incorporated into an API-oriented 
model. 

The scientific novelty of the obtained results is that 
the generic imperative variables method based on OpenAI 
GPT models is firstly proposed. It outlines the approach 
of a rule-based search in unstructured documents based on 
GPT models. The flexible field-independent search model 
is designed based on the method. This allows to automate 
finding the information in documents with no predefined 
structure, build requests, and criteria in different forms for 
search and form the desired output results.  

The practical significance of the obtained results is 
that the method is able to automate information retrieval 
tasks, without the need for predefined structures or ex-
plicit rules, making it highly adaptable to diverse use 
cases. The developed flexible model enables organiza-
tions to streamline their document processing workflows, 
improve efficiency, and extract valuable insights from 
unstructured textual data. Implemented Web API allows 
users to build custom templates to perform a rule-based 
search. 

Prospects for further research are to study the opti-
mization approaches to minimize the impact of OpenAI 
API limitations and decrease the execution time. Addi-
tionally, further investigation could involve expanding the 
usage of imperative variables in programming and soft-
ware development. 
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AНОТАЦІЯ 
Актуальність. На сьогодні існує багато підходів для виконання ефективного текстового пошуку. Для отримання знахо-

дження та вилучення фрагментів інформації з документів широко використовуються такі методи, як зіставлення з шаблоном 
і оптичне розпізнавання символів. Однак вони працюють із чітко визначеною структурою документа, тоді як неструктуро-
вані документи не можуть бути оброблені такими методами. А тому проблема полягає в автоматизації текстового пошуку в 
документах з неструктурованим вмістом. Метою дослідження було розробити метод та реалізувати ефективну модель по-
шуку вмісту в неструктурованій текстовій інформації.  

Мета роботи – реалізація методу та моделі текстового пошуку на основі правил для отримання інформації з документів 
з неструктурованим текстовим вмістом. 

Метод. Для досягнення мети дослідження розроблено та застосовано у відповідній моделі метод критеріального тексто-
вого пошуку для знаходження інформації у різнорідному текстовому вмісті. Він заснований на обробці природної мови, яка 
була вдосконалена в останні роки разом із новим генеративним штучним інтелектом, який стає все більш доступним та про-
дуктивним. 

Результати. Метод реалізовано в розробленій моделі, яка представляє шаблон або структуру неструктурованого тексто-
вого пошуку для розробників програмного забезпечення. Розроблено прикладний програмний інтерфейс для взаємодії з 
моделлю. 

Висновки. Проведені експерименти у вигляді реалізованого програмного забезпечення підтвердили працездатність за-
пропонованого методу та доводять практичність його використання для вирішення задач текстового пошуку в неструктуро-
ваних документах. Перспективи подальших досліджень можуть включати покращення продуктивності за допомогою бага-
топотоковості або паралелізації для великих текстових документів, а також розробка підходів до оптимізації методу для 
мінімізації впливу обмежень обробки контенту прикладного програмного інтерфейсу OpenAI. Крім того, додаткові дослі-
дження можуть включати розширення області використання імперативних змінних у програмуванні та розробці програмно-
го забезпечення. 

КЛЮЧОВІ СЛОВА: текстовий пошук, неструктуровані текстові документи, обробка природної мови, пошук на основі 
правил, генеративний штучний інтелект, імперативні змінні. 
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