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ABSTRACT
Context. In recent years, the topic of deploying informational infrastructure in a multi-cloud environment has gained popularity.
This is because a multi-cloud environment provides the ability to leverage the unique services of cloud providers without the need to
deploy all infrastructure components inside them. Therefore, all available services across different cloud providers could be used to
build up information infrastructure. Also, multi-cloud offers versatility in selecting different pricing policies for services across
different cloud providers. However, as the number of available cloud service providers increases, the complexity of building a cost-

optimized deployment plan for informational infrastructure also increases.
Objective. The purpose of this paper is to optimize the operating costs of information infrastructure while leveraging the service

prices of multiple cloud service providers.

Method. This article presents a novel cost optimization method for informational infrastructure deployment in a static multi-
cloud environment whose goal is to minimize the hourly cost of infrastructure utilization. A genetic algorithm was used to solve this
problem. Different penalty functions for the genetic algorithm were considered. Also, a novel parameter optimization method is

proposed for selecting the parameters of the penalty function.

Results. A series of experiments were conducted to compare the results of different penalty functions. The results demonstrated
that the penalty function with the proposed parameter selection method, in comparison to other penalty functions, on average found
the best solution that was 8.933% better and took 18.6% less time to find such a solution. These results showed that the proposed
parameter selection method allows for efficient exploration of both feasible and infeasible regions.

Conclusion. A novel cost optimization method for informational infrastructure deployment in a static multi-cloud environment is
proposed. However, despite the effectiveness of the proposed method, it can be further improved. In particular, it is necessary to
consider the possibility of involving scalable instances for informational infrastructure deployment.

KEYWORDS: cost optimization, information infrastructure, initial placement, multi-cloud, parameters selection method,

penalty function.

ABBREVIATIONS
VM is a virtual machine;
GA is a genetic algorithm;
AWS is an Amazon web services;
vCPU is a virtual central unit processor.

NOMENCLATURE

P is a set of cloud service providers;

G is a set of virtual machines with general-purpose
specialization that are available in all cloud service
providers P;

A is a set of application components which define
information infrastructure;

S'is a relation matrix (4 xA4) of application components
that must be deployed within the same cloud provider;

D is a relation matrix (4x4) of application
components that should be placed in different clouds;

R is a set of availability zones, that are available in all
cloud providers P;

B,, is a relationship matrix (R*A4) which defines the
possibility of deploying application component a4 in
availability zone r € R.

Cy¢is a hourly price of on-demand usage of a virtual
machine at the provider p € P, in the region e R of class
geG.
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Xaprg 1s a binary decision variable equal to 1 when
component a € A is placed at the provider pe P, in the
region r € R, of the VM class g € G, and 0 otherwise;

W, 1s a number of CPU cores of virtual machine type
g€ G from the cloud provider p € P;

W,™ is a minimum required number of CPU cores for
application component a € 4;

E,; is a amount of memory of virtual machine type g
€ G from the cloud provider p € P;

E,;™ is a minimum required amount of memory for
the application component a € 4;

s is a number of constraints that have been met;

m is a total number of constraints;

r; is a penalty weight multiplier that inequity
constraints impose when violated;

¢; is a penalty weight multiplier that equity constraints
impose when violated.

INTRODUCTION

Cloud computing gained popularity in the last decade
and continues to be relevant in our time [1]. Cloud
computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of
configurable computing resources (e.g., servers, storage,
applications, services, and networks) that can be rapidly
provisioned and released with minimal management effort
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or service provider interaction [2]. The significant
advantage of using the cloud provider’s services is the
ability to rapidly scale infrastructure components. This
advantage is achieved due to the rapid provision of
additional computing services for a certain period, which
allows to overcome spikes in service demand. This makes
cloud computing superior to on-premise solutions, as their
computing resources cannot scale with the same ease and
speed.

In turn, the combination of on-premise data centers
and services of cloud providers is widely used in the
industry for hosting information infrastructure. This
approach is called a hybrid cloud. In such an approach,
the services of cloud providers are often used to handle
high demand, while the main computational resources are
concentrated in on-premise data centers. However, while
this approach solves the problem of limited scalability of
on-premise data centers, it is not a long-term solution
because on-premise data centers require constant support
and updates.

According to statistics for 2023, about 92% of
companies plan or already stick to a multi-cloud approach
for service deployment [3, 4]. This statistic is primarily
associated with the advantages provided by a multi-cloud
in comparison to the use of a single-cloud provider. The
biggest disadvantage of using the services of only one
provider is the problem of vendor lock. Vendor lock
refers to a situation where an organization becomes
heavily dependent on a specific cloud service provider.
This dependency restricts the ability to switch to another
cloud provider without spending a substantial budget. The
multi-cloud offers greater flexibility in service
deployment, as all availability zones of selected cloud
service providers can be used to deploy services. As
shown in statistics [3], one of the main reasons for using a
multi-cloud approach is cost optimization for service
deployment and utilization. This is because multi-cloud
provides access to different pricing policies for identical
services among different cloud providers. For example, a
virtual machine with 4 virtual processors and 16 gigabytes
of RAM in the geographical area of Tokyo costs $0.2502
per hour of usage in AWS [5], compared to Google Cloud
where a virtual machine with the same characteristics
costs $0.2168 per hour of usage [6].

Despite the significant advantages provided by the
multi-cloud, it also introduces additional complexity in
building an information infrastructure deployment plan.
Such complexity is associated with an increased set of
possible options, across different providers. The dynamic
changes in load and virtual machine price also add
significant complexity = during deployment plan
construction. To overcome these problems, cloud service
brokering mechanisms are often used [7]. In general, such
mechanisms accept as input parameters the initial
deployment plan of services and statistical data regarding
load changes over a certain period. However, while the
user can provide reliable information regarding the
service placement of information infrastructure, collecting

and presenting information about the dynamics of service
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load changes can be problematic. The main problem in
providing such information lies in its collection. In order
to collect data about the load, it is necessary to observe
the operation of the services, which involves additional
costs. Another problem is that by the time the data is
transferred to the broker, it will already be out of date.

To address the identified problems, this study will
propose a cost optimization method for information
infrastructure deployment in a static multi-cloud
environment. A static environment was chosen because
the information infrastructure will be deployed to collect
data on service loads and obtain patterns of their use. That
is, it is assumed that the data collection period will be
shorter than the period of updating prices for service
usage by the cloud service provider. Information collected
in this way will reflect the actual system needs. In the
future, this information could be used by the broker for
dynamic infrastructure component placement.
Additionally, the resulting initial placement strategy can
speed up the dynamic placement algorithm by using the
provided initial deployment plan as a starting point in the
algorithm’s operation.

The object of study is the informational infrastructure
deployment in a static multi-cloud environment. This
involves analysing how different service pricing for
comparable services from different cloud service
providers can be utilized to minimize the cost of
informational infrastructure operation.

The subject of study is the methods of combinatorial
optimization for creating an information infrastructure
deployment plan.

The purpose of the work is to develop a method
which will create a deployment plan for informational
infrastructure in a static multi-cloud environment. The
resulting plan should consider the provided constraints on
virtual machine parameters and placement strategy. The
goal is to minimize the hourly operational cost of
infrastructure utilization.

1 PROBLEM STATEMENT

Suppose that the hourly price for the use of virtual
machines of class g € G, across cloud providers p € P,
within availability zones € R is static and set to C,,.
Also, provided a set of application components a € A that
form informational infrastructure, which should be
deployed. Then, the set of decision variables X, should
be found that will minimize the information infrastructure
deployment cost as presented in (1-7).

min ) > ZcprgXaPrg’ (1)

acA pePreRgeG
Subject to:
Y Y S X g Wpe =W Va e 4, @
pePreRgeG
> Y S X Epg 2 ES" Vae 4, (€)
pePreRgeG
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Where (2) and (3) define the constraints regarding the
virtual machine parameters on which the application
component should be deployed. Where (2) describes the
constraint for the minimal number of virtual cores and (3)
describes constraints regarding the minimal amount of
virtual memory. Constraints (4) specifies application
components that must be deployed within the same cloud
provider, while (5) specifies the components that must be
deployed in different cloud providers. In (6) the
constraints regarding deploying application components
only in certain availability zones are described. Constraint
(7) specifies that each application component must be
deployed only in one instance on one of the available
virtual machines. This limitation is introduced to simplify
the gathering of necessary information.

2 REVIEW OF THE LITERATURE

The topic of virtual infrastructure deployment, or
Virtual Machines (VMs) placement problem, is widely
described in the literature. These problems are often
classified as combinatorial problems. The main approach
to solving these problems is mathematical optimization
methods. In the literature, the VMs placement problem is
reviewed from two perspectives: from the cloud service
provider’s perspective and from the cloud resource
consumer’s perspective.

The main goal of a cloud service provider is to
maximize profit by utilizing existing resources. For
instance, increasing the profit of the cloud provider in [8]
is achieved by minimizing electricity consumption by the
data centers. This is achieved by compactly rearranging
VMs placement. Meantime the authors tried to find a
balance in  service level agreement change,
simultaneously maximizing it. Additionally, cost
optimization can be achieved through network traffic
optimization by reducing the distance between servers, as
demonstrated in [9].

On the other hand, the goal of cloud service
consumers is to minimize the utilization costs of
information infrastructure that is deployed on the cloud
provider’s services. In articles [7, 10—17], the main focus
was concentrated on minimizing costs associated with
operating the information infrastructure in the cloud. For
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example, in [10], the authors formulated the problem of
virtual machine placement as a multi-objective
optimization problem, the main goal of which was to
minimize processing and memory resource usage. As a
result, the authors proposed the VMPACS algorithm to
solve this problem. The main goal of the proposed
algorithm is to search the solution space more efficiently
and obtain a Pareto set of solutions.

In recent years, the multi-cloud has increasingly
attracted the attention of researchers. This trend is
because multi-cloud provides the ability to use different
pricing policies that are available among different cloud
service providers. This leads to the expansion of search
space in solving the problem of cost optimization of
information infrastructure utilization in the cloud. Thus,
in [11] the authors proposed an algorithm for the optimal
placement of applications in a hybrid cloud. The
described algorithms specialized in service-based
applications (SBA) placement. The authors aimed to
optimize the communication and hosting costs of SBA.
By striking a balance between private and public cloud
resources, the proposed algorithm aims to enhance the
overall efficiency of hybrid cloud deployments. In [12],
authors proposed an optimal virtual machine placement
(OVMP) algorithm. The goal of the presented algorithm
is to minimize the cost of hosting VMs in a multi-cloud
environment with consideration of the uncertainty of
demand and VMs prices. The problem in OVMP is
described as a two-stage stochastic integer programming
problem. In [13] a novel cloud brokering architecture was
presented. This architecture provides a cost-optimized
deployment plan for the placement of virtual resources in
a multi-cloud environment. The main objective of the
resulting deployment plan is to select the best cloud
services with optimal cost, considering the value of the
defined Service Measurement Index along with additional
physical and logical constraints. The proposed cloud
brokering architecture has been modeled using a mixed
integer programming formulation. This formulation is
solved using the Benders decomposition algorithm.

In many studies, the type of VMs placement is divided
into static and dynamic. Dynamic placement involves
optimization of the existing infrastructure placement plan
through dynamic adjustments considering changes in
service loads. Articles dedicated to dynamic placement
operate with statistical data regarding changes in service
prices, service loads, and other parameters. Dynamic
placement algorithms are executed once in a certain
period to respond to a change in load that occurred since
the last algorithm invocation. These algorithms should be
fast to make changes in VMs placement plan as quickly as
possible to reduce the time gap when the number of
available services mismatches the load. In [14], the
authors proposed an optimal cloud resource provisioning
(OCRP) algorithm to address the challenge of resource
provisioning in cloud computing. The authors formulated
a stochastic programming model to optimize the
provisioning of computing resources. They have used
both reservation and on-demand provisioning plans. The
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algorithm takes into account the uncertainty of demand
and resource prices. The authors inspected different
approaches to obtain the solution of the OCRP algorithm,
such as deterministic equivalent formulation, sample-
average approximation, and Bender’s decomposition
algorithm. In [7] authors addressed the Cloud Resource
Management Problem in multi-cloud environments. The
authors tried to reduce the cost and the execution time of
consumer applications among Infrastructure as a Service
services from multiple cloud providers. The authors used
a Biased Random-Key Genetic Algorithm to solve the
problem. This algorithm is based on a cloud brokerage
mechanism and is designed to provide high-quality real-
time solutions to automate the cloud resource
management and deployment process.

Along with dynamic VMs placement algorithms,
static VMs placement algorithms are appearing in the
literature [15-17]. Unlike dynamic, static placement
algorithms are invoked only once to determine the initial
infrastructure placement plan. These algorithms are static
due to neglecting the dynamic changes of wvarious
parameters such as load, service costs, service
availabilities, etc. Such neglect occurs since the algorithm
uses the available values at the time of invocation,
without taking into account their subsequent change over
time [15]. The purpose of the infrastructure deployed in
such a way is to obtain metrics regarding its operation and
interaction patterns. In [15], the authors proposed an
architecture for a cloud broker that deploys VMs across
multiple clouds. The goal of the broker was to minimize
the total infrastructure cost by selecting the best cloud
provider services based on the current conditions. The
authors presented a binary integer programming
formulation of the problem, which was then resolved
using AMPL with the use of MINOS and CPLEX solvers.
In [16] authors proposed a solution to optimize the
placement of VMs across multiple cloud providers taking
into account user-provided criteria. The developed
algorithm was formulated as an integer programming
problem. The authors tried to find a balance between price
and performance tradeoffs for the resulting placement
plan. Criteria provided by the user could steer the VM
allocation by specifying the maximum budget along with
minimum acceptable performance value along with
constraints  regarding load  balance,  hardware
configuration of individual VMs, etc. In [17] authors
formulated the problem of cost optimization in a multi-
site multi-cloud environment. Optimization criteria were
considered as the total price of infrastructure deployment
which included the price of VMs reservation and the price
of communication between them. To solve the problem
authors formulated a greedy-based algorithm.

In reviewed articles, the VMs placement problem is
carried out, almost without consideration of dependency
between them. As some articles include data transmission
cost into the total cost, it is not enough to describe
dependency and communication between applications
inside information infrastructure. Also, the described
approaches consider that distinct applications in
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informational infrastructure should be placed within one
virtual machine. Such a model does not reflect modern
trends. Nowadays, with the development of architectural
approaches to building informational infrastructure, the
virtual machine is used to host application component
rather than the whole application. Additionally, most of
the reviewed articles ignore the possibility of deploying
information infrastructure components in different
availability zones. Therefore, they are using a multi-cloud
approach only to expand the possible choice of VMs for
placement. In contrast, this work will propose a method
for information infrastructure deployment in a static
multi-cloud  environment, in which application
components are placed on different VMs. Also, the
possibility of deploying infrastructure components in
different availability zones will be considered, as well as
the constraints regarding service placement in certain
availability zones that are associated with the legislation
of different countries.
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Figure 1 — System model

3 MATERIALS AND METHODS

As depicted in Figure 1, the system model consists of
six core components: cloud service consumer, cloud
service provider, virtual machines, information
infrastructure, availability zones of cloud providers, and
cloud brokering mechanism. The cloud service consumer
wants to deploy information infrastructure.

Cloud service providers specialize in providing cloud
services to customers on demand. Cloud service providers
offer the following service models: Software as Service
(SaaS) — the capability provided to the consumer to use
the provider’s applications running on cloud
infrastructure, Infrastructure as Service (IaaS) — the
capability provided to the consumer to provision
processing, storage, networks, and other fundamental
computing resources where the consumer can deploy and
run arbitrary software, which can include operating
systems and applications, Platform as Service (PaaS) —
the capability provided to the consumer to deploy onto the
cloud infrastructure consumer-created or acquired
applications created using programming languages,
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libraries, services, and tools supported by the provider [2].
Let P = {Py, P,, ..., Py} define the set of cloud service
providers.

Cloud service providers offer non-standardized APIs
for interacting with their services. Such makes those
services not interchangeable among different providers.
Consequently, the only model that has unified
characteristics and configuration parameters, regardless of
the selected cloud service provider is application-level
services, specifically IaaS services. In this work, among
all TaaS services, the deployment of virtual machines will
be reviewed.

The virtual machines within each cloud provider are
divided into classes by specialization in such a way that
they fully cover customers’ needs. Within each
specialization, virtual machines are further divided into
classes. The division into classes is based on the virtual
machine parameters, with the most common criteria being
the number of virtual processors and the amount of virtual
memory. Thus, among cloud service providers, analogs
can be found for each type of virtual machine within each
specialization. This work will focus on virtual machines
with general-purpose specialization. General-purpose
virtual machines provide a balance of computing,
memory, and networking resources. These instances are
ideal for applications that use these resources in equal
proportions, such as web servers [18]. Therefore, let G =
{G}, Gy, ..., Gy} define a set of virtual machine classes
within general-purpose specialization that are available
among all providers.

Nowadays, there is no direct correlation between the
set of applications in the information infrastructure and
the resulting number of virtual machines that will be used
for their deployment. This is associated with the use of
new architectural approaches to building information
infrastructure and its components. An example of such an
architecture is service-oriented architecture (SOA) [19].
In this architecture applications can be divided into
several components, each of which can be separately
deployed on different virtual machines. Such a
deployment approach enables independent scaling of
application components which leads to more efficient
resource utilization. Let 4 = {4, Ay, ..., Ajs} define the
set of application components. Set A allows the
deployment of different applications and therefore their
components, to do so all application components of all
applications should be placed inside the set.

During the application operation, its components
constantly exchange requests and messages, generating a
significant data flow. To optimize the cost of information
infrastructure operation, application components are
placed as close as possible to each other, usually within
the same provider. Such placement occurs because most
cloud providers have zero communication costs within the
internal network, unlike the costs for communication with
external networks [20]. Therefore, let S (4 xA) define the
relation matrix of application components that must be
deployed within the same cloud provider. Thus, S,
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equals 1 when a; and a, components must be deployed
within the same provider, and 0 otherwise.

Despite the benefits of services co-location, it is also
associated with certain risks. The article [21] gives
examples in which, in order to ensure system security,
application components are deployed on separate clouds.
Such fragmentation of the application is associated with
mistrust towards cloud service providers, as they
represent a closed system where it is impossible to track
what happens to the application source code that is
transferred for hosting. Cloud service providers have
access to inbound and outbound application traffic. Using
this data, application logic can be reconstructed. Due to
such risks, some architectural approaches divide the
application into components, so that the information about
each component is insufficient to reconstruct an overall
picture of the application’s operation. Moreover, these
components are deployed on different clouds. Therefore,
let D (A xA) define the relationship matrix of application
components that should be placed in different clouds.
Thus, D, equals 0 when a; and a, components must be
deployed in different providers, and 1 otherwise.

However not only safety considerations can make
adjustments to the service deployment plan. Restrictions
regarding service deployment may arise from the
legislation of the country in where the user operates. Also,
similar restrictions may arise for clients with whom the
user operates. These restrictions are often related to
regional zones where data can be stored and how it should
be used, along with who can access it, and under which
conditions. An example of such a restriction is the
General Data Protection Regulation (GDPR). GDPR in
the European Union imposes restrictions on the transfer of
personal data outside the European Economic Area (EEA)
to ensure an adequate level of protection. Data transfers to
countries outside the EEA must adhere to specific
safeguards outlined in the GDPR, such as adequacy
decisions, standard contractual clauses, binding corporate
rules, or explicit consent from data subjects [22]. In the
United States, similar restrictions are imposed by laws
such as HIPAA [23] and GLBA [24]. Additionally,
countries such as China, Indonesia, Vietnam, and India
have restrictions in which certain types of data should be
stored and processed only within the country. Therefore,
let R = {R,, Ry, .., Ruy} define the set of availability
zones, such that each provider p € P has a data center
located in the availability zone € R. Also, let B (RxA)
define the relationship matrix between application
component a and availability zone r. Such that, B,, equals
0 when component a should not be deployed in the
availability zone 7, and 1 otherwise.

Cloud service providers offer access to resources on-
demand basis, charging an hourly fee for their usage. The
cost of using a virtual machine depends on its
specialization, parameters, and the region in which it will
be deployed. In addition to the on-demand plan, cloud
service providers offer the opportunity to reserve virtual
machines for a long period. In the reservation plan, the
user pays an upfront fee along with an hourly usage fee.
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The hourly cost of using a reserved virtual machine is
lower than the on-demand rate [25].

This study focuses on the initial deployment of
infrastructure in a multi-cloud environment, the main
purpose of which is to collect the necessary metrics for
further infrastructure utilization. It is considered that the
observation period will be less than the minimum
reservation period, i.e., one year, so only on-demand
virtual machines will be used. Also, such a pricing
scheme is appropriate given the uncertainty of the virtual
machines’ utilization post-observation period. Therefore,
let the element C,,, from the matrix C (PxRxG) define
the hourly price of a virtual machine at the provider p € P,
in the region » € R of class g € G for on-demand usage.

The described problem is a combinatorial optimization
problem, as the main challenge lies in the optimal or
suboptimal ~ deployment  of  virtual = machines.
Combinatorial optimization problems (COPs), especially
real-world COPs, are challenging because they are
difficult to formulate and solve. Additionally, choosing
the proper solver algorithm and defining its best
configuration is also a difficult task due to the existence
of several solvers characterized by different
parametrizations [26].

To solve the problem, a family of genetic algorithms
was used. Genetic algorithms (GA) are a family of
computational models inspired by evolution. These
algorithms encode a potential solution to a specific
problem on a simple chromosome-like data structure and
apply recombination operators to these structures to
preserve critical information [27]. The general scheme of
the GA is presented in Figure 2.

Algorithm 1 Genetic algorithm
1: Initialize the initial population P randomly
2: Set the generation counter g = 0
4 while the termination criterion is not met do
4 Evaluate the objective function values for each individual in P
5 Caleulate the fitness value for each individual based on the ohjective
function results
i Increment the generation connter (g += 1)
T Select individuals for reproduction based on fitness values
8 Apply the crossover operation to generate offspring
o Apply the mutation operation to introduce variations
10: Update population P with the new generation of individuals
11: end while

12: return the individual with the lowest objective function value from P

Figure 2 — General scheme of generic algorithm

Due to constraint (7), the solution string encoding is
performed in the form of representing decision variables
as a vector.

GA is suited for unconstrained optimization. For use
in constrained optimization, a penalty function is
introduced. The main goal of the penalty function is to
add a penalty value to the fitness result for an infeasible
solution. The penalty value depends on the constraint’s
violation amount or on the amount by which constraints
are violated. Therefore, a feasible result would have more
chances to pass through during the reproduction phase in
comparison to an infeasible one. There are two types of
penalty functions: exterior and interior [27]. In the interior
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penalty function, all elements from the initial population
should be feasible. On the other hand, the exterior penalty
function doesn’t require an initial population to be
feasible. Exterior penalty functions are used more often
because, in some cases, finding a feasible solution is itself
an NP-hard task.

In this work, different exterior penalty functions will
be compared to find out the best-fitting one for the
described problem, such as:

— Static penalty function;

— Dynamic penalty function;

— Additive penalty function.

The static penalty function adds a penalty based on the
number of violated constraints. The static penalty function
was taken from [28] and has the following form:

of (x), when x is feasible, (8)

static (x) = K (l—i), otherwise.
m

Where x is the solution vector, of (x) is the value of the
objective function for the solution vector x, K is a large
positive constant, s determines the number of constraints
that have been met, and m determines the total number of
constraints.

A dynamic penalty function adjusts the penalty value
during the optimization process using information about
the current state of the population. These adjustments
balance the exploration and exploitation phases of
optimization, potentially improving both the speed and
quality of results. The dynamic penalty function was
chosen from [29] and presented in equations (9—12):

dynamic (x) = of (x)+ (Yt)“ SVC(S,x) » 9
SVC(ﬂ,x)zin(x)+ ViDj(x)’ (10)

0, when g,(x)<0, i<gq,
Di(x)= { g,(x)|, otherwise, (a1

Where in (9) x is the solution vector, of (x) is the value
of the objective function for the solution vector x. Y, a, B
are the input parameters of the penalty function, which are
defined by the user and ¢ is the iteration counter. Equation
(10) determines the value of the penalty function
depending on the violated constraints, where m is the total
number of constraints. The (11) equation determines the
penalty value imposed by inequality constraints when the
constraints are violated, suppose that inequality
constraints have the following representation g;(x) < 0,
Vie{l,2,...,q}. The (12) equation in turn determines
the penalty value for equality constraints with following
form h;(x)=0, Vje {g+1,q+2,...,m}.

The additive penalty function uses weights that are
defined for each constraint independently. Additive

penalties have the following form:
opsuaacczss @ @) ©
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additive (x) = of (x) + Zq: rG,(x)+ ichj (x)>

(13)
rneM Vie{l,2,..,q}, c,;eM Vje{g+l,q+2,..,m}

G,(_X) = max[O, gi(x)ﬁ] > (14)

L(x)=[h,(x)|- (15)

Where in (13) »; and ¢; define the penalty weight
multipliers that inequality and equality constraints
respectively impose when violated. Also, parameters [
and y in (14) and (15) are used to balance the impact that
inequality and equality constraints have on penalty value.
The set M contains the values of all weights. Compared to
the previously described penalty functions, this function
can be more precisely adapted to the problem due to a
larger set of parameters and the possibility of fine-tuning
them. But with such an opportunity, the problem of
finding the values of these weights arises. The issue is
that the penalty value directly depends on the values of
the weights 7; and ¢;. If they are set too small, the time to
find the first feasible solution will increase, while the
result could be better due to the possible search across the
infeasible region [28]. Conversely, if »; and ¢; are given
too large values, the GA will quickly enter the local
optimum and will less frequently resort to searching
across infeasible space.

To find the 7; and ¢; parameter values of the additive
function, the scalable semi-swarm parameter optimization
algorithm (S3POA) was developed. The algorithm
consists of two stages: finding relative parameter values
and adjusting them.

In the first stage of the S3POA algorithm, the
objective function was modified so that each constraint,
when violated, was multiplied by a large value. Thus, the
penalty function takes the following form (16).

Evaluate (x) =of (x)+ B Zq:ﬁG[(xH- iEij(x) . (16)

i Jj=q+1

Algorithm 2 Scalable Semi-Swarm Parameter Optimization Algorithm
(S3POA)

: Input: geneticAlgorithmlterationCount, SipoalterationCount

- Output: M

. Initialize M as an array of 1s with the length of m

s Seti=0

5: while i < S3poalterationCount do

Set the iteration count for the genetic algorithm to geneticAlgorithmIt-

erationCount
Set constraint weights to A

08

last_peprelation = run the genetie algorithm with the given parameters

9: if any element in last_population is not feasible then

10: most_violated = pet the most violated constraint  from
last_pegrelation

11: Increment the element in M corresponding to most_violated

12: end if

13 i+=1

14: end while

15: return M

Figure 3 — Scheme of the first stage of S3POA

In Figure 3 the scheme of the first stage of S3POA is
presented. The input parameters for the described
algorithm include the number of iterations of the GA.
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This value should not be too small to allow the algorithm
to reach a local optimum, but it also should not be too big
to prevent the algorithm from conducting a long search in
the infeasible region. The idea of the first stage algorithm
involves conducting a fixed number of iterations of the
GA with the (16) objective function. After the GA is
finished, the final population is analyzed. If any element
of the final population belongs to the feasible region, the
next iteration of the algorithm is performed. Otherwise,
among the elements of the final population, the constraint
with the most violations is identified. After finding such a
constraint, its corresponding relative weight (f; for a non-
strict constraint and ¢; for a strict constraint) is increased
by one. The next iteration of the algorithm is conducted
with updated weights. The algorithms continue until a
given number of iterations is reached which is provided as
an input parameter to the algorithm.

Gradually increasing the values of the stopping
weights, decreases the probability that they will be
violated in the next iteration of the algorithm. This leads
to a more comprehensive consideration of the resulting
weight values. As a result, the values of the relative
weights f; and ¢ are obtained such that /s € M Vie {1, 2,

.,q, 6 eMVjed{gtl g+2,..,m} These
relative weights allow for examining the relationship
between constraints.

The found relative weight values cannot be used
immediately to solve the given problem, as their value
increases with the number of algorithm iterations, which
may result in assigning excessive values to them.
Excessively large values of these parameters will lead to a
situation where the GA will quickly find a feasible
solution, but then it will have a harder time considering
infeasible solutions because it will have excessively high
fitness values [28]. To overcome this issue, found weight
values are considered relative. To find the best fitting
weight values, the objective function from (13) will be
used, but with the following values:

L, 7 =1,

i :{ 7;, otherwise, an
L oc;=1

€ :{qu, otherwise. (18)

In (17) and (18), the multiplier u is responsible for the
scale that should be applied to the variables {; and ¢; to
avoid the problem of insufficient and excessive weight
assignment. The value of relative weights equal to 1 is not
scaled since during the experiments these constraints were
not violated, so they do not prevent reaching the feasible
solution.

4 EXPERIMENTS
To conduct the experiments, the input parameters of
the problem were set and presented in Tables 1 — 6. Table
1 shows the regions where virtual machines will be
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deployed. As for cloud service providers, AWS, Azure,
and Google Cloud were chosen as they occupy a
significant portion of the cloud services market [30].

Table 2 — Description of selected virtual machines among different cloud service providers

VM names Provider vCPUs Sl\:lz Zn(]gg)
t2.small AWS 1 2
t2.medium AWS 2 4
t2.xlarge AWS 4 16
t2.2xlarge AWS 8 32
Standart_Al_V2 Azure 1 2
Standart_A2_V2 Azure 2 4
Standart_A4_V2 Azure 4 8
Standart_A8_V2 Azure 8 16
t2d-standard-1 Google Cloud 1 4
t2d-standard-2 Google Cloud 2 8
t2d-standard-4 Google Cloud 4 16
t2d-standard-8 Google Cloud 8 32

Information about the selected classes of virtual
machines, their characteristics, and the on-demand hourly
cost of using them relative to regions is presented in Table
2. According to the information presented in Table 2, four
different classes of virtual machines were formed based
on the number of virtual processors. Tables 3—5 describe
the requirements regarding application components
deployment. Thus, Table 3 presents the requirements
regarding application components deployment within the
same cloud service provider, defining the matrix S. Table
4 presents the requirements regarding application
components deployment within different cloud service
providers, defining the matrix D. Table 5 describes the
requirements regarding the characteristics of virtual
machines on which application components should be
deployed.

Constraints regarding the application components
deployment in relation to availability zones were also
introduced.  Specifically, a3 and a¢ application
components must be located within the European
geographic region, meaning they can be deployed in the
EU West and EU Central geographical zones.

© Rolik O. I., Zhevakin S. D., 2024
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AWS
EU west eu-west-1
US east us-east-1
EU eu-central-1
central
Japan asia-southl-a

Table 1 — Correspondence of the geographic regions to the
availability regions of the providers

Lo Price in
Pricein st East US
®
0.027 0.025
0.0539 0.0499
0.2086 0.1926
0.4172 0.3852
0.041 0.043
0.087 0.091
0.183 0.191
0.383 0.4
0.0465 0.0476
0.0929 0.0952
0.1859 0.1903
0.3718 0.3806

Sweden Central

Azure

West Europe

East US

Japan East

Price in North

Europe ($)

0.0286
0.0571
0.2214
0.4428
0.041
0.0861
0.182
0.38
0.0465
0.093

0.1861
0.3721

Google Cloud
europe-west1-b

us-east4-a

europe-northl-a

asia-northeast1-a

Price in
Japan ($)

0.0322
0.0643
0.2502
0.5004
0.054
0.113
0.238
0.5
0.0542
0.1084

0.2168
0.4336

Table 3 — Constraints on the placement of application
components within one provider

1
1 0
21
3.0
4 0
5 0
6 0
7 0
8 0
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Table 4 — Constraints on the placement of application
components across different providers

1
1 1
21
3.0
4 1
5 1
6 0
7 1
8 1

2

3

0
0
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Table 5 — Minimum required virtual machine parameter
values for application components deployment

Application 123 4 |56 |7 8
Min vCPU 201 4 6 3|1 2 8

Min Memory (GB) | 4 |2 | 16 | 16 | 8 | 2 | 16 | 20

To conduct experiments, a virtual machine of class
c7ixlarge from the AWS provider was used. The
c7ixlarge is the compute-optimized family of instances
with 4 vCPUs of Intel Xeon Scalable (Sapphire Rapids)
with 3.2 GHz clock speed, 8.0 GB of memory, and up to
12.5 Gbps of bandwidth [31].

The same basic parameters of the GA were set for
each penalty function. Also, the GA was run 100 times
with each penalty function. The termination condition for
the algorithm was reaching 1000 iterations.

Parameter tuning of the penalty function parameters as
well as other GA parameters is carried out individually
for each problem. Parameter tuning for GAs is widely
covered in the literature. In this section, the focus will be
on parameter tuning for the described penalty functions.

As for the static penalty function input parameter is K,
which, as described in [29], should be a large number.
Therefore, during the experiments, the value determined
by the authors will be used, such that K = 10°.

For the dynamic penalty function, the input
parameters are the values Y, a, B. The authors in [29]
suggest using values ¥ = 0.5, a = 2, B = 2. To find the
values of these parameters, a series of experiments were
conducted, as a result of which it was found that, for the
described problem, the best result was achieved with the
values Y=10.7, a = 1, p = 1. These values will be used in
further experiments.

For the additive penalty function, weight values were
calculated with the S3POA algorithm. As input
parameters for the S3POA algorithm, the value of
geneticAlgorithmlterationCount was set to 89. With this
number of iterations, GA reached a feasible solution in
47.8% of invocations, such an indicator showed the
ability of the algorithm to find feasible value without
conducting an extensive search. The value of
S3poalterationCount was set to 1000. The value of B was
set to 10°. As depicted in [29], common values of p and y
parameters are 1 or 2. During experiments, those
parameters were assigned the following values: B = 1,
vy = 2, since the described problem has only one type of
equality constraint (7) which had a significant impact on
the result and was most often violated.

5 RESULTS
Based on the results of the conducted experiments, the
static penalty function failed to achieve a result that
belongs to the feasible region. This outcome was due to
the function definition, as it only considered the number
of violated constraints without considering the degree of
their violation. Unfortunately, this description was
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insufficient to guide the algorithm toward a feasible
result. Therefore, the results of the static penalty function
were excluded from the further experiment results.

3.0

2.797

Hourly utilization cost ($)
- ~ ~ N ~ ™
. ] o (5] - -] [
s s N L L L

[y
o
L

1.583

Additive
Figure 4 — Comparison of the average objective function values
for the additive and dynamic penalty functions.

Dynamic

For the dynamic and additive penalty functions, the
resulting values of the objective functions that belonged
to the feasible region were compared. To analyze the
obtained results, the value of the approximated global
optimum was determined. This value was found during
problem-solving without considering constraints (4)—(7).
The excluded constraints described the deployment plan
of virtual machines. Figure 4 demonstrates a comparison
diagram of the average obtained results for the dynamic
and additive penalty functions. It includes the average,
maximum, and minimum values of the objective function
obtained during the experiments. The value of the
approximated optimum was displayed in Figure 4 with a
dashed line.

Additionally, a comparison of the average time spent
to find the first feasible and resulting solutions for the
dynamic and additive penalty functions was conducted,
and the obtained results are presented in Figure 5.

1000
812.92
800
661.74
@ 600
£ 370.48
= 400 '
200 152.02

,

First feasible solution Resulting solution

m Additive Dynamic
Figure 5 — Comparison of the average time spent to find the
first feasible and the resulting solutions for the additive and
dynamic penalty functions.
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6 DISCUSSION

Comparing the results of the dynamic and additive
penalty functions, it can be concluded that the dynamic
penalty function failed to achieve any feasible result in
33% of epy experiments, while for the additive penalty
function, this indicator was only 10% of the conducted
experiments.

To assess the possibility of the selected penalty
functions exiting from the local optimum and continuing
searching for a better solution, after reaching the first
feasible solution, experiments were conducted in which
the first founded feasible solution was compared with the
resulting solution of the algorithm. Thus, among all the
results that reached a feasible solution, the additive
penalty function obtained a resulting solution that was
better than the first feasible solution in 85% of cases,
while for the dynamic penalty function, this indicator was
61%.

Analyzing Figure 4, it can be concluded that the
additive penalty function, on average, showed on 8.933%
better results than the dynamic function. Also, on average,
the result of the additive function was by 22.36% greater
than the value of the approximated optimum.

For the additive penalty function, the average
algorithm runtime was 1241.53 seconds, while for the
dynamic penalty function, this value was equal to 1239.59
seconds. Based on the obtained results, the use of
different penalty functions had almost no effect on the
overall algorithm runtime.

Analyzing the data presented in Figure 5, it can be
concluded that, on average, the GA with the additive
penalty function required 2.437 times less time to find the
first feasible solution compared to the dynamic penalty
function. Also, the average time spent to find the best
solution for the additive penalty function was 18.6% less
than the time required for the dynamic penalty function to
find such a solution. Considering that 85% of the
resulting solutions obtained by the additive penalty
function were better than the first feasible solution,
compared to 61% for the dynamic function, it can be
concluded that, despite spending less time to find the best
solution, the additive function less often stopped at the
local optimum and had a higher chance of finding a more
profitable solution.

Summing up, it can be concluded that during the
experiments, the additive penalty function performed
better than the dynamic and the static penalty functions.
Also, this result indicates that the described S3POA
parameter tuning algorithm is capable of balancing the
input parameter values. On the one hand, the algorithm
spends less time finding the first feasible solution, and on
the other hand, upon reaching a local optimum, the
algorithm retains the ability to search for better solutions
among the infeasible region. Referring to [28], these
characteristics indicate the selection of best-fitting
parameter values for the penalty function. This result was
achieved through direct interaction with the problem
during the determination of parameter values. That is, the

proposed parameter tuning method directly interacted
© Rolik O. I., Zhevakin S. D., 2024
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with the problem, dynamically adjusting the parameter
values to achieve better results, rather than statically
enumerating possible values as was the case with the
dynamic and static functions.

CONCLUSION
In this paper, the problem of informational
infrastructure deployment in a static multi-cloud

environment was formulated as an optimization problem,
the main goal of which was to minimize the hourly cost of
utilizing information infrastructure. A GA was used to
solve the formulated problem. Various penalty functions
were observed for the proposed algorithm, namely static,
dynamic, and additive. The input parameter values were
tuned for the selected penalty functions. Additionally, a
S3POA parameter tuning algorithm for the penalty
function parameters was proposed. The obtained results
showed that the additive penalty function with parameters
selected by the proposed S3POA method turned out to be
better in comparison to others.

The scientific novelty. A new method was proposed
that allows the decrease of information infatuation
utilization cost in a static multi-cloud environment, which
considers the division of the application into components
and introduces restrictions on their placement. The use of
different availability zones to deploy application
components was also considered. Additionally, a new
parameter optimization method for GA penalty functions
was proposed, which allows obtaining better parameter
values due to consistent interaction with the researched
problem.

The practical orientation of the study. The
information infrastructure deployed under the described
assumptions can be used to collect data about application
load and interaction patterns over a certain period. Such
information provides a clear view of infrastructure needs
and can be used during infrastructure operations to have
reliable information on the possible service loads and
resource requirements.

Prospects for further research. In future research, it
makes sense to consider the usage of scalable instances.
In addition, the proposed solution can be integrated into
dynamic placement algorithms to be used as a starting
point in the algorithm’s operation.
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V]IK 004.94

METO/I ONTUMI3ALII BATPAT JJIs1 POSMIIIEHHSA IH®OPMAINIAHOI IHOPACTPYKTYPHU B
CTATUYHOMY MYJbTUXMAPHOMY CEPEJOBUII

Pouaik O. I. — 1-p TexH. Hayk, npodecop, 3aBigyBay kadenpu iHGopMaLiHHUX CHCTEM Ta TeXHOJOTiH, HarioHaapHUN TeXHIYHUN
yHiBepcuteT Ykpainu «KuiBcekuiil monitexniganit iHcTUTYT iMeHi Irops Cikopceskoroy, Kuis, Ykpaina.

Kesakin C. Jl. — acmipanT kadeapu iHGOpPMAIIHUX CHCTEM Ta TEXHOJOriH, HarioHanpHUI TeXHIYHUI yHIBEpCUTET YKpaiHH
«KwuiBcekuii nonitexaigaui iHcTUTYT iMeHi Iropst Cikopcbkoro», Kuis, Ykpaina.

AHOTALIA

AkTyanabHicTb. OcTaHHIM YacoM HaOyJia MOMyJISIPHOCTI TeMa PO3MileHHs iHPOpMaLiifHOl iHPPACTPYKTYpH B MYJIBTUXMAPHOMY
cepenoBunli. Jlana TeHOeHIIsA MOB’sA3aHa 3 THM, IO MYJIBTUXMapHE CEPEIOBHUILE HAaJa€ MOMKIMUBICTh BUKOPHUCTOBYBAaTH YHIKaJIbHI
CepBiCH PI3HMX XMApHUX IOCTadaJbHUKIB. TakWM UYHHOM, BCi JOCTYIIHI CEpBICH XMapHHX IIOCTA4aJbHHKIB MOXYTh OyTH
BUKOpHCTaHi Ipu 1moOynoBi iHdopmariiHoi iHppacTpykTypu. KpiMm Toro, pi3Hi IiHOBI MOMITHKH Cepex IMOCTadalbHUKIB MOXYTh
OyTn po3mIIHYTI npu BHOOpi cepBiciB. IIpore 31 30UTBIIEHHSM KIIBKOCTI HasBHUX HOCTAYaJILHUKIB XMapHHX IIOCIYT 3pOCTAE
CKJIQ/IHICTh OOYIOBY ONTHMAIIBHOTO IIIaHy 3 PO3MilleHHs iH(opMamiiHo1 iHppacTpyKTypH.

Mera podoTun. MeToro po0OoTH € onTHMI3alis BUTpaT IOB’S3aHUX 3 EKCIUTyaTalielo iHpopMaLiiHOi iHppacTpyKTypu B
MYJIBTHXMapHOMY CEPEIOBHILI 3 ypaxyBaHHSM LiiH Ha aHAJIOTIYHI CEPBICH, Cepe/l OCTaYaIbHUKIB XMapHUX TTOCIYT.

Metoa. B poGoTi mpormoHyeThCSI HOBHM METOA ONTHMI3alii BUTpAT Ui po3MilleHHs iH(GOpMaLiiiHOl iHPpacTpyKTypHu B
CTaTUYHOMY MYJIBTUXMApHOMY CEpENOBHII, SIKHA MiHIMI3y€ MOTOIMHHY BapTICTh ii BHKOpUCTaHHs. (s BupimieHHsS wiel 3amadqi
OyJI0 BHKOPHCTaHO TEHETHYHUH anroputM. Bymm posrmsHyTi pisHi ¢yHKOii mTpady I TeHEeTHYHOTO aaropuTMy. Takox
TIPOTIOHYE€THCSI HOBUH METOA MiA0Oopy mapaMeTpiB i GyHKLii mrpady.

PesyasTatn. byna mpoBemeHa cepis eKCIIEpUMEHTIB A MOPIBHSAHHS pe3ysbTaTiB pi3HMX GyHKOii mrpady. Pesympratn
MoKa3aiy, Mo QyHKILs mTpady i3 3anpornoHOBaHHM METOAOM MiAOOPY MapaMeTpiB 3HAXOIUIIA PIIICHHSI, SKe OyJIO y CEpeHbOMY Ha
8,933% xpamuM i Bumaramo Ha 18,6% MeHme uacy, B HOpiBHSHI 3 iHmMMH. OTpuMaHi pe3yiabTaTH JEMOHCTPYIOTh, IO
3anpOINOHOBAHUI MeTox migdopy mapameTpiB 3alesmnedye eeKTHBHHH MOLIYK cepeln oOnacTeil AOMyCTHMHX 1 HEIOIyCTHMHUX
pillIeHb.

BucHoBoOK. 3arrporoHOBaHO HOBHI METOJ] ONTHMIi3allil BUTPAT IJIsl PO3MILIEHHS iHPOpMaIiifHOl iHQPACTPYKTYpH B CTATUIHOMY
MYJIBTUXMapHOMY cepenoBuili. OHaK, HE3BaXat04Yu Ha e(heKTHBHICTD 3alIPOIIOHOBAHOIO METOY, IOr0 MOXHA 3HAYHO TTOKPAILUTH.
30Kkpema, HEOOXiAHO PO3IIITHYTH MOXIIHBICTD 3aTy4CHHS MACIITA0OBAHUX BipTyaJbHUX MAaIIMH IIPH PO3MIIIeHH] iH(opMarmiiHol
iH}pacTpyKTYpH.

KJIIOYOBI CJIOBA: onTtumizanisi BUTpar, iHpopManiiiHa iHppacTpyKTypa, MOYaTKOBE PO3MILIEHHS, MYJIBTHXMapa, METOX
nigbopy nmapamerpis, GyHKIs mTpadis.
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