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ABSTRACT

Context. Image segmentation plays a key role in computer vision. The quality of segmentation is affected by many factors:
noise, artifacts, complex shapes of objects. Classical methods cannot always guarantee good success, depending on the quality of the
image and the existing noise, they cannot always achieve the desired result. The proposed method uses an ensemble of neural net-
works, which makes it possible to increase the accuracy and stability of segmentation.

Objective. The goal of the work is to develop a new method of combining predictions of neural network ensembles, which can
improve segmentation accuracy by combining images of different image sizes.

Method. A method is proposed that averages the shapes of objects depicted on prediction masks. A pyramid of images is used to
improve segmentation quality, each level of the pyramid corresponds to an increased size of the original image. This approach allows
obtaining image characteristics at different levels. For a test image, a prediction is obtained from each neural network in the ensem-
ble, after which a pyramid is built for the image. All pyramid levels are combined into the final image using SAAMC. All obtained
final images for each neural network are also combined at the end using SAAMC. The use of an ensemble of neural networks com-
bined with the pyramid method allows for reducing the impact of noise and artifacts on the segmentation results.

Results. The use of this method was compared with the usual use of individual neural networks and the ensemble averaging
method. The obtained results show that the proposed method outperforms its competitors. Application of the proposed method im-
proved the accuracy and quality of segmentation.

Conclusions. The conducted research confirmed the sense of using an ensemble of neural networks and creating a new method
of combining predictions. The use of an ensemble of neural networks makes it possible to compensate for the errors and shortcom-
ings of individual neural networks. Using the proposed method can significantly reduce the impact of noise and artifacts on segmen-
tation. Further study and modification of this method will make it possible to further improve the quality of segmentation.

KEYWORDS: machine learning; image recognition; neural network; image segmentation, computer vision.

ABBREVIATIONS
DSC is a Dice-Sorensen coefficient;
DCNN is a Deep Convolutional Neural Network;
FCN is a Fully Convolutional Network;
FPN is a Feature Pyramid Network;
SAAMC is a Shape Averaging with Alignment to a
Mean Center.

O is a length of one side of the input image;
P; is an i-th prediction;

R is an image size at level i;

S is a set of images;

Xmean 1S @ mean value of X coordinates;

Ymean 1S @ mean value of ¥ coordinates.

INTRODUCTION
Modern methods of image segmentation are mostly
A is a set of pixels of ground truth mask; based on neural networks. The use of neural networks for
Accuracynpey 18 an accuracy of new method; segmentation tasks of various types of images has proven
AccuraCycompeiitor 1S an accuracy of competitive  its effectiveness compared to classical methods [1]. De-
method; spite the achievements brought by the use of neural net-
B is a set of pixels of a predicted mask; works, there were still some difficulties that had to be
Ciis i-th center of mass; faced: noise, artifacts, complex objects, instability of re-

NOMENCLATURE

Cnean 1S @ mean center of mass;

d is a difference between two distance maps;
d.y is a difference between all distance maps;
dt() is a distance transformation function;
f(x) is a proposed method;

i is an index of an element;

liis i-th image;

l,s 1s a resulting image;

lesized 1S @ resized image;

k is a pyramid level number;

mask; is i-th image mask;

~mask is an inverted image mask;

M is a length of one side of an image;

n is a number of elements;

N is a number of pyramid levels;
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sults. For this, new methods were developed, as well as
new neural networks that could minimize the impact of
various undesirable conditions on the segmentation result.

One of the improved approaches to solving such prob-
lems was the U-Net neural network [2], which had sig-
nificant success in segmentation of medical images. But
neural networks still continued to face significant chal-
lenges. For this, ensemble methods were proposed. This
approach included combining the results of several neural
networks and improving the quality of segmentation.
Thanks to ensemble methods, it became possible to in-
crease the accuracy and reliability of segmentation. En-
semble methods and image segmentation were not ig-
nored, the proposed methods: averaging, weighted aver-
aging, training one network on different data demon-
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strated their effectiveness compared to previously created
methods. The main role was played by the methods of
unification. The ease of their use is one of the advantages.
This article proposes to consider a new method that com-
bines the advantage of combining masks and using differ-
ent image sizes to extract image features at different lev-
els. This method is aimed at increasing the accuracy of
segmentation and smoothing out the bad influence of low-
quality images.

The object of study is performance of the proposed
method. The main focus is on combining the predictions
of different neural networks, as well as using a different
number of pyramid levels to extract different image char-
acteristics. This study includes an analysis of the methods
used and an assessment of their effectiveness on two data
sets.

The subject of study is ensemble methods and the
pyramid method. Existing methods have their pros and
cons. The application of these methods to different data
sets may have different results. The development of a new
method that can improve the accuracy of segmentation
and minimize the impact of existing noise is a necessity.

The purpose of the work is to develop a new ensem-
ble method that can improve the accuracy of image seg-
mentation and test its effectiveness.

1 PROBLEM STATEMENT

Image segmentation is a complex task in computer vi-
sion. Segmentation problems are especially relevant when
using this approach in complex areas such as medicine,
self-driving cars, robotics. The use of segmentation in
such areas requires high reliability and accuracy of re-
sults, which traditional methods cannot cope with. One of
the most difficult areas in which it is necessary to guaran-
tee maximum reliability and accuracy of segmentation is
the segmentation of medical images. The presence of
noise, artifacts, incorrect exposure or the influence of
poor-quality equipment creates significant difficulties in
performing successful segmentation. Let us assume that a
set of images of unknown quality is given:

S :{'i}in=1'

For a given data set, the problem of developing a new
ensemble method can be represented as:

Accuracy,, = f (S)— max.

To solve the problems associated with poor segmentation
quality, it is necessary that the proposed method be better
than its competitors:

Accuracynew > Accur aCYcompetitor”
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2 REVIEW OF THE LITERATURE

Ensemble methods have proven themselves to be
highly effective methods for solving complex problems.
The main idea of the ensemble approach is to combine
several neural networks, which makes it possible to
smooth out the errors of individual networks. Thanks to
the use of ensembles, it became possible to combine dif-
ferent architectures, which in turn makes it possible to
take into account different aspects and extract the neces-
sary characteristics in different ways. Different neural
networks can produce results differently, depending on
the data used. Combining them makes it possible to min-
imize the receipt of erroneous predictions and get a better
result.

The earliest ensemble methods were: bagging [3],
boosting [4] and stacking [5]. Bagging allows training
several models on different subsets of data, and at the end
either voting for the final result or averaging. Boosting is
based on the idea of improving each subsequent model.
This method is used when a neural network gets bad re-
sults. Each neural network in the ensemble learns from
the errors of the previous one. In stacking, several models
are trained, after which their predictions are passed to a
meta-model, which forms the final prediction based on
the data.

In their paper [6], the authors present an analysis of
published works on ensemble learning and ensemble deep
learning. A new approach for retinal vessel segmentation
based on deep ensemble learning is presented in the study
[7]. The obtained results showed that the proposed model
outperforms existing methods on different datasets. In the
paper [8], a deep ensemble model was proposed for clas-
sification of histopathological images of the breast. The
proposed method was compared with others, as a result of
which it was able to provide an advantage of 5-20%. En-
semble learning for brain tumor classification was pro-
posed in the paper [9]. As a preprocessing of the data, the
authors used Gabor filters to remove noise. They used
three models: EfficientNet, DenseNet and MobileNet in
order to achieve diversity in feature extraction. The meth-
od proposed by the authors showed good results and
promising performance. In the paper [10], the authors
proposed a method for using ensemble learning to detect
skin cancer. The authors argue that the use of individual
models is not as reliable as desired and they cannot
achieve the required accuracy. In turn, thanks to the use of
an ensemble of neural networks, it was possible to
achieve a better result.

A three-phase approach for sclera segmentation in eye
images is presented in the paper [11]. In their study, the
authors use five deep learning models: Unet-DenseNet,
FPN with DenseNet, Unet-ResNet50, TransUnet, and
Swin-UNet. Using such models in an ensemble ensures a
different approach to extracting the necessary features and
improving the quality of segmentation. With this ap-
proach, the authors minimized the impact of errors and
were able to achieve a good result. The paper [12] dis-
cusses a heterogeneous ensemble approach based on
DCNN. In their work, the authors use weighted averag-

OPEN a ACCESS




p-ISSN 1607-3274 Pagioenexkrponika, inpopmaTuka, ynpasiainss. 2024. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 4

ing. They assign larger weights to the models that showed
the best result during testing. This approach helped to
generalize the distribution and prove the advantage of
using the ensemble method.

In the paper [13], the authors propose a pyramid atten-
tion method for image restoration. This method captures
features that are located far from each other from a multi-
scale pyramid of features. The proposed approach can be
easily integrated into different neural architectures. A
multi-scale feature pyramid fusion network is proposed in
the paper [14]. The authors conducted the study on three
datasets and compared their method with U-Net. Ulti-
mately, the authors were able to achieve better results
than the competitive network. Spectral-Spatial Feature
Pyramid Network was proposed in [15]. This network
extracts multi-scale spectral information and multi-scale
spatial information using the attention mechanism and
feature pyramid structure. The obtained results indicate
that the network can achieve good results. In the paper
[16], the authors propose a context-aware network with a
two-stream pyramid (CANet). They use this network to
segment medical images on three datasets. Using this ap-
proach gave a positive result compared to 13 competitive
methods. By using a pyramid of multi-scale features [17],
the authors were able to demonstrate the effectiveness of
the pyramidal multi-scale structure for segmentation of
histopathological images. The authors focus on adapting
to changes in image resolution, which helps to improve
the quality of segmentation.

3 MATERIALS AND METHODS

At the beginning of the construction of the proposed
algorithm, n number of neural networks is selected, which
will comprise the ensemble.

First stage. Let there be an |; image of size MxM, in
grayscale. It is necessary to build a pyramid of levels for
it. This means building an image pyramid that will accept
an image of size from the data set as input, will contain n
levels, where at each level the size of the original image
will increase in size. In this study, the following image
sizes were used in the pyramid: 64x64, 128x128,
256x256, 512x512, 1024x1024, 2048x2048 and
4096x4096. The pyramid can be designated as:

Pyramid:{h, |2~-|n}a

where at each level of the pyramid the image is desig-
nated as:

1.
The image size was determined as follows:
R = {(O X 2i_1)>< (O X zi_lli IS [1,..., N ]}

Second stage. After the pyramid has been built, it is
necessary to obtain predictions for each level of the pyr-
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amid. The size of the prediction mask is equal to the size
of the image for which the prediction was made.

Third stage. Here it is necessary to bring each level of
the pyramid to a single size:

Vie {1,2...N }: Resize(]j) = | MxM

resized,i*

After which all the images that are in the pyramid will
be presented in the same size.

Fourth stage. The method of combination of predic-
tions must be applied to all the obtained images at the
third stage, in this case SAAMC will be used. First, it is
necessary to find the average value of the center for all
the predictions used. Let n predictions be given {Py, P, ...
P.}, each object on the mask has a center of mass {C;, C,
... Cq}. The average value of the center for all objects will
be Cmean = (Xmean~ ymean)! where:

1 n
Xmean:_zxi
N
and
1 n
ymean:_zyi'
Nzt

After the average center has been obtained, it is neces-
sary for each prediction P; to shift the object relative to its
new center — the mean center. When all objects have been
shifted relative to the mean center, it is necessary to aver-
age the shapes of the objects using the formula:

n
dan= z d (maski),
i=1

where d(mask) is the function given below:

d= dt(mask)— dt(~ mask).

The distance transformation method calculates the
minimum distance from the object pixel to the back-
ground pixel. The final averaging of the object shapes is
as follows:

I res = dan > 0.

To average the shapes of objects, it is necessary to
sum up the obtained results and if the sum is greater than
0, then the pixels become white, otherwise black.

Fifth stage. For each neural network in the ensemble,
the final result was obtained at the fourth stage. At this
stage, it is necessary to apply SAAMC, which was de-
scribed in the fourth stage, to all images obtained at the
fourth stage. This stage is similar to the fourth, only the
input images need to be changed.
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To summarize all of the above, we can outline the
proposed method in the form of a list of tasks:

1. Create a pyramid.

2. Get predictions for all levels of the pyramid.

3. Resize all images resulting from the second step.

4. Perform averaging of objects depicted in the predic-
tions obtained in the third stage.

5. Perform averaging of objects depicted in the predic-
tions obtained in the fourth stage.

Visually, all stages of the proposed method can be
seen in Figure 2, the stage number is indicated in the cir-
cle.

4 EXPERIMENTS

Data obtained from open sources were used to conduct
the experiments [18, 19]. These were X-rays and lung
masks for them. In order to conduct the study in more
detail, it was decided to split this data set into two. As a
result, two sets were obtained: one contains masks of the
left lung, the second masks of the right lung. Each dataset
contained 703 images, where 630 images were used for
training and the remaining 73 were used for testing. All
images were presented in 512x512 size and in grayscale.
An example of the images used can be seen in Figure 1.
On the left in the image is the mask of the right lung, on
the right is the mask of the left lung.

The neural network used was FCN8-MobileNet. It
combines the FCN architecture and the MobileNet base
model. This network combines two architectures for more
efficient feature extraction and improved segmentation.
Its main advantage is also its lightweight architecture,
which helps reduce the number of adjustable parameters
and increase its speed.

Figure 1 — The example of thé images used and their masks
To check the similarity of the prediction and the
ground truth mask, the Dice-Sorensen coefficient was

used. It was represented by the following formula:
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2ANB|
DSC =————.
[A+[g]

First of all, it was necessary to study the behavior of
neural networks separately. For this purpose, 10 neural
networks were trained on each data set. The next step was
to obtain the DSC for different input image sizes. For this,
one neural network was used, and the same operations
were performed for each data set. An image resizing op-
eration was applied to each test image. The following
dimensions were used for this purpose: 64x64, 128x128,
256x256, 512x512, 1024x1024, 2048x2048 and
4096%4096. For each image with different sizes, a predic-
tion was obtained. Then, for all images, the average DSC
value was obtained and written down in a table.

The following experiment was used to justify the use
of the ensemble. For this, an ensemble of 10 networks
was used. Two methods were used to combine predictions
in the ensemble: the well-known averaging method and
SAAMC.

The use of the pyramid method for neural networks
separately was also considered. For the combination of
images obtained at each level of the pyramid, the same
two methods were used: the averaging method and
SAAMC. Table 1 shows the sizes of the images that were
used to create the pyramids. The cross indicates the sizes
of the images at each level of the pyramid. The images
used are square, so only one side will be listed in the ta-
ble.

Table 1 — Image sizes used at pyramid levels

Name Image sizes (MxM)
64 128 256 512 1024 2048 4096
A X X X
B X X X
C X X
D X X X
E X X X X
F X X X X X X X

And at the very end, the use of an ensemble of neural
networks for the pyramid method and methods of combin-
ing predictions was considered.

5 RESULTS

The DSC for all 20 trained neural networks is pre-
sented in Table 2. The obtained results indicate a good
degree of segmentation. The small spread between neural
networks indicates the stable operation of the model used.

Table 3 clearly shows how image size affects segmen-
tation accuracy. The datasets used images of 512x512
pixels. Comparing this size with others, we can see that
for this model, reducing the image size only worsened the
situation. Increasing the image size, on the contrary, in-
creased the accuracy of the prediction. For both sets, the
best result was using images of 4096x4096.

The advantage of the ensemble is shown in Table 4.
The segmentation quality of the ensemble is higher than
the average quality of the neural networks separately. For
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both data sets, the ensembles showed a better result. And
SAAMC showed better accuracy than its analogue.

The studies of the use of pyramids with different lev-
els for single networks were presented in Tables 5 and 6.
They considered two different methods of combining lev-
el images. In Table 5, for the left and right lungs, the best
result was using a pyramid that contained levels with the
following image sizes: 512x512, 1024x1024, 2048x2048,
4096%4096. The best result for the left lung was able to
exceed the average value for single networks. For the
right lung, the situation is worse, the result obtained was
less than the average of single networks.

In Table 6, for the left lung, to achieve the best result,
it was necessary to use a pyramid with the following lev-
els: 512x512, 1024x1024, 2048x2048, 4096x4096. For
the right lung, the following sizes helped to achieve a
good result: 512x512, 1024x1024, 2048%2048. In both
cases, the results obtained exceeded the average for single
networks.

The results obtained using the proposed method are in
Table 7. For the averaging method, to achieve better re-
sults, it was necessary to use a pyramid with the following
levels: 512x512, 1024x1024, 2048x2048, 4096x4096.

Network-1 Network-N
i
e’ B’ B N
512x512 512x512 512x512
o
e’ BB .
1024)[1024 1024x1024  S12x512 n n
'} g" 512x512 512x512
" | lal e a
204851{2048 2048x2048  -12%312
e
B B
'_ g Sin ! 512x512
4096x4096  4096x4096
512x512
Figure 2 — Step-by-step example of the algorithm’s operation.
Table 2 — Similarity measure for trained neural networks
Dataset Neural network number Statistics
1 2 3 4 5 6 7 8 9 10 Min Max Mean
Left lung 0.9540 | 0.9564 | 0.9559 | 0.9554 | 0.9553 | 0.9548 | 0.9575 [ 0.9574 | 0.9560 | 0.9597 | 0.9540 | 0.9597 | 0.9562
Right lung 0.9485 | 0.9553 | 0.9519 | 0.9532 | 0.9488 | 0.9561 | 0.9580 | 0.9567 | 0.9568 | 0.9558 | 0.9485 | 0.9580 | 0.9541
Table 3 — Similarity measure for one neural network for different image sizes
Image size (MxM)
Dataset 64 128 256 512 1024 2048 2096
Left lung 0.8906 0.9356 0.9478 0.9540 0.9555 0.9563 0.9565
Right lung 0.8360 0.9219 0.9408 0.9485 0.9490 0.9499 0.9502
Table 4 — Similarity measure for an ensemble of neural networks
Dataset Combining method
Mean averaging SAAMC
Left lung 0.9599 0.9638
Right lung 0.9588 0.9610
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Table 5 — Similarity measure using the pyramid method with mean averaging

Neural network number Statistics
Dataset | Approach = 2 3 3 6 7 g 9 10 Mean
A 0.9210 0.9272 0.9289 0.9241 0.9211 0.9297 0.9357 0.9319 0.9269 0.9308 0.9277
B 0.9418 0.9457 0.9471 0.9464 0.9417 0.9455 0.9499 | 0.9484 0.9454 0.9498 0.9462
Left C 0.9542 0.9567 0.9559 0.9555 0.9555 0.9549 0.9576 | 0.9575 0.9563 0.9598 0.9564
lung D 0.9543 0.9563 0.9574 0.9561 0.9544 0.9560 0.9588 0.9585 0.9561 0.9602 0.9568
E 0.9557 0.9577 0.9585 0.9570 0.9560 0.9573 0.9600 | 0.9598 0.9573 0.9613 0.9580
F 0.9539 0.9559 0.9572 0.9557 0.9540 0.9557 0.9586 | 0.9583 0.9557 0.9599 0.9565
A 0.9007 0.9278 0.9137 0.9172 0.9154 0.9220 0.9274 | 0.9291 0.9312 0.9267 0.9007
B 0.9335 0.9477 0.9377 0.9409 0.9370 0.9457 0.9501 0.9497 0.9485 0.9459 0.9335
Right C 0.9487 0.9555 0.9520 0.9533 0.9489 0.9562 0.9581 0.9568 0.9569 0.9559 0.9487
lung D 0.9479 0.9556 0.9515 0.9526 0.9489 0.9551 0.9578 0.9566 0.9569 0.9556 0.9479
E 0.9492 0.9563 0.9525 0.9538 0.9499 0.9559 0.9583 0.9571 0.9576 0.9566 0.9492
F 0.9472 0.9554 | 0.9509 0.9520 0.9485 0.9548 0.9575 0.9564 0.9566 0.9552 0.9472
Table 6 — Similarity measure using the pyramid method with SAAMC
Dataset | Approach Neural network number Statistics
1 2 3 4 6 7 8 9 10 Mean
A 0.9424 0.9474 0.9362 0.9377 0.9498 0.9425 0.9456 0.9476 0.9447 | 0.9494 0.9443
B 0.9539 0.9578 0.9529 0.9522 0.9574 0.9536 0.9563 0.9562 0.9552 0.958 0.9554
Left C 0.9560 0.9571 0.9578 0.9562 0.9558 0.9562 0.9590 0.9589 0.9571 0.9605 0.9575
lung D 0.9579 0.9591 0.9587 0.9575 0.9580 0.9580 0.9608 0.9606 0.9585 | 0.9622 0.9591
E 0.9580 0.9590 0.9594 0.9577 0.9577 0.9584 0.9612 0.9609 0.9586 | 0.9624 0.9593
F 0.9551 0.9580 0.9533 0.9518 0.9576 0.9550 0.9582 0.9580 0.9561 0.9600 0.9563
A 0.9229 0.9342 0.9157 0.9312 0.9260 0.9415 0.9343 0.9335 0.9370 | 0.9345 0.9311
B 0.9448 0.9515 0.9468 0.9501 0.9450 0.9548 0.9545 0.9528 0.9532 | 0.9525 0.9506
Right C 0.9486 0.9561 0.9522 0.9533 0.9496 0.9562 0.9581 0.9570 0.9571 0.9561 0.9544
lung D 0.9506 0.9568 0.9539 0.9550 0.9510 0.9572 0.9590 0.9577 0.9580 | 0.9575 0.9557
E 0.9505 0.9568 0.9536 0.9548 0.9511 0.9569 0.9588 0.9578 0.9580 | 0.9575 0.9556
F 0.9425 0.9510 0.9421 0.9492 0.9435 0.9548 0.9528 0.9515 0.9529 | 0.9530 0.9493
Table 7 — Similarity measure for an ensemble using the pyramid method with SAAMC
Method
Dataset Approach Mean averaging SAAMC

A 0.9327 0.9524

B 0.9505 0.9629

C 0.9607 0.9646

Left lung D 0.9615 0.9666

E 0.9627 0.9666

F 0.9611 0.9634

A 0.9268 0.9396

B 0.9485 0.9573

. C 0.9594 0.9612

Right lung D 0.9592 0.9623

E 0.9602 0.9622

F 0.9588 0.9561

When applying the proposed method for the left lung,
it was necessary to use a pyramid with the following level
sizes: 512x512, 1024x1024, 2048%2048. For the right
lung: 512x512, 1024x1024, 2048x2048, 4096x4096. As
can be seen from the tables, in all cases SAAMC was
better than average averaging. For the left lung, the im-
provement was 1.034, for the right 0.8236 compared to
using single networks.

6 DISCUSSION

Starting from studying the simple use of ensembles,
one can already notice the advantage of SAAMC over
averaging. The study of the use of different sizes
presented in Table 3 shows that the network that was used
extracted features from large-size images better. In this
case, the use of the pyramidal method made it possible to
improve the quality of segmentation by extracting from
different levels. This suggests that using higher resolution
images allows the model to detect finer details.
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By combining the results of 10 networks, we were
able to prove the advantage of using the ensemble meth-
od. Using the ensemble allows us to smooth out the short-
comings of individual networks and enhance the final
result. In this way, we can minimize the impact of noise,
artifacts, and other undesirable moments.

The most important thing was the confirmation of the
advantage of SAAMC over averaging and using single
networks.

One of the main advantages of the method used is its
ease of use and guaranteed results. Using FPN imposes a
limitation in the form of increased computational costs.
The higher the image resolution, the longer it takes to
process, which means the model itself will take many
times longer to learn. It is worth noting that the improve-
ment in accuracy was noticed just when the resolution
increased and larger images were used. This proves the
main advantage of this method. To use it, there is no need
to train a special neural network, as well as configure a
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large number of parameters. All we need is to simply ap-
ply the proposed algorithm to an ensemble of neural net-
works. Naturally, we can combine different architectures,
which can further improve the accuracy of the prediction.
And using FPN as neural networks for an ensemble can
also improve accuracy, but do not forget about the speed.

CONCLUSIONS

A new ensemble method for combining predictions
was proposed. The proposed method demonstrated its
effectiveness in improving the quality of segmentation.
Using the pyramid method as a basis for the developed
method made it possible to extract features from different
levels. Using the ensemble approach made it possible to
smooth out the shortcomings of individual neural net-
works and combine their strengths. The main advantage
of the method is its simplicity in implementation com-
pared to the creation of FPN networks.

The scientific novelty of the obtained results is for
the first time, a combination method was proposed that
combines the advantages of the pyramid method and
SAAMC. The results obtained confirmed the effective-
ness of this method. The use of different resolutions at
different levels of the pyramid made it possible to extract
more detailed data, and the use of an ensemble of neural
networks made it possible to combine the strengths of the
neural networks used.

The practical significance of obtained results is that
the use of the proposed method was tested on two medical
data sets containing X-ray images. The use of this method
can be easily implemented in automated systems for seg-
mentation of medical images.

Prospects for further research are further develop-
ments of modifications of this method for further im-
provement of segmentation quality. For example, studies
of using a large number of neural networks in ensembles,
as well as using different architectures.
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AHCAMBJIEBHI1 METO/] 3ACHOBAHMIT HA YCEPEJIHEHHI ®OPM OB’E€KTIB, BHKOPUCTOBYIOUM MIPAMITHUI
METOJ

Konroxos B. Jl. — acnipant, [HcTuTyT eHepreTnynux Mamu i cucteM iM. A. M. Iliaropaoro HAH Ykpainu, Xapkis, Ykpaina.

AHOTALIA

AKTyaibHicTh. CerMenTailis 300paxeHp Bijlirpae KJIHOUOBY poJib B KOMII I0TepHOMY 30pi. Ha sikicTh cermenTartii BrutiBae 6arato ¢ax-
TOpIB: 1IyM, apTedakTy, ckianHi popmu 00’ekrtiB. KitacuyHi MeToiu He 3aBXM MOXYTh FrapaHTYBaTH FAPHUH YCIIiX, B 3aJI€KHOCTI BiJI KO-
CTi 300paXXCHHS Ta HasBHOT'O IIyMY, BOHU HE 3aBXIH MOXYTbH JOCSAITH 0a)KaHOTO pe3yJbTaTy. 3alpOIOHOBAHMI METOJ BUKOPHCTOBYE aH-
caM0J1b HEHPOHHUX MEPEXK, 10 A€ 3MOT'Y IMiIBUIIUTH TOYHICTh Ta CTAOLIBHICTh CErMEHTAILIIi.

Meta po6oTu — po3poOUTH HOBHIT METOA KOMOIHYyBaHHS mepeadaueHb aHCAaMOII0 HEHPOHHHX MEPEeX, SKUil 3MOXKE MOKPAIIUTH TOY-
HICTh CErMEHTAIlil 32 paXyHOK KOMOIHYyBaHHS 300pa)KeHb Pi3HOTO PO3MIpy 300paKeHb.

MeTtoa. 3anporIOHOBaHO METOJ SIKUI BHKOHYE ycepeaHeHHs (opM 00’€KTiB 300pakeHNX Ha MacKax-nependoadeHHsx. s gocarHeHHs
HOKPAIICHHS SIKOCTI CErMEHTaIll BUKOPHUCTOBY€EThCS MipaMifia 300paxxeHb, KOXKEH PiBeHb MipaMilu BilOBigae 301IbIIEHOMY PO3MIipy moda-
TKOBOTO 300pakeHHs. Takuii MmiAXix HO3BOJSIE OTPUMYBATH XapaKTEPUCTUKU 300pakeHHsS Ha Pi3HUX piBHsAX. [l TECTOBOro 300paskeHHs
OTPUMYETHCS NepedadeHHs BiJl KOXKHOT HEHPOHHOT Mepexi B ancamOuti, ITicist 4oro Juist 300pakeHHst OynyeThes nipamina. Bei piBHi mipami-
1M KOMOIHYIOThCA B (hiHANIBHE 300paXKeHHS 3a JJOIIOMOI0I0 METOJa ycepenHeHHs GopM 00’ekTiB. Bei orpumani dinanbHi 300paskeHHS 1T
KO)KHOI HEHPOHHOI Mepeki B KiHI[I TAaKOXK KOMOIHYIOTBCS 3a JOMOMOTOK METOAa ycepenHeHHs Gopm 00’ekTiB. BukopucranHs aHcamOITi0
HEHPOHHHMX MEPEK Ta MipaMiJIHOTO METOJY JTAI0Th 3MOT'Y 3MEHILMTH BIUIMB IIYMIB Ta apTe(aKTiB Ha Pe3yJIbTaT CerMeHTallii.

PesyasTaTn. BukopucraHHs JaHOro MeToxy OYJIO MOPIBHSAHO 31 3BUYaHUM BUKOPHCTAHHSIM OKPEMUX HEHPOHHHX MEpex Ta aHcamOie-
BUM METOZIOM ycepenHeHH. OTpuMaHi pe3yIbTaTh MOKa3y0Th, 0 3aPOIIOHOBAHUI METO] epeBEePIILye CBOIX KOHKYPEHTIB. 3aCTOCYBaHHS
3aMPONOHOBAHOTO METO/IY MOKPAIIKIO TOYHICT Ta SKICTh CErMEHTAII1.

BucnoBku. [IpoBeneHe NOCIIDKEHHS MiATBEPAUIO CEHC BUKOPHCTAHHS aHCAMOJIO HEHPOHHHMX MEPEeX Ta CTBOPEHHS HOBOTO METOIY
KOMOiHYBaHHS nependadcHb. BUKoprcTaHHS aHCaMOII0 HEHPOHHUX MEPEX JJa€ MOXKIIMBICTh KOMIICHCYBAaTH OMIIKH Ta HEJOIIKU OKPEMUX
HEHpPOHHHUX MepeX. BUKOpHCTaHHSA 3aIpONOHOBAHOrO METORY MOXKE 3HH3MTH BIUIMB IIyMiB Ta apredakxriB Ha cermenramiroo. Ilomamsmre
BHBYCHHs Ta MOJAM(DIKALisl [bOTO METOY JaayTh 3MOTY IIOKPAILUTH I1Ie OUTbIIE SKICTh CErMEHTALli.

KJIFOYOBI CJIOBA: maimuHHe HaBUYaHHS, PO3ITi3HaBaHHs 00pa3iB, HEHPOHHA Meperka, CerMeHTallist 300pakeHHs, KOMIT IOTepHUH 3ip.
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