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ABSTRACT

Context. The problem of algorithmization the search for formal solutions of the problem of algebraic synthesis of a finite state
ma-chine with datapath of transitions is considered. The concept of complete and partial solutions of this problem is proposed. The
object of research is the automated synthesis of the finite state machine in the part of the function of transitions without taking into
account the function of outputs. The basis of the algebraic implementation of the transition function is the author's approach to the
transformation of state codes using a set of arithmetic and logical operations. The search for formal solutions to the problem of alge-
braic synthesis is a complex process that requires the use of appropriate methods and algorithms aimed at special coding of states and
mapping of operations of transitions to individual state machine transitions. The use of partial solutions of the problem of algebraic
synthesis can contribute to reducing the executing time of such algorithms and reducing the overall design time of digital control
devices based on a finite state machine with an datapath of transitions.

Objective. Development and research of algorithms for finding complete and partial solutions to the problem of algebraic syn-
thesis of a finite state machine with datapath of transitions.

Method. The research is based on the structure of a finite state machine with datapath of transitions. The synthesis of the circuit
of the state machine involves the preliminary solution of the problem of algebraic synthesis. The result is the so-called formal solu-
tion of this problem, which contains two components. The first component is defined state codes, the second component is arithmetic
and logic operations mapped to separate state machine transitions. Finite state machine can be synthesized in that case if transforma-
tion of given state codes in the process of making transitions is possible using a given set of operations. Verification of this possibil-
ity is carried out using the known matrix approach. It involves the formation and element-by-element mapping of two matrices — the
matrix of transitions and the combined matrix of operations. As a result, a coverage matrix is formed, which reflects the possibility of
implementing (covering) of state machine transitions by specified arithmetic and logic operations. Changing the way of encoding
states or the set of operations can give different solutions to the problem of algebraic synthesis with a greater or lesser number of
covered state machine transitions.

Results. Using the example of an abstract graph-scheme of the control algorithm, it is demonstrated that the solution of the prob-
lem of algebraic synthesis of a finite state machine with datapath of transitions can be considered a situation when one or more state
machine transitions cannot be implemented using a given set of operations. It is proposed to call such situation as a partial solution of
the problem of algebraic synthesis. The implementation of all transitions by specified operations gives a complete solution of this
problem, but the number of complete solutions is always much smaller than the number of partial solutions. Therefore, in the general
case, the search for complete solutions takes much more time and, moreover, is not always possible.

Conclusions. The design of a logical circuit of a finite state machine with datapath of transitions is possible in the case of a com-
plete or partial solution of the problem of algebraic synthesis. In the case of a partial solution, those transitions that cannot be imple-
mented by any of the available operations are implemented in a canonical way using a system of Boolean equations. The search for
complete solutions generally takes more time than the search for partial solutions. This makes actual the development of algorithms
and methods of synthesis of this class of finite state machine, based on the search for partial solutions of the problem of algebraic
synthesis.

KEYWORDS: finite state machine, datapath of transitions, graph-scheme of algorithm, arithmetic and logical operations, alge-
braic synthesis, partial solution.
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ABBREVIATIONS
FSM is a finite state machine;
DT is a datapath of transitions;
GSA is a graph-scheme of algorithm;
TO is a transitions operation.

NOMENCLATURE
A is a sets of FSM states;
Xis a sets of logical conditions;
Y is a sets of microoperations;
M is a number of FSM states;
L is a number of logical conditions analyzed by FSM;
P is a number of microoperations formed by FSM;
R is a bit capacity of state code;
O is a set of transitions operations;
O; is an element of set O;
| is a number of TO;
B is a number of uncovered FSM transitions;
Bnin 18 @ minimal number of uncovered transitions;
T is a code of FSM current state;
D is a code of next state;
G is a graph-scheme of algorithm.

INTRODUCTION

Digital systems take a significant place in various
spheres of human activity [1]. An integral component of a
digital system is a control unit, the function of which is to
coordinate the operation of all elements of the system [2,
3]. One of the ways of implementing a control unit is a
finite state machine (FSM), in which a given control algo-
rithm is implemented in the form of a logic circuit [4-6].
Compared to other types of control units, FSM is charac-
terized by maximum speed due to the possibility of realiz-
ing multidirectional automatic transitions in one operation
cycle. The disadvantage of FSM circuit is hardware ex-
penses, which are maximum compared to other types of
control units [2, 3, 7]. This worsens such characteristics of
the FSM circuit as cost, energy consumption, dimensions,
reliability, etc. [8, 9]. In this aspect, the scientific and
practical problem of reducing hardware expenses in the
FSM logic circuit is actual [3, 9, 10].

One of the well-known approaches to reducing hard-
ware expenses in the FSM circuit is so-called operational
transformation of state codes [11]. According to it, the
transformation of state codes during state machine transi-
tions is carried out not according to the system of canoni-
cal Boolean equations, but with using of a given set of
arithmetic and logical operations (transitions operations,
TO), which are performed on the code of the current state
of the finite state machine. A set of such operations is
implemented in the form of a set of corresponding combi-
national circuits, which form the so-called datapath of
transitions (DT). The use of DT in the structure of FSM
gives rise to the structure of a finite state machine with
datapath of transitions (FSM with DT) [11]. The reduc-
tion of hardware expenses in the FSM with DT circuit
compared to the canonical FSM is achieved due to the
fact that as part of the DT, each combinational circuit is
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able to implement any number of FSM transitions with
fixed hardware expenses for their implementation.

The synthesis of FSM with DT involves two main
stages: algebraic synthesis and synthesis of the logic cir-
cuit of the FSM based on the results of algebraic synthesis
[12]. Algebraic synthesis of the FSM is currently not suf-
ficiently formalized and is not presented in the form of a
method or an algorithmic and software implementation.
This complicates the process of automated design and
narrows the area of application of this FSM class.

In [13], it is shown that the algebraic synthesis of
FSM with DT is reduced to the solution of the problem of
algebraic synthesis. The search for solutions of this prob-
lem is proposed to be carried out using the comparison of
special matrices, the first of which reflects the system of
transitions of the finite state machine with a given coding
of states, and the second reflects the possibilities of con-
verting state codes using a given set of arithmetic and
logic operations. The rules for constructing and compar-
ing such matrices are considered in [13].

The object of the study is the algebraic synthesis of a
finite state machine with datapath of transitions.

Algebraic synthesis is considered completed under
two conditions: if all states of the FSM are coded; if for
each FSM transition, the transformation of the current
state code into the transition state code can be performed
using one of the specified transitions operations.

The subject of the study are algorithms for finding
complete and partial solutions of the problem of algebraic
synthesis of FSM with DT.

The purpose of the work is the development and
comparative research of algorithms of finding complete
and partial solutions of the problem of algebraic synthesis
of finite state machine with datapath of transitions.

1 PROBLEM STATEMENT

Let the finite state machine with datapath of transi-
tions be given in the form of a graph-scheme of the algo-
rithm (GSA) [3, 10]. According to this GSA, a set of
states A={ay, ..., am}, a set of input signals X={X,, ..., X_}
and a set of microoperations Y={yi, ..., Yp} are formed.
The set of transitions operations O = {O, ..., O} is also
given. Each element O; € O represents a certain arithme-
tic or logical operation, which provides an appropriate
interpretation of the binary codes of the FSM states. The
GSA and the set O are input data for the algebraic synthe-
sis of FSM with DT.

This article solves the problem of developing algo-
rithms for obtaining complete and partial solutions of
problems of algebraic synthesis of FSM with DT for
given GSA and a set of transition operations.

2 REVIEW OF THE LITERATURE
Known methods of optimizing the logic circuit of a fi-
nite state machine usually lead to changes in its structure
[3, 6, 10]. This article considers the structure of finite
state machine with datapath of transitions [11]. In it, the
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transition function is implemented on the basis of the
datapath of transitions, which provides a set of arithmetic
or logical operations for the transformation of state codes.
The synthesis of FSM with DT is considered in [12].

Let the FSM with DT be given by GSA G (Fig. 1).
The operation vertices of this GSA do not contain
microoperations and are shown empty. This is done in
order to focus precisely on the function of transitions of
the FSM, and not on the function of outputs. The output
function in FSM with DT is implemented in the same way
as in FSM with a canonical structure [2-5, 10] and is not
considered in this paper.

Start do

End ao

Figure 1 — Graph-scheme of algorithm G

GSA G contains 8 states of the Moore state machine
[10] ay — a7, for coding of which R =3 binary digits are
sufficient. GSA contains both conditional and uncondi-
tional FSM transitions, the total number of which is 12.

Let the set of TO O= {O,, O,, O3} be also given,
where

01: D:T+ 110; (1)
02: D=T V0102, (2)
0;:D=T®110,. (3)

In expressions (1)—(3), the symbol T means code of
current state, the symbol D means code of transition state.
TO O represents the addition of one, TO O, is a disjunc-
tion with binary constant 010, TO O; is XOR operation
with binary constant 110.
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The result of any TO is code of transition state of the
FSM. This means that result of TO must always have the
same bit size as the argument of TO (current state code).
This bit size in the article is denoted by the symbol R and
for GSA G is equal to 3. If TO O, and O; are bitwise
logical operations, TO O, is an arithmetic operation (in-
crement). If result of the increment is one digit greater
than the argument, R lower digits should be taken as the
result of the TO. Therefore, it is more correct to write TO
O, as follows:

Ou: D = (T + 139) mod 8. @)

Here, mod means modulo — the operation of taking the
remainder of a devision the value (T + 1¢) by 8, where
the number 8 is calculated as 2% This is equivalent to
taking three lower digits from the increment result.

All arithmetic and logical operations should be ar-
ranged in a similar way. For example, if the logical opera-
tion of a cyclic bit shift is used, the shift must be carried
out within R bits, that is, within the bit size of the state
code of the FSM. If the arithmetic operation of adding the
decimal constant 5 is used, its result is also taken modulo
2R =8. That is, (6 + 5) mod 8 = 3.

Now consider the algebraic synthesis of FSM with
DT. It consists in the coordinated execution of the follow-
ing actions [12]:

1) each state of the FSM is assigned an unique code
from a set of admissible state codes (usually from the
range of integers [0; 2°~1]);

2) each FSM transition is mapped to a certain opera-
tion from the set O (the same operation can be mapped to
several transitions).

The result of these actions should be the operational
implementation of all or the vast majority of state ma-
chine transitions. A transition has an operational imple-
mentation if the code of the initial state is transformed
into the code of the state of the transition using the TO
mapped to this transition. If none of the given TOs allows
such a transformation, the transition has no operational
implementation with the selected states coding and the
given set of TOs.

In Fig. 2 an example of operational implementation of
all transitions of GSA G for the set of TOs formed by
operations (1)—(3) is shown.

In Fig. 2, the decimal code of state and its binary
equivalent are recorded in each vertex marked by the state
of the Moore FSM. Decimal codes should be considered
when the transition to this state or from this state is car-
ried out using an arithmetic TO. Binary codes are required
in the case of using logical TO. Also in Fig. 2, each tran-
sition branch is marked by an operation mapped at this
transition. For ease of understanding, TO O, is marked
with “+1”, TO O, — with “v 0107, TO O; — with “® 110”.

It can be noted that in Fig. 2, each FSM transition is
implemented (covered) by one of the given TOs. For ex-
ample, a conditional transition from state a; with code
310=011, to state a; with code 5, =101, is covered by
the operation “@® 1107, since 011, @ 110, = 101,.
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410 = 1002 a.()
> +1

Figure 2 — Example of operational implementation
of all transitions of GSA G

do

From Fig. 2, you can see that each TO is used to im-
plement several FSM transitions. However, as part of the
datapath of transitions, the circuit of each TO has fixed
structure and fixed hardware expenses, which do not de-
pend on the number of FSM transitions covered by this
TO [11, 12]. For a large-sized GSA, the incrementer cir-
cuit can implement dozens and hundreds of transitions
with fixed hardware expenses for their implementation.
This is the basis of the well-known class of counter-based
finite state machines [2]. FSM with DT is positioned as a
generalization of an FSM with counter for the case of
using a set of different arithmetic and logical operations.
It is the possibility of implementing many FSM transi-
tions with the help of a fixed set of TOs with fixed hard-
ware expenses that ensures the saving of resources for the
implementation the transition function of the FSM with
DT compared to the canonical FSM [11].

If the states are coded in a different way or a different
set of TOs is specified, part of the FSM transitions may
remain uncovered. Consider a fragment of Fig. 2, in
which codes of states of @, and a; are swapped (Fig. 3).

On this fragment, transitions a;—a,, a;—a,; and
a3 —3a¢ cannot be realized by any of the TOs O; — O;. At
the same time, the transition a,—»a; can be implemented
using TO O;. So, changing the codes of the two states
added three FSM transitions, not covered by any of the
given TOs.
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110:0012 a.6

Figure 3 — Fragment of GSA G with uncovered
state machine transitions

After carrying out the algebraic synthesis of FSM with
DT, there is a stage of synthesis of the logical circuit of
the FSM. This stage, in contrast to algebraic synthesis, is
sufficiently formalized and is discussed in [12].

In [13], the situation when all FSM transitions are
covered by given TOs is called a “formal solution to the
problem of algebraic synthesis of FSM with DT”. The
term “formal” here means that in the presence of such a
solution, the functioning of the FSM is possible according
to the principle of operational transformation of state
codes and the synthesis of the logical circuit of the FSM
is possible. The formal solution does not guarantee a re-
duction in the hardware expenses in the FSM circuit, but
only ensures the functioning of the FSM based on the
datapath of transitions.

The examples given in [13] demonstrate the possibil-
ity of the existence of a set of formal solutions of the
problem of algebraic synthesis for a given GSA. Also in
[13] the concepts of effective and optimal solutions are
introduced. These solutions form proper subsets on the set
of formal solutions. They are interesting in that their use
makes it possible to obtain a gain in hardware expenses in
the resulting circuit of the FSM with DT compared to
other FSM structures.

It should be noted that the synthesis of the logical cir-
cuit of FSM with DT is possible even if part of FSM tran-
sitions remains uncovered by existing transitions opera-
tions [14]. In this case, all transitions not covered by TOs
are implemented separately from other transitions accord-
ing to the same principle as in the transition circuit of
canonical FSM [2, 3, 10]. For them, a system of Boolean
equations of the form (5) is formed, for which a corre-
sponding combinational circuit is synthesized.

D =D (T, X). ©)

In expression (5), the transition function D depends on
the current state T and input signals X. The number of
system equations is equal to R (bit size of the state code).

The combinational circuit synthesized in this way is
considered as one of the operations of set O. It is added to
the datapath of transitions and receives a separate code,
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according to which its output is multiplexed with the out-
puts of other OPs circuits. For the considered example,
the structure of the datapath is shown in Fig. 4. Blocks
O, — O5 correspond to transitions operations from the set
O. Block O4 contains a combinational circuit constructed
according to equation (5). It can be considered that the O,
block implements a non-standard logical TO, which is
performed on the code of the current state T and the input
signals X. The synthesis of such block is discussed in de-
tail in [14]. In Fig. 4, the multiplexer MUX under the con-
trol of the signals of the TO code W forms the code of the
next state D, which enters the memory register of the
FSM (not shown in the figure).

T » O]
» 02 »
MUX—» D
» (OR »
X ——>» O LA
w

Figure 4 — Structure of datapath of transitions
in case of canonical realization of several transitions

3 MATERIALS AND METHODS

According to the results of algebraic synthesis, two
situations are possible:

1. All FSM transitions are covered by the specified
TOs.

2. Part of FSM transitions remained not covered by
the given TOs and should be implemented in a canonical
way according to the system of Boolean equations.

Let us clarify the meaning of a formal solution of the
problem of algebraic synthesis of FSM with DT, given in
[13]. We will consider the result of algebraic synthesis to
be a formal solution, regardless of the number of covered
transitions. To distinguish between full and partial cover-
age of transitions, we introduce the following definitions.

A solution in which all FSM transitions are covered
by a given set of transitions operations will be called a
complete solution of the problem of algebraic synthesis of
FSM with DT.

A partial solution of the problem of algebraic synthe-
sis of FSM with DT will be called a solution in which part
of the transitions remains uncovered by a given set of
TOs.

In a partial solution, the number of uncovered transi-
tions can vary from 1 to the total number of all transitions
of a given FSM. In the extreme case, if all transitions re-
main uncovered, the FSM with DT degenerates into a
canonical FSM with the according structure [3, 10].

The purpose of differentiating complete and partial so-
lutions is as follows.
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Currently, there are no effective algorithms for finding
complete solutions to the problem of algebraic synthesis
of FSM with DT. It is not obvious what codes should be
assigned to the FSM states so that all transitions be cov-
ered by a given set of operations. With a fixed set of TOs,
the search for formal solutions can be reduced to enu-
meration of variants for coding states with a set of admis-
sible codes. For each encoding variant, a transition cover-
age check must be performed.

During the enumeration of variants of states encoding,
the complete solution can be found at the beginning of the
enumeration, at the very end of the enumeration, or not
found at all. At the same time, going through all possible
options for coding states requires considerable time. If the
GSA contains M states, for the coding of which R binary
bits are enough, then the number of state coding variants
N is determined by expression (6).

N - 2R

= . 6
eR-m)y ©

For our example, with R=3, M=8, we have
N =40320 (taking into account 0!=1). However, for
FSM with 10 states, we will get N = 29-10° coding vari-
ants. For GSA with M > 16, the number of state coding
variants does not allow considering all variants within
reasonable time limits.

We will proceed from the assumption that all com-
plete solutions will lead to the same or similar hardware
expenses in the FSM circuit. Therefore, it is sufficient to
find only one complete solution, after which the enumera-
tion of state coding variants can be stopped. This allows
us to propose an algorithm for finding a complete solution
to the problem of algebraic synthesis of FSM with DT,
the flowchart of which is shown in Fig. 5.

The peculiarity of this algorithm is that the search for
a solution takes place until the first solution is found. At
the same time, the algorithm does not guarantee finding a
complete solution, since a complete solution may not ex-
ist for a given GSA and a given set of TOs. The following
statements should be considered valid:

1. The probability of finding a complete solution in-
creases with an increase in the number of transitions op-
erations used.

2. The probability of finding a complete solution de-
creases with an increase in the number of FSM states with
a fixed set of TO.

It follows from the first statement that the smaller the
number of TOs used, the lower the probability of finding
a complete solution. However, the economy of hardware
expenses in the circuit of FSM with DT is achieved pre-
cisely due to the reduction of the number of TOs and the
simplification of the circuit of datapath of transitions.
Therefore, the desire to reduce the number of used TOs
contributes to the failure to find complete solutions.

It follows from the second statement that increasing
the complexity of the control algorithm implemented by
FSM also does not contribute to finding complete solu-
tions. The complexity of the algorithm in this case is
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measured by the number of its states, which affects the bit
size R of state code. Therefore, the more complex the
FSM is, the more difficult it is to cover all its transitions
with a given set of TOs, since the number of state coding
variants increases, according to (5), in a non-linear de-

pendence.
START

Choosing of the bit size of binary state codes
and formation of a set of admissible codes

e ™
Assignment of a set of transitions operations
and determination of methods of interpretation

\of state codes for each TO

e .. . A
Organization of a complete enumeration for
variants of coding states with codes from a set

of permissible state codes
N J

J

Choosing the next variant of state coding ’

Complete solution
found

All variants of
coding are considered

Yes

>
)l

END

Figure 5 — Flowchart of algorithm of finding
a complete solution of problem of algebraic synthesis
for given set of transitions operations

Thus, the desire to reduce the number of TOs and the
increasing complexity of control algorithms decrease the
probability and increase the time of finding complete so-
lutions to the problem of algebraic synthesis. The algo-
rithm shown in Fig. 5 should be used only if, for some
reason, it is inadmissible to have uncovered transitions
and to implement them in a canonical way using a system
of Boolean equations. The following can be considered as
such reasons:

— the task was set to reduce hardware expenses in the
FSM with DT to the minimum possible level;

— a pre-synthesized device is used as an DT, which
cannot be changed.

If the algorithm for finding a complete solution does
not find a result, the algebraic synthesis of FSM with DT
under the given conditions becomes impossible. To elimi-
nate this shortcoming, an algorithm for finding a partial
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solution is proposed, the generalized flowchart of which
is shown in Fig. 6.

START

(Choosing of the bit size of binary state codes\
and formation of a set of admissible codes

- J
- | ™
Assignment of a set of transitions operations
and determination of methods of interpretation
\of state codes for each TO

. .. N

Minimal number of uncovered transitions B,
is taking equal to total number of FSM transi-
tions
N

J

J

(" . . A
Organization of a complete enumeration for
variants of coding states with codes from a set
\of permissible state codes

J

P

[ Choosing the next variant of state coding ]

(Determination of the number of uncovered]

transitions B

Complete solution
found (B =0)

Consider the current partial solution the best
and replace the B,,;, value with B

The time for finding
solutions is over

All variants of state
coding are considered

No

Yes

A A

END

Figure 6 — Flowchart of algorithm of finding
a partial solution of problem of algebraic synthesis
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The differences between this algorithm and the algorithm
for finding a complete solution are as follows.

1. This algorithm always gives a result sufficient for the
synthesis of the logic circuit of the FSM. This result can be
either a complete solution or a partial solution, but it will
always be found. The algorithm for finding a complete solu-
tion (Fig. 5) may not give a result at all, which will make
algebraic and further synthesis of the FSM impossible.

2. If the time constraints are set, the algorithm in the
given time finds among the considered partial solutions one
that has the minimum number of uncovered transitions. This
makes it possible to maximally simplify the circuit that cor-
responds to the canonical implementation of uncovered tran-
sitions.

3. If time constraints are not specified, the algorithm after
enumeration through all possible states coding variants gives
the best possible result for a given GSA with a given set of
transitions operations. It can be either a complete or a partial
solution, which can be considered optimal under the given
conditions of algebraic synthesis.

As in the previous algorithm, when developing the algo-
rithm for finding partial solutions, the assumption was made
that all complete solutions that exist for a given GSA and set
of TOs lead to the same or close values of hardware ex-
penses in the circuit of FSM. So, in the case of finding a
complete solution, the algorithm finishes its work, and the
found result is considered the best among all possible ones.

4 EXPERIMENTS

As part of experimental research, the proposed algorithm
for finding partial solutions to the problem of algebraic syn-
thesis of FSM with DT (Fig. 6) was implemented as a Python
program. The implementation of the algorithm is universal
and can be applied to any GSA specified by a file in the
KISS format [15]. The purpose of the experiments was to
reveal the ability of the algorithm to find partial solutions
with the minimum possible number of uncovered transitions.
The course of the experiments was as follows.

1. The FSM is given by GSA G (Fig. 1).

2. The program implements an enumeration of all possi-
ble variants of coding states with three-bit binary codes. In
the process of enumeration, the set of TOs remained fixed.
When finding a complete solution, the program continues the
further enumeration of variants, and does not interrupt the
search, as the algorithm predicts.

3. To determine the number of uncovered transitions, the
matrix approach proposed in [10] is used. For fast processing
of matrices, the standard Numpy library of the Python lan-
guage is used.

4. Since GSA G contains only 12 transitions, the program
counts not only the number of complete solutions, but also
the number of partial solutions that contain one or two un-
covered transitions. Such solutions for small-sized GSA can
be considered as close as possible to a complete solution.
The number of found complete solutions is also counted.

5. The experiment was repeated for different sets of tran-
sition operations.

Each experiment (each enumeration of all variants of
states encoding for a certain set of TOs) lasted, in the case of
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GSA G, about one second. During this time, according to (5),
40320 state coding variants were enumerated.

5 RESULTS

Table 1 contains the results of research on the number of
complete and partial solutions for GSA G and three TOs.
Each row of the table 1 corresponds to the results of one
conducted experiment. The table columns contain the follow-
ing data:

1. The “Transitions operations” column shows three tran-
sitions operations used in each of the experiments. They are
artificially selected so that there is at least one complete solu-
tion for them. Operations have designations similar to the
designations in Fig. 2. For example, the mark “v 110,”
means the disjunction operation of the current state code
with the binary constant 110.

2. In the “0” column the number of complete solutions
found (i.e., solutions that have zero non-covered transitions)
is indicated.

3. Columns “~1” and “-2” indicate the number of found
partial solutions that have one or two non-covered transi-
tions, respectively.

Table 1 — Number of complete and partial solutions
for GSA G with using three TOs

Transitions operations 0 -1 -2
+1 +2 x2 1 18 80
+1 +2 x 4 1 17 58
+1 +2 +4 8 16 184
+1 +2 ® 101, 8 56 200
+1 +2 @011, 4 20 122
+1 +2 @110, 4 4 58
+1 +2 v1ll, 1 16 50
1 2 v 110, 2 10 41
+1 +2 & 001, 2 10 41
+1 +2 & 100, 2 12 70
+1 +2 +2 2 19 109
+1 +2 +4 1 19 78
+5 v 010, | @110, 4 4 58
+1 v 010, ® 110, 4 4 58
+3 +6 v 010, 4 4 58
+5 @ 010, ® 110, 8 8 160

Content of Table 1 demonstrates that in most cases the
number of partial solutions with one uncovered transition
exceeds the number of complete solutions. The number of
partial solutions with two uncovered transitions in the con-
ducted experiment always exceeds the number of solutions
with one uncovered transition.

The fact that the values in the “-2” column exceed the
values in the “~1” and “0” columns allows us to expect that
during a full search, a partial solution with two uncovered
transitions will be found earlier (and in less time) than solu-
tion with one uncovered transition or a complete solution. If,
with two uncovered transitions, the resulting circuit of the
FSM still has a satisfactory gain in hardware expenses, the
search for such partial solutions can significantly speed up
the process of algebraic synthesis.

Additional experiments showed that the number of solu-
tions with three uncovered transitions is several times greater
than the value in the “-2” column. Therefore, the search for
less efficient solutions takes less time on average than the
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search for more efficient solutions. This is relevant in cases
of GSA of large size, for which a complete enumeration of
state coding variants is impossible within acceptable time
limits.

Note that the third line from the bottom of the table
shows 4 found complete solutions, one of which is shown as
an example in Fig. 2.

The purpose of the following experiment is to determine
the number of partial solutions with one and two uncovered
transitions, provided that no complete solution exists for a
given set of TOs (column “0” contains zero values). The
results of the experiment are shown in the Table 2, the struc-
ture of which is similar to Table 1.

Table 2 — Number of partial solutions for GSA G
in the absence of complete solutions

Transitions operations 0 -1 -2

+1 +2 +3 0 40 312
+2 +3 +4 0 24 184
+2 +3 x2 0 0 25
+1 x4 +2 0 0 26
+1 @011, +2 0 1 11
+2 v 011, +2 0 1 7
+1 & 011, @ 101, 0 3 28
+3 x2 @ 110, 0 1 35
v 001, & 010, D011, 0 0 4
@ 101, @® 110, @111, 0 0 96
+1 +5 @ 100, 0 128 320
x4 +2 @ 110, 0 2 12
X2 +4 @011, 0 2 12
+2 +2 @011, 0 2 54
+3 & 101, v 110, 0 2 18
+2 @011, v 100, 0 2 20

Content of Table 2 demonstrates for each of the con-
sidered sets of operations the existence of partial solutions
in the absence of complete solutions. This allows for the
synthesis of FSM with DT, provided that the partial solu-
tion leads to a decrease in hardware expenses in the FSM
circuit.

6 DISCUSSION

The proposed algorithms for finding complete and partial
solutions to the problem of algebraic synthesis of FSM with
DT are based on the assumption that the set of transitions
operations is given and fixed. Even under this condition, the
number of variants of states encoding for GSA of medium
size is too large for the practical application of algorithms.
Reducing the time to perform enumerations of variants is
possible thanks to the application of methods and algorithms
of partial enumeration, as well as due to the parallelization of
the search process with an orientation to multiprocessor sys-
tems.

Meanwhile, fixing the set of TOs in the general case is
not mandatory. Nothing prevents you from making an “ex-
ternal” enumeration of various TOs, inside which there will
be an “internal” enumeration of states coding variants. This,
on the one hand, will increase the total number of iterations
of the algorithm, and on the other hand, it can contribute to
faster finding of effective solutions.

Algorithms for the rational formation of a set of TOs can
be developed instead of enumeration of TOs. In this aspect,
the algorithms proposed in this article will allow, on the ex-
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ample of small GSAs, to investigate the effectiveness of the
application of certain TOs, spreading the obtained results to
large GSAs.

CONCLUSIONS

The article proposes a solution to the scientific problem
of developing algorithms for finding complete and partial
solutions to the problem of algebraic synthesis of a finite
state machine with datapath of transitions. The conducted
research is a component of a broader scientific problem de-
voted to the design automatization of this class of finite state
machines.

The scientific novelty of the article lies in the fact that
for the first time algorithms for finding complete and partial
solutions to the problem of algebraic synthesis have been
developed, implemented and researched. Research of test
GSA using the developed algorithms showed that for various
sets of transitions operations, the number of partial solutions
significantly exceeds the number of complete solutions. This
emphasizes the relevance of the development of algorithms
for the search of partial solutions using a shortened enumera-
tion of state coding variants.

The practical use of obtained results is possible in the
development of methods and algorithms of synthesis of FSM
with DT within the framework of specialized CADs of digi-
tal control devices.

Prospects for further research consist in solving a
range of scientific and practical problems related to the op-
timization of work time of proposed algorithms due to de-
velopment of methods for shorted enumerations of variants
of coding FSM states. This will make it possible to apply
algorithms and carry out algebraic synthesis of FSM with DT
for large-sized GSA, as well as automatically generate
VHDL code for synthesizing FSM circuit in modern elemen-
tary bases [2, 5, 8, 9, 16].
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ABTOMATA 3 OHIEPAHIMHUM ABTOMATOM IIEPEXO/IB
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AHOTALIA

AkTyanbHicTb. PO3risiHyTO 3a1auy anropuTMizauii nouryky GopManibHUX Po3B’s3KiB 3aaui anreOpaidtHOro CHHTE3y MiKpOIPOrpaMHO-
ro aBroMara 3 ONEpalliiHMM aBTOMATOM IEPEeXO/iB. 3apolOHOBAHO MOHSATTS MOBHOTO Ta YaCTKOBOTO PO3B’s3KiB i€l 3agadi. O6’eKTOM
JIOCIIKEHHS € aBTOMATU30BaHUI CHHTE3 aBTOMATa B YaCTHHI (yHKIIIT epexo/iB 6e3 ypaxyBaHHs QyHKIIi BuxoaiB. B ocHOBI anrebpaiuHoi
peanizauii GyHKIIT nepexo/iB 3HaXOAUTHCS aBTOPCHKUH MIiAXIN 0 MEPETBOPEHHS KOMAIB CTaHIB 3a JOMOMOIOK MHOXXHHH apU()METHKO-
noriyaux omepaniid. ITomyk gopmaabHUX pPo3B’A3KIB 3aa4i aareOpaiyHOro CHHTE3Y € CKJIQIHUM IPOIECOM, L0 ITOTPeOy€e BUKOPUCTAHHS
BIZIMOBIJIHMX METOJIB i alTOPUTMIB, CIIPSIMOBAHHUX Ha CIeLiaJibHE KOJYBaHHS CTaHIB Ta 3iCTaBJICHHS ONeEpalliil Mepexo/IiB OKpeMUM aBTOMa-
THHMM TepexonaM. BuKopucTaHHsS 4acTKOBHMX PO3B’SI3KIB 3a/1aui anreOpaiyHOro CHHTE3y MOXKE CIPHSITH 3MEHILIEHHIO 4acy poOOTH TakuxX
aJTOPUTMIB Ta 3MEHIICHHIO 3arajibHOT0 4acy MPOEKTYBaHHs HHU(POBHX MPUCTPOIB KepyBaHHs Ha 0a3i MiKpOIPOrpaMHOTO aBTOMara 3 OIe-
pauiiiHUM aBTOMaTOM TIEPEXO/IiB.

Meta. Po3po0Oka i TOCIiDKEHHS aJrOPUTMIB IOLIYKY HOBHOTO 1 YaCTKOBOTO PO3B’A3KIB 3a1a4i aareOpaiqHOro CHHTE3y MIKpOHIpOorpam-
HOTO aBTOMAaTa 3 OMepaliiHiM aBTOMaTOM MEPEXO/IiB.

Mertoa. B ocHOBY noCi/UKeHHS IIOKIAICHO CTPYKTYPY MIKpOIPOrpaMHOr0 aBTOMara 3 OIepaliffiHMM aBTOMaToM mepexoniB. Cunres
CXEMHU aBTOMaTa Iependavac IomepeIHe po3B’s3aHHs 3ahadi aaredpaiyHoro cuuresy. PesynbraroM € Tak 3BaHUi (opManbHUIl PO3B 30K
i€l 3a1ayi, sKuil MicTUTh B c001 /1BI ckiagoBuX. [1epiioro CKi1aoBoOI0 € BU3HAYCHI KO CTaHIB, IPYrO0 CKIIAJ0BO — apr(METHKO-TOTI4HI
oreparii, 31CTaBIeHI OKPEMHM aBTOMATHHM IepexonaM. ABTOMAT MOXe OyTH CHHTE30BaHMI B TOMY BHIIAJKY, SIKIIO IPH 3aJaHUX KOAAX
CTaHiB iX MEPEeTBOPEHHS B POIIECi BUKOHAHHS MEPEXO0/1iB MOXKJIMBE 3a JOIIOMOT0I0 33/1aH0T MHOXHUHH orepailiii. [TepeBipka 1€l MOXKIUBOCTI
3IiHCHIOETBCA 32 TOMOMOTOI0 BiJOMOTO MaTPHYHOrO minxoxy. Bim mepenbauae ¢hopMyBaHHS i HOEIEMEHTHE 3iCTABICHHS IBOX MATPUIb —
MAaTpHIIi TIepexoIiB 1 00’ eqHaHOI MaTpHIli omnepalliid. B pe3ynbraTi popMyeThCss MATPHUIISL MOKPUTTS, sIKa BioOpakae MOXKIIMBICTh peasi3artii
(TIOKPUTTS1) aBTOMATHUX TEPEXO/iB 3a JOMOMOIO0 3aJaHuX aprU(PMETHKO-JIOTIYHUX ornepaliif. 3MiHa croco0y KoIyBaHHs cTaHiB abo Habip
orepauiil Mojke JaBaTH iHILII PO3B’SA3KH 3ajadi anredpaiyHOro CUHTE3y 3 OLIBIIOI0 YM MEHIION KUIBKICTIO MOKPUTHX aBTOMATHUX IMEpPexo-
IUiB.

PesyabraTn. Ha npuxiazai abetpakTHOT rpad-cXeMu alirOpUTMY KepyBaHHS IIPOJIEMOHCTPOBAHO, 1110 PO3B’SI3KOM 3ajia4i anreOpaiqHoro
CHHTE3y MIKPOIIPOIPaMHOI0 aBTOMAaTa 3 ONEpaliifHIM aBTOMAaTOM MEPEXOAiB MOXKE BBaXKATUChH CUTYalis, KOJIH OAUH abo Oinblle aBTOMAT-
HUX MEPEeXO/IiB He MOXKYTh OYTH peai3oBaHi 3a JOMOMOr00 3a/laHOr0 Habopy omepauiii. Taky CHUTyallilo 3aporOHOBAaHO HA3UBATH YaCTKO-
BHM PO3B’SI3KOM 3aj1advi anreOpaidHoro cuHTe3y. Peamizaiis ycix 06e3 BHHATKY MEpEeXO/iB 3a JOMOMOrOI 3a/JaHHX OMepalliid 1ae MOBHHI
PO3B’30K L€l 3a/1a4i, OIHAK KUIbKICTh MOBHUX PO3B’SI3KIB 3aBXK/AM € 3HAYHO MEHIIIOK 32 KUIBKICTh YaCTKOBHUX pO3B’s3kiB. OTxke, B 3araiib-
HOMY BUIIaJIKy TIOIIYK MOBHUX PO3B’sI3KiB 3aiiMae HabaraTo OUIbIIE Yacy i 10 TOTO X € HE 3aBXKAN MOKIUBUM.

BucHoBkH. [IpoekTyBaHHS JIOTTYHOI CXeMH MiKpOIIPOrPaMHOTO aBTOMAra 3 OINEepalliiiHIM aBTOMATOM IEPEXOiB MOXKIIUBE Y BHIAIKY
HAsBHOCTI TIOBHOTO 200 YacCTKOBOTO PO3B’sI3Ky 3a/adi anreOpaidHoro cuHTe3y. Y BHUIMAAKY YaCTKOBOTO PO3B’S3KY Ti MEPEXOIH, SKi HE MO-
KyTh OyTH peaji3oBaHi )KOJHOIO 3 HAassBHUX OIEpalliid, peani3yloThCsi B KAHOHIYHMIN CHOCI0 3a JI0MOMOTOK CUCTEMH OyJieBUX PiBHsHB. [1o-
LIyK MOBHUX PO3B’SI3KIB B 3araJIbLHOMY BHUIAJIKy IOTpedye Oublle Yacy, HiK IOLIyK YaCTKOBUX Po3B’s3KiB. Lle poOUTh akTyanbHUM po3pob-
Ky aJITOPUTMIB 1 METO/IIB CHHTE3y JIaHOTO KJIacy aBTOMATIB, OCHOBAaHHX Ha MOIIYKY YaCTKOBUX PO3B’s3KiB 3a/1a4i allreOpaiyHOro CHHTE3Y.

KJIFOUYOBI CJIOBA: mikporporpaMHuii aBTOMAT, OIEpaliifHuil aBTOMAT MEepexoiB, rpad-cxema airoputMmy, apu(pMeTHKO-IO0Ti4HI
onepallii, areOpaiuHuil CHHTE3, YaCTKOBUI PO3B’S30K.
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