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ABSTRACT

Context. The actual problem of effective intelligent diagnostics of malfunctions of rotating equipment is solved. The object of
study is the process of data dimensionality reduction and defect classification based on vibration analysis for maintenance of rotating
machines. The subject of study is the methods of dimension reduction and defect classification by vibration analysis.

Objective. Development of an approach to data dimensionality reduction and defect classification based on vibration analysis for
maintenance of rotating machines

Method. The comprehensive approach to data dimensionality reduction and defect classification based on vibration analysis is
proposed, which solves the problem of data dimensionality reduction for training classifiers and defect classification, and also solves
the problem of building a neural network classifier capable of ensuring the speed of fault classification without loss of accuracy on
data of reduced dimensionality. The approach differs from the existing ones by the possibility of using optional union and
intersection operators when forming a set of significant features, which provides flexibility and allows to adapt to different contexts
and data types, ensuring classification efficiency in cases of large-dimensional data.

A denoising method allows to preserve important information, avoiding redundancy and improving the quality of data for further
analysis. It involves calculating the signal-to-noise ratio, setting thresholds, and applying a fast Fourier transform that separates
relevant features from noise. Applying the LIME method to a set of machine learning models allows to identify significant features
with greater accuracy and interpretability. This contributes to more reliable results, as LIME helps to understand the influence of
each feature on the final model solution, which is especially important when working with large datasets, where the importance of
individual features may not be obvious. The implementation of optional operators of union and intersection of significant features
provides additional flexibility in choosing an approach to defining important features. This allows the method to be adapted to
different contexts and data types, ensuring efficiency even in cases with a large number of features.

Results. The developed method was implemented in software and examined when solving the problem of defect classification
based on vibration analysis for maintenance of rotating machines.

Conclusions. The conducted experimental studies confirmed the high efficiency and workability of the proposed approach for
reducing the dimensionality of data and classifying defects based on vibration analysis in the aspect of maintenance of rotating
machines. Prospects for further research will be directed to the search for alternative neural network architectures and their training to

reduce training time.

KEYWORDS: dimensionality reduction, significant features, defect detection, MobileNetV2.

ABBREVIATIONS

CBM is a Condition-based Maintenance;

PM is a Predictive Maintenance;

ISO is an International Organization for Standardiza-
tion;

CNC is a computer numerical control;

CNN is a Convolutional Neural Network;

MSVM is a Multiclass Support Vector Machine;

PdM-CNN is a Predictive Maintenance using
Convolutional Neural Network;

VMD is a Variational Mode Decomposition;

CWT is a Continuous Wavelet Transform;

SVM is a Support Vector Machine;

CWRU is a Case Western Reserve University;

KNN is a K-Nearest Neighbors;

LIME is a Local Interpretable Model-agnostic
Explanations;

FTX is a FeaTure eXtractor;

NNT is a Neural Network Trainer.
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NOMENCLATURE

x is a set of vibration characteristics of machines;

v is a corresponding classes that include “with fault”
and “without fault”;

F is a structure of the model, which allows to reduce
the dimensionality of the vibration data;

w is a model parameters to be optimized;

x'is a selection of characteristics from the original set
X3

xs is a represents individual vibrational characteristics;

y" is a corresponding classes for the training data
subset;

ys 1s a corresponding class for characteristics xs;

MLset is a set of machine learning models;

ML, is a first machine learning model in MLset;

ML, is a g-th machine learning model in MLset;

SNR is a signal-to-noise ratio;

SNRw is a percentage threshold value for denoising;

n is a number of models from MLset to generate a list
of numbers of significant features;
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q is a total number of machine learning models;
nk is a total number of features in the sample x7;
| is an arithmetic mean value of the features for the

sample x;

xry is a first feature in the sample xr;

xr; is a i-th feature in the sample xr;

Xy 18 a nk-th feature in the sample xr;

T is a threshold value;

FTis a Fourier transform function;

X is a signal with Fourier transform;

X'is a signal with Fourier transform filtered
according to the 7 threshold;

wy is a weight of the first feature in the sample x7;

w;is a weight of the i-th feature in the sample xr;

wyis an average value by characteristics;

Sf'is a set of numbers of significant signs;

Op is a set of optional operations;

Sf; is a first important feature;

Sf; is a j-th important feature;

Sf, is a last important feature;

Sf,es 1s a set of important features;

Accuracy is a metric the proportion of correct predic-
tions made by the model across the entire dataset;

TP is a number of correctly identified positive
instances;

TN is a number of correctly identified negative
instances;

FP is
instances;

FN is a number of incorrectly identified negative
instances.

Precision is a metric the proportion of 7P predictions
among all positive predictions made by the model;

Recall is a metric also known as sensitivity or 7P rate,
metric the proportion of 7P predictions among all actual
positive instances;

F1 is a metric that balances is a metric that balances
Precision and Recall.

a number of incorrectly identified positive

INTRODUCTION

Complex mechanical systems such as rotating
machines require expensive maintenance to prevent
accidents that can cost lives or cause serious damage to
the system itself [1]. Every year, the industry spends
billions of dollars on maintenance, which can account for
up to a third of production costs. Improved maintenance
can significantly reduce the overall cost of the system
over its lifetime. One of the modern approaches to
maintenance in complex rotating machinery based on
condition-based maintenance techniques is the use of
vibration analysis [2]. In this approach, vibration sensors
are installed near the rotating components of the system,
and signal processing algorithms are used to detect faults
and classify their sources.

The object of study is the process of data
dimensionality reduction and defect classification based
on vibration analysis for maintenance of rotating
machines.
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The subject of study is methods of dimensionality
reduction and defect classification by vibration analysis.

The purpose of the work is to improve the quality of
maintenance of rotating machines by reducing the
dimensionality of the data, which will allow to reduce
computational costs and improve the speed of data
processing without deteriorating the accuracy of
diagnostics.

1 PROBLEM STATEMENT

In today’s rotating machinery maintenance industry,
vibration analysis is critical for timely defect detection
and accident prevention. However, processing large
volumes of vibration data can be challenging due to the
high dimensionality, which complicates the defect
classification process.

The problem is formulated as follows: given a set of
precedents <x, y>, it is necessary to develop a structure of
the model F(), which allows to reduce the dimensionality
of the vibration data, while preserving the information
important for the classification of defects.

Optimize parameters w of the model based on <x', y*>,
where x'c {xs}, ' = {ys | xs ex'}, which makes it
possible to achieve the best results in the classification of
defects in two classes: “with a fault” and “without a
fault”.

Conduct a comparative analysis of model results to
confirm the effectiveness of the data dimensionality
reduction approach in defect classification tasks.

The task of this study is to develop an effective
method of data dimensionality reduction, which will
ensure the accuracy and speed of fault classification, thus
improving the quality of maintenance of rotating
machines.

2 REVIEW OF THE LITERATURE

Vibration measurements are critical for fault diagnosis
in industrial equipment because they provide information
about the condition of rotating equipment. A review [3]
documents state-of-the-art deep learning methods for
equipment health monitoring based on vibration signals.
Numerous studies from two leading databases, Web of
Science and Scopus, were selected for review. After
careful analysis, 59 studies were selected and
systematically analyzed. The purpose of the review is to
provide researchers with an in-depth understanding of
fault diagnosis techniques that use deep learning to
process vibration signals.

A study [4] discusses the importance of creating an
effective maintenance system, in particular CBM and PM
that complement each other. The use of CBM and PM in
the study focuses on the case study of three pumps in a
chili sauce factory in Jakarta, Indonesia, demonstrating
that vibration analysis using accelerometers is an effective
method for condition monitoring of rotating machinery.
Calculation of Root Mean Square and comparison of the
result with ISO 10816 allows to determine the current
state of the engine, and the fast Fourier transform helps in
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grouping vibrations by frequencies for damage analysis.
The study shows that technology-enabled service is
affordable for small and medium-sized businesses, and
the use of machine learning will improve future
predictions.

In [5] and [6], the importance of bearings for CNC
machines and their role in ensuring the reliable operation
of machines is considered. Signals in the conditions of
faulty and normal bearings are analyzed, emphasizing the
importance of early diagnosis of faults. Despite the
importance of the topic, the problem is complicated by the
insufficiency of bearing fault databases and the presence
of noise in the vibration and acoustic signals, which
makes automatic fault identification difficult. A CNN was
applied to extract high-level features from vibration and
acoustic signals, which enabled the training of MSVM.
Experimental analysis showed that the proposed method
can diagnose bearing faults of CNC machines with a
classification accuracy of 98.9% based on the combined
features of vibration and acoustic signals.

The use of the PAM-CNN model is proposed for the
automatic  classification of rotating equipment
malfunctions and recommendations on the need for
maintenance [7]. The paper uses data from only one
vibration sensor mounted on the bearing on the drive side
of the motor, which is the most common location in
industry. The study was carried out under controlled
conditions with variations in rotational speed, load levels
and fault intensities to test whether it is possible to build a
model capable of classifying such faults using only one
set of vibration sensors. The results showed that the
accuracy of the PAM-CNN model was 99.58% and 97.3%
when applied to two different public databases.

Research [8] proposed a hybrid bearing fault diagnosis
method based on VMD, CWT, CNN, and SVM, which is
suitable for processing small samples. First, the resampled
data are subjected to VMD processing, after which the
reconstructed IMF data are overlaid and sampled to obtain
a 2D time-frequency image using CWT. Next, a CNN
model is created with the selected hyperparameters, and
training samples are fed into the CNN to train the model.
A pre-trained CNN model is used to stepwise train test
samples to extract fault features, and SVM is used instead
of the Softmax function to identify and classify faults.

The effectiveness of the proposed method is
confirmed using the vibration data of the CWRU bearings
and the test bench for testing the spindle device, where
the classification accuracy was on average 99.9% for the
former and 90.15% for the latter.

However, the need for a large amount of training data
for training neural networks can be noted as a problem for
effective intelligent diagnosis of malfunctions of rotating
equipment [9, 10]. In addition, this data may not contain
samples to identify rare types of damage, so it is advisable
to choose pre-trained neural networks that can take
advantage of Zero-Shot Learning as fault detection
models.

Another problem is the high dimensionality of the
data, a large part of which is uninformative. This leads to
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an increase in the time of diagnosis and training of
models.

3 MATERIALS AND METHODS

To implement the approach to data dimensionality
reduction and defect classification based on vibration
analysis for the maintenance of rotating machines, the
following tasks must be solved:

1) data dimensionality reduction for classifier training
and defect classification;

2) construction of a neural network classifier capable
of ensuring the speed of fault classification without loss
of accuracy on data of reduced dimensions.

The general scheme of the approach to data dimen-
sionality reduction and defect classification based on vi-
bration analysis is shown in Figure 1.

)

@ Feature
) [ dimensionality [—r" Dimensianally
Dataset reduction reduced dataset
@ Trained @ Neural network
. . — neural network — model
model training
L
ﬂ \ Effect: reduced |
""""""""""""""""""""" ' training time

/
i Effect: fast classification without loss of

i

' accuracy

i

Figure 1 — Scheme of the proposed approach

Figure 1 shows the key points of the proposed ap-
proach to data dimensionality reduction and defect classi-
fication by vibration analysis. The approach primarily
solves the problem of reducing the dimensionality of the
data for further training of the neural network model,
which allows to achieve the effect of reducing the time
spent on training without loss of accuracy. In the future,
the trained neural network is able to classify defects based
on significant features based on vibration analysis.

To solve the problem of reducing the dimensionality
of data for training classifiers and classifying defects, a
method of reducing the dimensionality of data is pro-
posed, the scheme of which is shown in Figure 2.

The input data of the dimensionality reduction method
is the dataset provided within the framework of the com-
petition “All-Ukrainian competition of young scientists in
the field of intellectual IT” (https://zp.edu.ua/vkiit/), the
set MLset (1):

MLset = {ML,,... ML}, (1)

SNRw (determined empirically, by default equal to 0.9),
an optional operation to create a dataset of significant
features based on union or intersection, as well as n
models from MLset to create a list of significant feature
numbers.
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~
Input data:
- The dataset
- A set of machine leaming models MLset
- MNoise removal threshold SNRw percentage value
- Opuonal dataset forming operation Op (union or intersection))
- nnumber of models from MLset for dataset formation (n <= size(MLset)) )
17
Step 1. Dataset loading and preprocessing
Y
| Step 2. Dataset division into tran/test samples and balancing |
¥
Step 3. MLset classifiers training
Y
| Step 4. Top-n model selection for feature selection |
¥
Step 5. Usage of LIME models to extract important features from top-n MLset models
¥
Step 6. Applying optional operation on the result of used LIME models, which comrespond
to top-n models from MLser
[

Cutput data:
- Reduced dataset, formed from important features

Figure 2 — The method of data dimensionality reduction

The following model architectures were used in the
study: SVM, Naive Bayes, RandomForest, Gradient
Boosting and KNN. Within these architectures, different
sets of models can be created by changing the
hyperparameters specific to each model.

In step 1, labels and their corresponding files with
vibrations are loaded. Vibration signals are often
expressed as noise from various sources, such as electrical
interference, environmental factors, and measurement
errors. To solve this problem, various methods of signal
processing were developed, one of which is the Fourier
transform [11]. The loaded dataset is preprocessed by
denoising all samples using transformations (2—6). For
each sample, a signal-to-noise ratio (2) is calculated:

1 nk
_ X¥

__ ki
SNR(x) =— , )

1 2
LS -
k5

2

which is then divided by the user’s desired ratio in order
to set a threshold that would discard noise and not affect
potentially important data.

The threshold value T is
transformation (3):

determined by

— oo, if SNRw=0,
T= min(|xrl-|)wherexrl- #0, if SNRw=1, 3)
max(|xr;|) x SNR x (1 - SNRw), if 0 < SNRw < 1.

Next, the fast Fourier transform FT7 [12] (4) is
calculated for each sample:

X(f)=FT(xr). 4)
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After that, the coefficients are filtered according to the
T threshold (5):

XN [X(N|=T,

X'(N=
/ 0,if | X(f)|<T.

&)

For the filtered coefficients from (5), the inverse
Fourier transform is calculated to obtain the filtered
signal (6):

X)) =F 1 (X'(f)). (6)

In step 2, the dataset, where the transformation (2—6)
was applied to each element, is divided into training and
validation samples in the ratio of 80/20. If the dataset is
unbalanced, SMOTE balancing is additionally applied to
the training sample [13].

In step 3, models are trained from the set MLset. Pa-
rameters can be modified within each architecture.

In step 4, the top-n models are selected for further
obtaining a list of significant features. The selection takes
place according to the criterion F1 of the metric [14] in
descending order.

In step 5, a set of LIME models, the number of which
is equal to n, is used to obtain a list of significant features
for the models selected in step 4 from the MLset, since
LIME can be applied to any model, regardless of its type
[15]. The LIME model focuses on explaining individual
predictions by generating locally linear models around the
prediction point [16]. This allows for detailed analysis of
why the model made the prediction it did for a particular
case, which is useful for identifying significant features.
Significant features are selected according to the condi-
tion “if the weight of the feature w; is greater than or
equal to the average value w; for the entire set of features,
it is important”, features with a lower weight are
discarded. At this step, the set Sf is obtained from the
numbers of significant features (7):

{8 =1, | wizws}. )

In step 6, provided that n >= 2, an optional operation
is performed on the result of the » LIME models used
from the set Op {u,m} — defined by the user at the input

data stage. For all possible pairs of sets of LIME models,
sets with numbers of important features are formed by
transformation (8):

(55} =0p,. ®)
<

The output is a reduced dimensionality dataset, where
each sample has size{Sf.,}, formed from a list of
significant feature numbers. Accordingly, the created
dataset will be used as input data to solve the second task
of the research — the construction of a neural network
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classifier capable of ensuring the speed of fault
classification without loss of accuracy.

The method of obtaining a fault classification model is
shown in Figure 3.

-
Input data:
- Dimensionally reduced dataset
- MobileNetV2 convolutional neural network model
]
Step 1. Textual data conversion o graphical format
[
Step 2. Graphical data loading and preprocessing
Y
I Step 3. MobileNetV2 training |
[
Step 4. Evaluation of neural network performance by metrics

Output data:
- Trammed neural network model for binary classification of vibration data

Figure 3 — The method of obtaining a fault classification model

The input data is a reduced dimensionality dataset and
a pre-trained MobileNetV2 convolutional neural network
model.

MobileNet-v2 is considered to be an efficient CNN
model for mobile devices (or embedded systems) with the
potential characteristics of small size, low latency, and
low power consumption [17], which are important charac-
teristics for vibration analysis defect classification for
rotating machinery maintenance. MobileNet-v2 is opti-
mized to achieve high accuracy with significantly reduced
computational costs. This is achieved through the use of
depth-distributed convolutional layers and inverted
residual blocks.

In step 1, the reduced-dimensional text dataset is
transformed into a graphical one by plotting the data of
each sample on a graph, where the ordinal numbers of the
features are on the X axis, and their values are on the Y
axis (or in another way: time moments are on X, and
powers of vibrations at given moments of time are on Y).
An example of the transformation of step 1 is shown in
Figure 4.

In step 2, the generated graph dataset is loaded and
each sample is processed using the MobileNetV2
convolutional neural network image preprocessor
(mobilenet_v2.preprocess_input).

L

- U «x

e s

Figure 4 — Converting a text representation into a graphic
representation
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In step 3, the neural network is trained. MobileNetV2
model, using transfer learning. A neural network is
retrained for the task of binary classification of vibration
graphs. The pre-trained MobileNetV2 model is used only
for feature extraction from images, instead additional
GlobalAveragePooling2D and Dense layers are trained
(Figure 5).

At step 4, the trained neural network model is
evaluated according to the following metrics: Accuracy,
Precision, Recall, F1 [18].

The Accuracy is calculated by formula (9):

TP+TN
TP+TN+FP+FN '

Accuracy=

®

The Precision is calculated by formula (10):

P

Precision=————.
TP+ FP

(10)

The Recall is calculated by formula (11):

P

Recall=———.
TP+ FN

)

And the F1 is calculated by formula (12):

Fle2 Precision-Recall

)

Precision+ Recall

input_layer_1

GlobalAve...Pooling2D

Dense

kernel {1280=128}
bias {128}

Activation

Dense

kernel {128x1)
bias {1

Activation

dense_1

Figure 5 — Architecture of the neural network used

The output of the method is a trained model of the
MobileNetV2 convolutional neural network for binary
classification of vibration graphs.

So, within the framework of the developed approach
to data dimensionality reduction and defect classification
based on vibration analysis for the maintenance of
rotating machines, the problem of data dimensionality
reduction was solved by using agnostic LIME models,
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and the problem of building a neural network classifier
based on the MobileNetV2 architecture, capable of
ensuring the speed of fault classification without loss of
accuracy.

4 EXPERIMENT

Based on the proposed approach, a software complex
was developed in the form of three applications with a
command line interface and a web page. The software
implementation and instructions for deployment and use
are available on GitHub
(https://github.com/Pravetz/mmdv_vkiit). The interaction
between the components of the software complex and
data flows is shown in Figure 6. The language for creating
the components of the software complex is Python.

“FTX” is an application for the problem of reducing
the dimensionality of the data set. It uses libraries sklearn
(for training classifiers, dividing the dataset into samples)
[19], imblearn (for SMOTE-balancing of the training
sample, it happens by default and is not controlled by the
user through console parameters) [20], lime (creating
explanations, extracting important features) [21], scipy
(auxiliary functions for the algorithm for extracting
important features) and numpy (working with data
arrays) [22].

——

- Nose filtening threshold
- Untrained classifiers set
MLset

0

FTX

A set of trained
classifiers from
MUIset

Reduced
textual
dataset

User’s
dataset

- Noise filtening
threshold

Graphucal

- Balancing
dataset

directive

NNT
Textual data
(from user)
Y

Web application

- Dimensionality Reduction,
- Visualization of significant features,
- Fault detection through vibration analysis

MobileNetV2
model

|.7

Graphical data
(from user)

Figure 6 — Interaction between components of the software
complex and data flows

The application for performing the task of building a
neural network classifier (starting from step 2) “NNT”
also does not have a graphical user interface. In the model
training mode, the program loads the dataset from the
specified path, processes it with the MobileNetV2 neural
network image preprocessor, then trains the model for a
user-specified number of epochs, evaluates its
performance, and saves the trained model according to the
specified path.
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Libraries such as tensorflow (for training the
MobileNetV2 model, loading the dataset) [23], sklearn
(dividing the dataset into samples, evaluating the model
according to the main metrics), numpy (for working with
data arrays) [24] and matplotlib (for saving model training
history) [25] are used by it.

The “Plotmaker” application for converting a text
dataset into a graphic one performs step 1 of the task of
building a neural network classifier.

This application is the smallest of all and performs the
preparation of graphical data for MobileNetV2 training.
From the libraries, imblearn is used here for SMOTE-
balancing of the dataset, graphs are drawn by transferring
drawing data using a pipeline to the gnuplot program [26].

The console applications described above were
created to be used in the form of a “pipeline”: first,
“FTX” creates a dataset of reduced dimensionality, then
the created dataset is passed to “Plotmaker”, which
creates a graphical data set, which in turn is passed to
“NNT” for training a neural network classifier.

The web application (Figure 7) serves to demonstrate
the results of the console applications and allows: to use
trained versions of the MobileNetV2 model trained on
different versions of the dataset (full, reduced by union of
significant features, intersection of significant features) to
determine the state of the machine component according
to the vibration graph, provided by the user; view the
important features for each of the classifiers from the
MLset on an interactive graph, where for each feature its
number and weight are written during decision-making.

Vibration data classification using MobileNetV2

Classification result

- Fire 7 balication interface

Based on the developed software complex, a study of
the effectiveness of the proposed approach to data
dimensionality reduction and defect classification based
on vibration analysis for maintenance of rotating
machines will be conducted.

The plan for researching the effectiveness of the
proposed approach:

1. Study the influence of the application of noise
cleaning on the classification of defects of parts of
rotating machines.
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2. Study significant features for classifiers from the set
MLset, and find the optimal top-n for the selected sample
in which the F1 metric will be as close to 1 as possible.

3. Study the ability of MobileNetV2 neural network to
learn on data with different numbers of significant
features.

During the experiment MLset of length 5 was formed,
which includes the following models: Gradient Boosting,
Random Forest, Naive Bayes, SVM, KNN. These models
were trained on the base dataset in 2 variants: without
applying transformations (2)—(6) and with their
application. The results by metrics are shown in Table 1.

The transformation (7)—(8) is applied to each model
from MLset, which is included in the top-n. The results
for values of # from 2 to 4 are shown in Table 2.

5 RESULTS
Within the dimensionality reduction task, a set of
MLset classifiers was trained, the data of the experiment
according to the Accuracy, Precision, Recall, F1 metrics,
as well as the training time in seconds are shown in
Table 1.

Table 1 — Evaluation of classifiers from MLset by metrics

Metrics Gradient | Random | Naive SVM KNN
Boosting Forest Bayes
Original dataset
Accuracy 0.784 0.776 0.780 0.797 0.224
Precision 0.761 0.602 0.829 0.776 0.05
Recall 0.784 0.776 0.780 0.797 0.224
F1 0.711 0.678 0.688 0.780 0.082
Training 3670 6 2 109 1
time
(seconds)
Datasets with transformations (2)—(6) applied
Accuracy 0.978 0.974 0.961 0.853 0.970
Precision 0.98 0.977 0.967 0.861 0.970
Recall 0.978 0.974 0.961 0.853 0.970
Fl1 0.979 0.975 0.962 0.829 0.970
Training 3643 6 2 56 1
time

Table 2 shows the data of the dimensionality reduction
experiment with the original dataset (without applying
transformations (2)—(6)). Number of features in the input
dataset: 93752.

For n=4. Top-4 models by F1 score:

1. SVM.

2. Gradient Boosting.

3. Naive Bayes.

4. Random Forest.

The minimum score of the top-4 model according to
F1 metric: 0.678. Table 2 shows the pairwise application
of the optional operators “intersection” and ‘“‘union”
between the classifiers included in the top 4 on the dataset
with noise.
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Table 2 — Application of “intersection” and “union” operators to
reduce dimensionality (without (2)—(6))

SVM Gradient Naive Random
Boosting Bayes Forest
For “Intersection” operation
SVM 39930 16875 16951 16995
Gradient 16875 39627 16946 16804
Boosting
Naive Bayes 16951 16946 39838 16962
Random Forest 16995 16804 16962 39758
For “Union” operation

SVM 39930 62682 62817 62693
Gradient 62682 39627 62519 62581
Boosting
Naive Bayes 62817 62519 39838 62634
Random Forest 62693 62581 62634 39758

The intersection of the top 2 models (SVM, Gradient
Boosting) reduced the number of significant features to
16875. The intersection of the top 3 models (SVM,
Gradient Boosting, Naive Bayes) reduced the number of
significant features to 7221. The intersection of the top 4
models (SVM, Gradient Boosting, Naive Bayes, Random
Forest) reduced the number of significant features to
3097. At the same time, the application of the “union”
operator for the top 2 models (SVM, Gradient Boosting)
reduced the number of features to 62682. The union of the
top 3 models (SVM, Gradient Boosting Boosting and
Naive Bayes) reduced the number of features to 75844.
Combining the top 4 models (SVM, Gradient Boosting,
Naive Bayes and Random Forest) reduced the number of
features to 83390.

Table 3 shows the data of the dimensionality reduction
experiment with the denoised dataset (using
transformations (2)—(6)). Number of features in the input
dataset: 93752.

Table 3 — Application of “intersection” and “union” operators to
reduce dimensionality (with (2)—(6))

Gradient Random | KNN Naive
Boosting Forest Bayes
For “Intersection” operator
Gradient Boosting 39676 16835 16728 17655
Random Forest 16835 39730 16844 17643
KNN 16728 16844 39868 17659
Naive Bayes 17655 17643 17659 41704
For “Union” operator
Gradient Boosting 39676 62571 62816 63725
Random Forest 62571 39730 62754 63791
KNN 62816 62754 39868 63913
Naive Bayes 63725 63791 63913 41704

Top-4 models by F1 score:

1. Gradient Boosting.

2. Random Forest.

3. K-Nearest Neighbors.

4. Naive Bayes.

The minimum rating of the top-4 model according to
the F1 metric: 0.962. Table 3 shows the application of the
“Intersection” and “union” operators among the top 4
classifiers on the noise-free dataset.

The intersection of the top 2 models (Gradient
Boosting and Random Forest) reduced the number of
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significant features to 16835. The intersection of the top 3
models (Gradient Boosting, Random Forest and Naive
Bayes) reduced the number of significant features to
7061. The intersection of the top 4 models (Gradient
Boosting, Random Forest, K-Nearest Neighbors and
Naive Bayes) reduced the number of significant features
to 3102. Combining the top 2 models (Gradient Boosting
and Random Forest) reduced the number of features to
62571. Combining the top 3 models (Gradient Boosting,
Random Forest and Naive Bayes) reduced the number of
features to 75928. Combining the top 4 models (Gradient
Boosting, Random Forest, K-Nearest Neighbors and
Naive Bayes) reduced the number of features to 83834.

The next experiment was a study of learning the
MobileNetV2 neural network on the obtained datasets.

The performance of MobileNetV2 at the intersection
of the top-n models on the dataset with noise (without
transformations (2)—(6)) and without noise, with and
without SMOTE balancing is shown in Table 4. These
results highlight MobileNetV2’s robustness under varying
noise conditions and balancing techniques, offering
insights into its reliability across different data scenarios.

The performance of MobileNetV2 on the full dataset
with and without noise, with and without SMOTE
balancing is shown in Table 5. Number of significant
features: 93752.

Table 4 — Evaluation of MobileNetV2 with intersection and union operators of top-n models by metrics

Dataset without (2)—(6)
“Intersection” operator, size{Sfres}: 3097 “Union” operator, size{Sfres}: 83390
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.8996 0.9071 0.9986 1.0000
Precision 0.9012 0.8333 0.9985 1.0000
Recall 0.8818 0.7570 0.9971 1.0000
Fl 0.9215 0.9267 1.0000 1.0000
Training time (sec) 33.41 23.57 34.24 23.57
n=4 Dataset with (2)—(6)
“Intersection” operator, size{Sfres}: 3102 “Union” operator, size{Sfres}: 83834
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.8996 0.9071 0.9892 0.9946
Precision 0.9012 0.8333 0.9891 0.9892
Recall 0.8818 0.7570 0.9884 0.9913
Fl 0.9215 0.9267 0.9898 0.9871
Training time (sec) 34.60 24.19 34.63 24.57
Dataset without (2)-(6)
“Intersection” operator, size{Sfres}: 7221 “Union” operator, size{Sfres}: 75844
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.9487 0.9579 0.9993 1.0000
Precision 0.9493 0.9099 0.9993 1.0000
Recall 0.9327 0.9801 0.9985 1.0000
Fl 0.9666 0.8491 1.0000 1.0000
Training time (sec) 31.75 24.20 32.56 24.27
n=3 Dataset with (2)—(6)
“Intersection” operator, size{Sfres}: 7061 “Union” operator, size{Sfres}: 75928
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.9487 0.9546 0.9451 0.9968
Precision 0.9473 0.9005 0.9416 0.9935
Recall 0.9681 1.0000 0.9984 0.9957
Fl 0.9273 0.8190 0.8910 0.9914
Training time (sec) 34.43 23.91 33.86 24.30
Dataset without (2)—(6)
“Intersection” operator, size{Sfres}: 16875 “Union” operator, size{Sfres}:62682
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.9393 0.9741 0.9884 1.0000
Precision 0.9395 0.9483 0.9886 1.0000
Recall 0.9588 1.0000 0.9943 1.0000
Fl 0.9209 0.9016 0.9831 1.0000
Training time (sec) 34.57 23.96 32.30 23.23
n=2 Dataset with (2)—(6)
“Intersection” operator, size{Sfres}: 16835 “Union” operator , size{Sfres}: 62571
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.8844 0.9526 0.9566 0.9569
Precision 0.8750 0.9076 0.9560 0.9123
Recall 0.9790 0.9310 0.9939 0.9811
Fl 0.7910 0.8852 0.9209 0.8525
Training time (sec) 33.10 24.42 34.77 24.06
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An experiment was also conducted to study the
effectiveness of the dimensionality reduction method with
the smallest number of features obtained — 3102 with
noise removal (n=4, classifiers: Gradient Boosting,
Random Forest, K-Nearest Neighbors, Naive Bayes)).
The experimental data are shown in Table 6.

All experiments were conducted on a system equipped
with an Intel Core i7 processor and 16 GB of RAM,
supported by a 32 GB swap file to manage memory-
intensive operations. The software environment included
Python version 3.10.15, utilizing libraries such as sklearn,
imblearn, tensorflow, keras, lime, flask for data
processing, modeling, and web functionalities, and
Gnuplot 6.0.0, all running on Linux Mint 22 Xfce OS
(kernel version 6.8.0—38-generic).

Table 5 — Evaluation of MobileNetV2, noisy and noise-free
dataset by metrics

Dataset without transformations (2)—(6)

Metrics Balanced data Unbalanced data

Accuracy 0.9942 1.0000

Precision 0.9944 1.0000

Recall 0.9888 1.0000

Fl1 1.0000 1.0000

Training time 35.15 25.70
(sec)

Dataset with transformations (2)—(6)

Accuracy 0.9566 0.9612

Precision 0.9575 0.9280

Recall 0.9602 0.9062

Fl1 0.9548 0.9508

Training time 35.18 24.73
(sec)

Table 6 — Evaluation of classifiers from MLset by metrics with
the number of significant features 3102

Metrics Gradient Random Naive KNN
Boosting Forest Bayes
Original dataset

Accuracy 0.99 0.98 0.96 0.97

Precision 0.99 0.98 0.96 0.97

Recall 0.99 0.98 0.96 0.97

F1 0.99 0.98 0.96 0.97

Training time 115 <1 <1 <l

(sec)

The “Discussion” section details the obtained data
from Tables 1-6.

6 DISCUSSION

As can be seen from Table 1, before applying
transformations (2)—(6), the metrics show results of less
than 83% on all metrics for all models from the MLset.
The worst results are observed for the KNN model. This
is due to the susceptibility of KNN to problems in high-
dimensional spaces where the distance between points
becomes less informative.

After applying transformations (2)—(6), the metrics
significantly improved their performance for all classifiers
from the MLset set. After denoising for the KNN
classifier, the distance between the points became more
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informative, which allowed us to obtain metrics at the
level of 97%.

However, taking into account the specificity of the
problem of defect classification by vibration analysis, the
obtained accuracy indicator is not a benchmark and needs
improvement.

It is known, that neural networks better track complex
dependencies, therefore the MobileNetV2 neural network
was chosen as a classifier, which was studied on the
obtained data sets by applying the optional operators
“intersection” and “union” of significant features selected
using LIME models without transformations (2)—(6)
(table 2) and with their application (table 3).

The smallest number of features obtained using the
optional intersection operator is 3097 without denoising
and 3102 with denoising, which is a 30.27-fold reduction
in dimensionality.

From the conducted experiment with n=4 for
classifiers from the MLset (table 6), it was observed that
reducing the dimensionality by more than 30 times does
not worsen the result, but on the contrary, for most
classifiers it improves the values of the metrics (compared
to the results of table 1). Gradient Boosting managed to
improve all metrics to 0.99, while reducing training time
from 3643 seconds to 115 (31.67 times).

However, this reduction in dimensionality leads to a
loss of accuracy of the MobileNetV2 neural network
classifier (table 4).

The corresponding results of the experiment are
shown in Table 4. From which it can be seen that,
compared to the best F1 indicators of 0.99 for Gradient
Boosting, it was possible to raise not only the metrics to 1
on the validation and training data, but also to reduce the
training time to 23.23 seconds (compared to 115 seconds).

Such metric results were achieved when applying the
optional “union” operator for n=4, 3 and 2 in the absence
of SMOTE-balancing on the dataset without applying
transformations (2)—(6). This is explained by the fact that
the MobileNetV2 neural network is capable of reducing
the dimensionality and determining meaningful data.
However, with n=2 for the “union” operator, the number
of significant features was reduced to 62,682 (compared
to the initial number of 93,752), which in turn contributed
to the reduction of the learning time to 23.23 (table 5),
compared to 25.70 with the initial dataset in 93752
features.

Compared with analogues, it was possible to improve
the accuracy from 0.989 in [6] and from 0.996 in [7] to 1.

CONCLUSIONS

The actual problem of effective intelligent diagnostics
of malfunctions of rotating equipment is solved.

The scientific novelty consists in creating a method
of reducing the dimensionality of data by applying a
complex approach that combines:

— cleaning from noise (transformation (2)—(6)), allows
to save important information, avoiding redundancy;

— use of the LIME method on MLset to determine sig-
nificant features, which allows to obtain interpreted re-
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sults and ensure greater reliability in determining impor-
tant features;

— the use of optional operators, which provides flexi-
bility in choosing an approach to determining important
features, which can be useful in different contexts and for
different types of data, especially in large datasets with a
large number of features.

The proposed approach differs from the existing ones
by the possibility of using optional operators of union and
intersection when forming a set of significant features,
which provides flexibility and allows to adapt to different
contexts and types of data, ensuring the efficiency of
classification in cases of large-dimensional data.

On the basis of the created datasets of reduced
dimension, a neural network classifier was built, which
reached the values of 1 according to the Accuracy,
Precision, Recall and F1 metrics.

The practical significance is that software has been
developed that implements the proposed approach to data
dimensionality reduction and defect classification based
on vibration analysis for maintenance of rotating
machines. The results of the experiments show that the
developed approach is effective and allows reducing the
dimensionality of the data by more than 30 times without
losing classification accuracy.

Prospects for further research will be aimed at
finding alternative neural network architectures to reduce
training time.
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HIIXII JO SMEHIIEHHS POSMIPHOCTI IAHUX TA KJACH®IKALIL JE®EKTIB 3A AHAJI30M BIBPAIIII
JJIS1 TEXHIYHOTI'O OBCJIYT'OBYBAHHS OBEPTOBUX MAIIIUH

MoauanoBa M. O. — acmipadTt kadenpu KOMIT IOTEPHUX HayK XMETbHHUIBKOTO HAalliOHATBHOTO YHIBEPCHTETY, M. XMEIbHUIIb-
Kui, YKpaiHa.

Hdinyp B. O. — ctyzneHT kxadenpu KOMII'IOTepHIX HayK XMeJIbHUIBKOTO HAlIOHAIBHOTO YHIBEPCUTETY, M. XMEIbHUIBKAIH, YKpa-
Ha.

Ma3sypens O. B. — xaHj. TexH. HayK, JOLEHT Kadeapu KOMIT'IOTEPHUX HayK XMEIbHUIBKOTO HAlliOHAJBHOIO YHIBEpPCHUTETY,
M. XMENbHULIbKUH, YKpaiHa.

AHOTAULIA

AKTyaJbHicTb. Bupimyerscs aktyanbHa mpodiaeMa e(eKTHBHOI IHTENEKTYaIbHOI JIarHOCTHKK HECTIPABHOCTEH 00epTOBOTO 00-
nagHaHHA. O0’€KTOM JOCHIKEHHS € TPOLIEC 3MCHIICHHS PO3MIPHOCTI JaHUX Ta Kiacudikamii nedeKTiB 3a aHaIi3oM BiOpamiid uis
TEXHIYHOTO OOCIyroBYBaHHS 0OEpTOBHX MamIMH. IIpeqMeToM MOCTIPKEHHS € METOJW 3MEHIICHHS PO3MIpHOCTI Ta Kiacuikarmii
nedexTiB 3a aHATi30M BiOparii.

MeTa poGOTH — CTBOPEHHS MiJXOMy IO 3MEHILICHHS PO3MIPHOCTI JaHMX Ta Kiacu¢ikanii geekTiB 3a aHaIi30M BiOpawii s
TEXHIYHOTO 00CIyroBYBaHHs; 00EpPTOBUX MAIINH

Mertopa. 3anponoHOBaHO KOMIUIEKCHHI MiIXiA 4O 3MEHILICHHS PO3MIpHOCTI AaHHUX Ta kiacudikauii gedekTiB 3a aHamizoM Bibpa-
LiH, o BUpINIye 3a7ady 3MEHIICHHS PO3MIpHOCTI JaHUX AJIs HAaBYaHHS Kiacu(ikaTopiB Ta Kiacudikamii gedekTiB, a TakoXK BHPi-
[ICHO 3a[ady MoOyZ0BH HEHpoMepekeBOro KiacugikaTopa, o CIIPOMOXKHUH 3a0€3NeUNTH IMBUAKICTE KiIacu}ikaiii HecripaBHOCTEH
0e3 BTpaTH TOYHOCTI Ha JaHUX 3MEHIIEHOI po3MipHOCTI. ITinXix Bigpi3HAETHCS BiJ] iCHYIOUNX MOXJIMBICTIO 3aCTOCYBAHHS ONIIHHUX
orepaTopisB 00’ €THAHHS Ta MepeTHHY NpH (GopMyBaHHI MHOKHHH 3HAUYIIUX O3HAK, [0 HaJa€ THYYKICTh Ta JJO3BOJISE aaNTyBaTHCh
JI0 pI3HUX KOHTEKCTIB Ta THUIIIB IaHUX, 3a0e3IeuyIoud e()eKTUBHICTD KiIacu(ikalil y BUMaAKaX JaHUX BEJIUKOI PO3MipHOCTI.

Mertoz [u1sl OUMIICHHS Bij IIyMy J03BOJISIE 30€piraTi BaXIUBY iH(OPMAIlilo, yHHKAIOYH Ha UTHIIKOBOCTI Ta HOKPAIYIO4H SKIiCTh
JaHMX JUIS TIOJAJIBIIOro aHani3y. Bin nepenbayae 004YMCICHHS CHIBBIAHOIIEHHS CUTHAN/IIYM, BCTAHOBIICHHS TIOPOTOBUX 3HAYEHb Ta
3aCTOCYBaHHS IIBHAKOro neperBopeHHs Pyp’e, 1o 3abe3neuye BUOKPEMIICHHS PEIeBAHTHUX O3HAK BiX IIyMmiB. BUkopucTaHHs Me-
toxy LIME no MHOXMHM MoJeleil MallMHHOTO HABYaHHS J03BOJISIE BU3HAYUTH 3HAYYII O3HAKH 3 OUTBIIOI0 TOYHICTIO Ta iHTEpIIpe-
TOBaHICTIO. Lle crpuse OTpuMaHHIO HAAIHHIIINX pe3yibTaTiB, ockinbku LIME nomomarae 3po3yMiTv BIUIMB KOKHOI O3HAKH Ha KiH-
[IeBE PilIeHHS MOJENI, IO 0COOIMBO BAXKIMBO IPH pOOOTI 3 BETUKIMHU JaTaceTaMH, ¢ BaKIUBICTh OKPEMHUX O3HAK MOXe OyTH He-
OUYEeBHAHOIO. BIipoBamKkeHHs ONIIHHUX onepaTopiB 00’ €IHAHHS Ta NMEPETUHY 3HAUYIINX O3HAK HAJlA€ JOJATKOBY I'HYUKICTh y BHOOpI
MiAXOMy 0 BU3HAYEHHS BaXIMBUX O3HAK. Lle 103BOJIsIE amanTyBaTH METOZ A0 Pi3HUX KOHTEKCTIB Ta THUIIB JAHUX, 3a0€3MeUyloun
e()eKTUBHICT HABITh Y BUNAJKaX 3 BEJIMKOIO KiJBbKICTIO O3HAK.

PesyabTaTn. Po3pobieHuit MeTo 1 peanizoBaHo MPOrpaMHoO i JOCHTIPKEHO NPU BUPIIICHHI 3a1a4i Kiacudikailii nedekTis 3a aHa-
J1i30M BiOpaLiii A1 TEXHIYHOrO 00CITyTrOByBaHHSI 00SPTOBUX MAIIIHH.

BucHoBku. IIpoBeneHi ekCepUMEHTANbHI JOCIIKEHHS MATBEPHIA BUCOKY €pEeKTHBHICTh Ta Mpane3faTHICTh 3alpOoloHOBa-
HOTO MiIXOAy JUIA 3MEHIIECHHS PO3MIPHOCTI TaHWX Ta Kiacudikamii aedekTiB 3a aHanizoMm BiOpaliil B aCHEKTi TEXHIYHOTO 00CIyTo-
ByBaHHs 00€pTOBUX MalIuH. [IepcHeKkTHBY MOJANBIINX JOCHIUKEHb OyIyTh HAIpaBJCHI Ha TOLIYKH albTEPHATUBHUX Helpomepe-
JKEBHX apXiTeKTyp Ta iX HaBUaHHs JUIsl 3HIKCHHS Yacy HaBYaHHS.

KJIIOYOBI CJIOBA: 3MeHIIIeHHS pO3MipHOCTI, 3Ha4yIIli 03HAKH, BUABICHHS fedekTiB, MobileNetV2.
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