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ABSTRACT 
Context. The problem of determining transitional conditions that precede the shift from an operating state to a non-operating 

state based on data obtained from the sensors of rotating machine elements is being solved. The object of the study is the process of 
detecting faults and states that indicate an approach to breakdown in rotating machine elements based on data obtained from sensors. 
The subject of the study is the application of k-means and the elbow method algorithms for clustering and convolutional neural net-
works for classifying sensor data and detecting near-failure states of machine elements. 

Objective. The purpose of the work is to create a method for processing sensor data from rotating machines using convolutional 
neural networks to accurately detect conditions close to failure in rotating machine elements, which will increase the efficiency of 
maintenance and prevent equipment failures. 

Method. The proposed method of preventing failures of rotating machines by vibration analysis using machine learning tech-
niques using a combination of clustering and deep learning methods. At the first stage, the sensor data undergoes preprocessing, in-
cluding normalization, dimensionality reduction, and noise removal, after which the K-means algorithm is applied. To determine the 
optimal number of clusters, the Elbow method is used, which provides an effective grouping of the states of rotating machine ele-
ments, identifying states close to the transition to fault. A CNN model has also been developed that classifies clusters, allowing for 
the accurate separation of nominal, fault, and transitional conditions. The combination of clustering methods with the CNN model 
improves the accuracy of detecting potential faults and enables timely response, which is critical for preventing accidents and ensur-
ing the stability of equipment operation. 

Results. A method of preventing failures of rotating machines by vibration analysis using machine learning techniques and a 
relevant software package have been developed. The implemented method allows us to identify not only normal and emergency 
states but also to distinguish a third class – transitional, close to breakdown. The quality of clustering for the three classes is con-
firmed by the value of the silhouette coefficient of 0.506, which indicates the proper separation of the clusters, and the Davis-Boldin 
index of 0.796, which demonstrates a high level of internal cluster coherence. Additionally, CNN was trained to achieve 99% accu-
racy for classifying this class, which makes the method highly efficient and distinguishes it from existing solutions. 

Conclusions. A method of preventing failures of rotating machines by vibration analysis using machine learning techniques was 
developed, the allocation of the third class – transitional, indicating a state close to breakdown – was proposed, and its effectiveness 
was confirmed. The practical significance of the results lies in the creation of a neural network model for classifying the state of ro-
tating elements and the development of a web application for interacting with these models. 
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ABBREVIATIONS 
AI is an artificial intelligence; 
CAM is a computer aided manufacturing; 
CNN is a convolution neural network; 
DL is a deep learning; 
LSTM is a long short-term memory; 
ML is a machine learning; 
NN is a neural network; 
RGB is a red, green and blue color model; 
RNN is a recurrent neural network; 
SVC is a scalable video coding; 
SVM is a support vector machine. 

 
NOMENCLATURE 

 is an input sensory data converted into numerical 
representations; 

x is a horizontal pixel coordinate in the resulting 
image; 

y is a vertical pixel coordinate in the resulting image; 

bj is a bias for the neuron of the j-th dense layer; 
f is an activation function; 
g is a convolution kernel that moves through the data 

to extract features;  
P(i,j) is a value after the MaxPooling operation at 

position (i,j) in the original matrix; 
wij is a weight between the neuron of the i-th layer and 

the j-th neuron of the dense layer; 
X(i+m, j+n) is a initial matrix of values that are 

passed to CNN for processing; 
yi  is a output of the j-th neuron on the dense layer. 

 
INTRODUCTION 

Modern machine diagnostics systems use data from 
numerous sensors that measure key operating parameters 
in real time, such as vibration, temperature, pressure, and 
voltage. The problem lies not only in the sheer volume of 
data, but also in its complexity, which makes it difficult to 
apply classical analysis methods. Artificial intelligence 
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solves these problems by detecting hidden patterns and 
anomalies in multidimensional data, which increases the 
accuracy of fault prediction [1]. 

The use of artificial intelligence tools in the diagnos-
tics of machine elements allows timely detection and pre-
vention of malfunctions and prediction of possible fail-
ures, which increases the reliability of maintenance, re-
duces repair costs and equipment downtime [2]. 

The development of tools for diagnosing the technical 
condition of machines should be aimed not only at detect-
ing faulty or completely damaged components, but also at 
preventing possible failures. Ensuring early detection of 
critical changes in the condition of parts allows for timely 
action to prevent their failure during operation. This helps 
to reduce maintenance costs, increase machine efficiency 
and improve operational safety, which is critical in many 
areas where the stability of technical equipment is of key 
importance. 

The object of study process of detecting malfunctions 
and states that indicate an approximation of a failure in 
the elements of rotating machines based on data obtained 
from sensors. 

The subject of study application of clustering algo-
rithms and convolutional neural networks to classify sen-
sor data and detect near-failure states of machine ele-
ments. 

The purpose of the work is the development of a 
method for processing data from rotating machine sensors 
using convolutional neural networks to accurately detect 
states close to failure in rotating machine elements, which 
will increase the efficiency of maintenance and prevent 
equipment failures. 

 
1 PROBLEM STATEMENT 

Let },...,{ 21 nxxxX    be a set of sensor data collected 

from rotating machine elements, where each ix  

represents a vector of d sensor records at a given time. 
The dataset X є is unlabeled and consists of a set of text 
files nx , where each file contains sensor data for a certain 

period of time and a key file },...,{ 21 nkkkK  , where  

}1,0{ik  is a binary label indicating whether the rotating 

element is in good condition  )0( ik  or faulty )1( ik . 

The dataset X, containing sensor records is analyzed with 
the assumption that there is an intermediate class between 
fault and nominal, which means that the received sensor 
data on the element state does not belong to the nominal 
cluster and is approaching the fault condition. 

The purpose of the study is to implement a method for 
identifying a transitional class of component condition 
based on indicators from sensors that read the condition 
of equipment. The study focuses on the possibility of 
identifying this class using clustering methods, such as 
the k-means method, and classification using convolu-
tional neural networks. 

This method allows identifying not only nominal and 
faulty parts, but also those that are on the verge of failure, 

which makes it possible to identify parts with an in-
creased risk of failure in advance and organize timely 
maintenance. 

 
2 REVIEW OF THE LITERATURE 

Recent studies show that traditional diagnostic meth-
ods that involve manual analysis of sensor data are giving 
way to automated approaches that use machine learning 
and, in particular, deep neural networks [3], [4]. Convolu-
tional neural networks have shown significant potential in 
processing complex, multidimensional data [5] from in-
dustrial sensors due to their ability to detect complex rela-
tionships between signals and identify anomalies that may 
indicate malfunctions. 

In article [6], the authors review modern machine 
learning methods used to monitoring and predicting faults 
in glass industrial rotating machines. The focus is on the 
use of sensor data, which is important for accurate fault 
diagnosis. Both traditional methods, such as regression, 
decision trees, and SVMs, and more modern deep learn-
ing approaches, such as neural networks, CNNs, and 
RNNs, have been studied. 

Deep neural networks have shown significant advan-
tages in detecting complex patterns in sensor data, which 
has increased the accuracy of fault diagnosis to 93–97%. 
This is significantly higher than traditional methods, 
which have an accuracy of about 80–85%. RNNs [7] were 
particularly effective, demonstrating up to 90% accuracy 
when working with sequential data, such as vibrations and 
temperature measurements. 

The study also showed that the use of NNs signifi-
cantly reduced the processing time of large amounts of 
sensor data, which is especially important for systems 
with high performance requirements. In real-life exam-
ples, in particular when working with motors and rotary 
machines, the use of neural networks reduced the number 
of failures by 20–25% compared to traditional methods. 

The authors of [8] also consider modern DL ap-
proaches for fault detection and prediction in industrial 
systems. The main focus is on how deep learning outper-
forms traditional diagnostic methods capable of working 
with large amounts of complex sensor data. Among the 
main methods discussed are CNNs used to process vibra-
tion signals and images, which facilitates early detection 
of faults. 

The authors of [9] and [10] consider the use of ma-
chine learning methods to predict industrial equipment 
failures based on time series of sensor data. The research-
ers emphasize the importance of predicting the specific 
moment when equipment goes from a nominal to a faulty 
condition, which reduces the risk of unplanned machine 
downtime. The paper applies various machine learning 
models, such as RNN and LSTM, to capture and learn 
from temporal patterns that indicate the approach of a 
machine element failure. The results show that these 
models are able to effectively identify failure patterns in 
continuous time series, providing earlier and more accu-
rate failure prediction. 
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The authors of [11] also proposed a three-stage fault 
prediction method for rotating equipment. It uses a com-
bination of CNN and LSTM to detect the degradation 
period and fault type, and (Bi)-LSTM and SVC to predict 
the trend and identify specific faults. The method has 
been successfully tested on the IMS dataset[12]. 

To solve such problems, authors often use the method 
of converting numerical data into graphs, as this allows to 
use CNNs to analyze them, making it possible to achieve 
comparable classification results to traditional machine 
learning algorithms such as XGBoost. 

A study [13] was also conducted on the application of 
image-based methods for diagnosing machine faults using 
data from 6DOF IMU. Three methods are proposed: con-
verting time data into a gray image, RGB image, and 
RGB image with X, Y, Z axes. All methods show high 
accuracy in classifying different operating states. The 
gray image provides faster training, while RGB methods 
offer additional analysis capabilities. The study also ex-
amines the interpretability of models using Grad-CAM 
[14]. 

Paper [15] compares methods of converting tabular 
data into images for use with convolutional neural net-
works, showing that even a basic CNN can achieve results 
similar to the XGBoost algorithm optimized by traditional 
methods. 

Recent studies substantiate the effectiveness of artifi-
cial intelligence techniques, particularly neural networks, 
for monitoring and diagnosing the condition of rotating 
machinery. CNN and LSTM networks have demonstrated 
robust performance in detecting faults by analyzing sen-
sor data, highlighting their potential for early fault identi-
fication. These architectures excel in extracting complex 
patterns and temporal dependencies within sensor read-
ings, enabling them to recognize subtle indicators of 
equipment deterioration. 

However, the critical issue of accurately pointing the 
transition from nominal operational to failure conditions 
remains underexplored. Current models predominantly 
focus on distinguishing between nominal and faulty con-
ditions after critical issue become evident. Addressing this 
gap requires more advanced predictive modeling that can 
identify faults well before they become critical, thus pro-
viding a buffer for preventive measures. 

Future research should therefore prioritize the devel-
opment of sophisticated, multi-faceted models that incor-
porate predictive capabilities. By effectively forecasting 
potential failures before they manifest, such models could 
significantly reduce unplanned downtimes, cut mainte-
nance costs, and enhance the operational safety and reli-
ability of rotating machinery systems. 

 
3 MATERIALS AND METHODS 

To solve the problem of preventing failures of rotating 
machines by vibration analysis using machine learning 
techniques, it is necessary to implement an appropriate 
method (Fig. 1). The process begins with obtaining and 
downloading the input data, namely the “zeroShot” data-
set [16], which includes 1158 files, each of which con-

tains 93752 records with sensor readings. Then, the files 
contained in the dataset are converted into graph images 
and undergo a preprocessing stage, which includes resiz-
ing to 256x256 pixels, normalizing pixel values by divid-
ing by 255, and eliminating noise using a median filter. 
The cluster features are also prepared for further analysis 
by converting the cluster labels to the one-hot encoding 
format [17] to ensure correct input into the model. 

 

 
Figure 1 – A method of preventing failures of rotating  

machines by vibration analysis using machine learning  
techniques 

 
For clustering, several important steps were taken to 

prepare the data and apply machine learning methods. 
First, basic statistical characteristics were calculated for 
each data file, including the mean, median, standard de-
viation, minimum and maximum values. These character-
istics were used as features for further clustering. To en-
sure the uniformity of the scale of the features, the data 
was standardized using the StandardScaler method [18]. 

To determine the optimal number of clusters, it is nec-
essary to apply the Elbow method, which helps to find the 
point where a further increase in the number of clusters 
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does not significantly reduce the inertia, the sum of 
squared distances to the centroids. 

To solve the clustering problem, the k-means [19] and 
Elbow Method [20] methods were used. The k-means 
algorithm is used to divide data into clusters, where each 
cluster is characterized by the average value of the coor-
dinates of all points in the cluster. The basic principle of 
k-means is as follows [21]: 

1) first, k cluster centers are randomly selected; 
2) each data point is assigned to the closest cluster 

center; 
3) after that, the cluster centers are recalculated based 

on the average value of all points belonging to each clus-
ter; 

4) the process is repeated until the centers stop chang-
ing, i.e., the algorithm converges. 

The Elbow Method is used to determine the optimal 
number of clusters in the clustering process. The principle 
of this method is to analyze the inertia – the sum of dis-
tances between points and their respective centroids – for 
different values of the number of clusters. The inertia 
graph usually shows a breaking point or “elbow” after 
which further increase in the number of clusters does not 
lead to a significant decrease in inertia [22]. This point is 
interpreted as the optimal number of clusters, which en-
sures a balance between the compactness of the clusters 
and their number. 

To evaluate the quality of clustering, metrics such as 
the average value of the silhouette score, inertia, Davies-
Bouldin Index, adjusted rand Index, and normalized mu-
tual information were calculated. 

Fig. 2 shows the clustering process as part of a method 
to prevent failures of rotating machines based on vibration 
analysis by using machine learning techniques. 

 

 
Figure 2 – The process of clustering, one of the stages of the 

method 
 
The visualization of the clustering results was pre-

sented using two-dimensional scatter plot, silhouette plot, 
and parallel coordinates to reveal the internal structure of 
the clusters. 

The obtained clustering results are stored for further 
use in the classification process. After that, the class la-
bels preparation stage is performed, where the initial class 
labels are loaded from a file and converted to a one-hot 

encoding format for use in the classification model. Next, 
the obtained dataset is divided into training and test sam-
ples in the ratio of 80% to 20%. After the data is divided, 
the classifier is trained on the training set. 

The final step is to predict classes for the test images. 
The obtained results are stored with the model for further 
use, which allows to reproduce the classification or clus-
tering of new images. 

To effectively classify the states of rotating machines 
based on vibration analysis, it is necessary to develop a 
neural network classifier. Fig. 3 shows a neural network 
architecture that receives an image as an input, repre-
sented as a multidimensional tensor, where each dimen-
sion corresponds to the width, height, and number of 
channels. 

The neural network architecture for binary classifica-
tion consists of three Convolutional Convolution2D lay-
ers and MaxPooling2D sub-sampling layers that help to 
extract local features, reduce dimensionality, and reduce 
computational costs. The Flatten layer transforms the data 
into a flat structure, after which two fully connected 
Dense layers provide the final classification with an out-
put that determines the probability of belonging to one of 
the classes. 

The neural network architecture for three-class classi-
fication is built in a similar way, but includes an addi-
tional input layer, InputLayer, which is combined with a 
multidimensional tensor by concatenation to take into 
account additional characteristics, allowing the model to 
recognize more classes. In the course of building the ar-
chitecture and training the neural networks, we used the 
pillow and OpenCV libraries for basic image processing 
and computer vision, as well as TensorFlow with Keras 
for deep learning, which allows to build and train neural 
networks. 

The first layer of the model is the Conv2D convolu-
tional layer, which applies several filters to detect local 
features such as edges and textures. Convolution is a basic 
operation in CNNs that is used to extract features from 
input data, such as sensor values [23]. The convolution 
for two-dimensional data is represented by formula (1) 
[23]:  

 

.),(),(),)((  
i j

jyigjifyxg  
(1)

 
The next layer of the neural network is MaxPool-

ing2D, which reduces the spatial dimensions of the tensor 
by extracting the most important features, which improves 
efficiency and reduces the number of parameters to calcu-
late. This operation selects the maximum value in each 
array and is calculated using the formula [23] (2): 
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Figure 3 – Architecture of the developed convolutional neural 

network 
 

After MaxPooling2D, a convolutional layer is imple-
mented to enhance the feature analysis and help detect 
more complex structures. The pooling layer is again ap-
plied to reduce the size. The third convolutional layer 
continues to highlight complex image features, which 
prepares the data for the transition to the final layers. One 
more pooling layer completes this process and resizes the 
original tensor so that the data can be transferred to dense 
layers. The Flatten layer transforms the multidimensional 
tensor into a flat vector, which is necessary for further use 
in the fully connected Dense layers. A dense layer is a 
fully connected layer of a neural network, where each 
neuron from one layer is connected to all the neurons of 
the next layer. The first dense layer performs nonlinear 
transformations and combines the extracted features for 
better classification or prediction. The last dense layer 
completes the network, giving the final result, the prob-
ability of an image belonging to a certain class. The op-

eration of this layer is based on matrix multiplication, 
which is performed according to formula (3) [24]: 
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The method of preventing failures of rotating ma-

chines based on vibration analysis by using machine 
learning techniques was proposed. The basis of the pro-
posed method is a combination of classical machine learn-
ing methods, such as K-means and the elbow method for 
clustering, and a CNN neural network model for classify-
ing the conditions of rotating machines. 
 

4 EXPERIMENTS 
According to the described method, a software pack-

age was implemented, including two machine learning 
models for clustering into two and three classes, two neu-
ral network models for classification into two and three 
classes, and a website for the practical use of the obtained 
models. The scheme of the system's program modules is 
shown in Fig. 4. 

The dataset used for the study consists of sensor data 
collected from various mechanical rotating systems cover-
ing a wide range of operational parameters. These pa-
rameters, presented in text form, were converted into nu-
merical values suitable for analysis. 

 

 
Figure 4 – Scheme of operation of the system program  

modules 
 
The “zeroShot” dataset consists of 1158 files, each of 

which contains 93752 sensor records, as well as a file 
with labels for evaluating the model's performance  

For clustering, no additional graphical interface was 
created: all processing and clustering results were dis-
played in the console, and the matplotlib and seaborn li-
braries were used for graphical representation of the data. 
The following libraries were used: numpy for working 
with multidimensional arrays, which optimizes the com-
putations and matrix operations required to process large 
data sets; scikit-learn for access to machine learning algo-
rithms, including clustering; matplotlib and seaborn for 
visualizing the results. 

To perform the “Classifier operation” stage, the CNN 
neural network models were trained with the parameters 
shown in Table 1. 
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Table 1 – A set of hyperparameters for classification 
Hyperparameter 

name 
2 classes classifica-

tion 
3 classes classifica-

tion 
Model’s version V1 V2 V3 V4 

Optimization hyperparameters 
optimizer adam 
loss binary_crossentropy 

categori-
cal_crossentropy 

Training hyperparameters 
metrics accuracy 
batch_size 32 32 
epochs 6 3 10 5 

 

The architecture of the neural network for binary clas-
sification includes three layers Conv2D and MaxPool-
ing2D for feature extraction and dimensionality reduction, 
Flatten for conversion to a flat structure, and two layers 
Dense for classification. The architecture for three-class 
classification is similar, but an InputLayer with concate-
nation is added to take into account additional characteris-
tics. Pillow and OpenCV were used for image processing, 
and TensorFlow with Keras was used to build and train 
neural networks. 

A website based on the Flask framework [25] was also 
implemented to interact with AI models and display 
analysis results. An example of the website is shown in 
Fig. 5. The program codes implemented in the study were 
uploaded to the GitHub cloud platform to ensure accessi-
bility and the possibility of their further analysis, verifica-
tion, and reuse. [26]. 

The defined stages of the experiment and the methods 
used for data preparation and processing provide a com-
prehensive analysis and classification of the data. Further, 
the results of clustering and classification will be evalu-
ated in terms of their accuracy, reliability, and ability to 
identify transient states. 

 

 
Figure 5 – Web application interface 

 
These results will form the basis for building a prog-

nostic model and identifying opportunities to improve the 
machine maintenance process, which has the potential to 
increase equipment stability and safety. 

 
5 RESULTS 

According to the outlined plan of the experiment, the 
following clustering results were obtained (Fig. 6), the dis-

tribution curve of the optimal number of Elbow method 
classes by the inertia parameter is presented, which de-
creases sharply when moving from 1 to 3 clusters, indicat-
ing that the optimal number of clusters is in the range of 2–
3. This result shows that dividing the data into 3 clusters 
can be reasonable and will provide the best balance be-
tween clustering accuracy and model complexity. 

The obtained indicators demonstrated the high accu-
racy of the model. For the nominal class, the model 
achieved precision of 0.9987, recall of 0.9885, and F1-
score of 0.9936. The fault class showed precision of 
0.9704, recall of 0.9966, and F1-score of 0.9833. For the 
transitional class, the precision is 0.9942, recall is 0.9896, 
and F1-score is 0.9958. The overall accuracy of the model 
was 0.9914. The macro- and weighted average F1-score 
are 0.9923 and 0.9914, respectively, which indicates high 
classification performance. 

 

 
Figure 6 – Obtained clustering results  

 
Also, according to the experimental conditions, a neu-

ral network multiclass classifier was created to distinguish 
three states of rotating machine elements: nominal, fault, 
and transitional. The confusion matrix shown in Fig. 7. 

 

 
Figure 7 – Confusion matrix for multiclass model 

 
Table 2 shows the results for binary and multiclass 

classification. The main focus is on the multiclass model 
v4, which demonstrates better classification results due to 
the improvement of its architecture. 
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Table 2 – The results of classification by different models 
 precision recall F1-

score 
support required 

time, sec 
 precision recall F1-

score 
support required 

time, sec 
Binary classification (v1) Binary classification (v2) 

Nominal 
data 

0.9718 0.6511 0.7806 293 Nominal data 0.9763 0.9829 0.9796 293 

Fault data 0.9032 0.9992 0.9485 865 Fault data 0.9942 0.9919 0.9931 865 
          
accuracy   0.9117 1158 accuracy   0.9896 1158 
macro avg 0.9375 0.8251 0.8646 1158 macro avg 0.9852 0.9874 0.9863 1158 
weighted 
avg 

0.9197 0.9111 0.9048 1158 

43 

weighted avg 0.9897 0.9896 0.9896 1158 

91 

Multi-class classification (v3) Multi-class classification (v4) 
Nominal 
data 

0.9718 0.6092 0.7493 785 Nominal data 0.9987 0.9885 0.9936 785 

Fault data 0.1901 0.8192 0.3084 77 Fault data 0.9704 0.9966 0.9833 296 
Transi-
tional class 

0.9145 0.9972 0.9527 296 Transitional 
class 

0. 9942 0.9896 0.9958 77 

          
accuracy   0.7217 1158 accuracy   0.9914 1158 
macro avg 0.6921 0.8085 0.6701 1158 macro avg 0.9897 0.9951 0.9923 1158 
weighted 
avg 

0.9046 0.7228 0.7714 1158 

102 

weighted avg 0.9916 0.9914 0.9914 1158 

206 

 

Based on the table, we can see significant improve-
ments in the results between the v3 and v4 versions of the 
models for the multi-class classification task. In particu-
lar, for each of the three classes (“Nominal”, “Fault”, 
“Transitional”), the v4 version has higher precision, re-
call, and f1-score values compared to v3. This indicates 
the improved ability of the v4 model to correctly identify 

each class, especially for “Fault” and “Transitional” The 
overall precision score is also significantly higher in v4 
(0.9914 vs. 0.7217 in v3), which demonstrates an overall 
improvement in model performance for all classes. 

In the silhouette plots of Fig. 8a and Fig. 8b show the 
clustering  quality  assessment  for  two and three clusters.  

 

  
a b 

  
с d 

Figure 8 – Visualization of clustering results: 
a – evaluation of the quality of clustering into two classes using the silhouette method; b – evaluation of the quality of clustering into 
three classes using the silhouette method; c – visualization of cluster division through parallel coordinates of features into two clus-

ters; d – visualization of cluster division through parallel coordinates of features into three clusters 
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For the two clusters (Fig. 8a), both clusters have positive 
silhouette coefficient values, indicating a clear separation 
between them, but the overall average silhouette score is 
limited, which may indicate a lack of detail in the internal 
structure of the data. For the three clusters (Fig. 8b), the 
silhouette score is also positive for each cluster, and the 
overall average silhouette score is higher, indicating a 
better distribution of the data. Fig. 9 shows a graphical 
representation of the clustering by two classes. 

 

 
Figure 9 – Graphical representation of clustering by two 

classes 
 
The above experiments were performed on the follow-

ing hardware: Intel core i5-11400H processor, RAM: 16 
GB. Software: Windows 11 Home, Python 3.9.0 pro-
gramming language, JavaScript – ECMAScript 2023 
(ES14), Visual Studio Code editor, TensorFlow/Keras, 
Scikit-learn, OpenCV, Matplotlib, Seaborn, Numpy, Pil-
low, Flask libraries were used. 

 
6 DISCUSSION 

According to the Elbow Method graph (Fig. 7), which 
shows the correlation between the number of clusters and 
the inertia value, the indicators decrease rapidly when 
moving from 1 to 3 clusters, after which the decrease be-
comes less noticeable. Such a sharp decline in the first 
steps usually indicates a zone of optimal distribution, 
where the addition of new clusters slightly improves the 
distribution but significantly increases the complexity of 
the model. 

This result indicates that the optimal number of clus-
ters may be in the range of 2–3, since further increasing 
the number of clusters does not significantly improve the 
inertia. The choice of 3 clusters is justified because this 
division provides an effective reduction of internal vari-
ance, which is important for more accurate modeling of 
the data structure, without excessive model complexity 
and excessive division of data into small groups. 

According to Fig. 10, the third class is proposed to be 
the transitional class, which indicates a condition of a 
machine element that does not belong to either the nomi-
nal or fault classes. Based on the graphical analysis, it can 
be concluded that at a uniform distance from both main 
clusters, the model demonstrates a reduced ability to ac-
curately determine the belonging to a particular cluster. 
This is due to the fact that the central points are equidis-
tant from both clusters, combining the features of each of 
them. In this regard, it is advisable to expand the cluster-
ing model to three classes. Thus, in addition to the main 

classes (nominal and fault), a third transition class is 
added, which accumulates the common characteristics of 
both clusters, allowing the model to more accurately re-
flect the data structure. 

Thus, the division into three clusters not only allows 
for a better representation of the data structure, but also 
provides a more reasonable representation of the internal 
features of the dataset. According to the visualizations of 
parallel coordinates for two- and three-class clustering, 
clustering into three classes is appropriate. Adding a third 
cluster (labeled #1 in the graph) in Fig. 9d reveals addi-
tional structural differences, especially on the features 
“Feature 3” and “Feature 4”, which indicates the presence 
of unique features that were not visible in the two-class 
clustering. At the same time, there is an overlap of lines 
on certain features, which may indicate imperfect separa-
tion of the clusters. Nevertheless, the third cluster helps to 
segment the data more accurately, taking into account less 
pronounced differences. 

Therefore, the division into 3 clusters supports a bal-
anced decision between adequate clustering accuracy and 
overall model performance. This result indicates that the 
optimal number of clusters may be in the range of 2–3, 
since further increasing the number of clusters does not 
bring significant improvement in inertia. The choice of 3 
clusters is justified because this division provides an ef-
fective reduction of internal variance, which is important 
for more accurate modeling of the data structure, without 
excessive model complexity and excessive breakdown of 
data into small groups. Thus, the division into 3 clusters 
maintains a balanced decision between appropriate clus-
tering accuracy and overall model efficiency. 

The clustering results show that the three-level classi-
fication is optimal, providing a clear separation and dis-
play of the data structure. Analysis using the elbow 
method and the silhouette coefficient confirmed the effec-
tiveness of this method. In addition, a neural network 
model was created to recognize the third, transitional 
class, which increased the overall accuracy and flexibility 
of the model, providing better consideration of complex 
variations in the data when analyzing the condition of 
rotating machine elements. 

 
CONCLUSIONS 

The method of preventing failures of rotating ma-
chines based on vibration analysis by using machine 
learning techniques was implemented. The main feature 
of the proposed method is the ability not only to classify 
conditions as normal or faulty, but also to identify an in-
termediate condition characterized by an increased prob-
ability of element failure. The use of clustering has made 
it possible to achieve an accuracy of over 80% in identify-
ing this third class, which makes it possible to predict 
probable failures at early stages. 

In addition, the method is based on the use of a convo-
lutional neural network that has been trained with an ac-
curacy of 99% to classify states, including a new “transi-
tional” class. This ensures high efficiency and reliability 
of the classification, which allows not only to increase the 
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safety and reliability of equipment operation, but also to 
minimize the costs associated with emergency conditions 
and repairs. 

The scientific novelty of obtained results is that the 
method of preventing failures of rotating machines based 
on vibration analysis by using machine learning tech-
niques is firstly proposed. In the resulting dataset, it is 
proposed to distinguish a new, third class of transitional, 
which indicates a transient, close-to-failure state of a ro-
tating element, and the effectiveness of introducing this 
class is proved. 

The practical significance of the obtained results is 
the creation of application software, specifically neural 
network models for classifying the condition of rotating 
machine elements and the implementation of a corre-
sponding web application for interacting with the ob-
tained models. 

Prospects for further research may be aimed at op-
timizing algorithms and neural network architecture to 
reduce training time, which will improve the efficiency of 
models with large amounts of data and different classes. 
Furthermore, it is also possible to develop methods for 
adaptive training of models based on new data, which will 
increase the efficiency of their application in real-world 
conditions. 
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AНОТАЦІЯ 

Актуальність. Вирішується проблема визначення перехідних станів, що передують переходу з робочого стану у неро-
бочий за отриманими даними з датчиків обертових елементів машин. Об’єктом дослідження є процес виявлення несправно-
стей та станів, що свідчать про наближення до поломки у елементах обертових машин на основі даних, отриманих з сенсо-
рів. Предметом дослідження є застосування алгоритмів k-means та методу Elbow для кластеризації та згорткових нейронних 
мереж для класифікації даних з сенсорів та виявлення близьких до поломки станів елементів машини. 

Мета роботи. Метою роботи є створення методу обробки сенсорних даних обертових машин з використанням згортко-
вих нейронних мереж для точного виявлення станів, близьких до відмови, в елементах обертових машин, що дозволить під-
вищити ефективність технічного обслуговування та запобігти відмовам обладнання. 

Метод. Запропонований метод запобігання відмовам обертових машин базується на аналізі сигналів вібрації з викорис-
танням комбінації методів кластеризації та глибокого навчання. На першому етапі дані з датчиків проходять попередню 
обробку, що включає нормалізацію, зменшення розмірності та видалення шумів, після чого застосовується алгоритм k-
середніх. Для визначення оптимальної кількості кластерів використовується метод Elbow, який забезпечує ефективне гру-
пування станів обертових елементів машини, виявляючи стани, близькі до переходу в несправність. Також була розроблена 
модель CNN, яка класифікує кластери, дозволяючи точно розділити номінальні, несправні та перехідні стани. Поєднання 
методів кластеризації з CNN-моделлю підвищує точність виявлення потенційних несправностей і дозволяє своєчасно реагу-
вати на них, що є критично важливим для запобігання аваріям і забезпечення стабільності роботи обладнання. 

Результати. Створено метод попередження аварійних станів обертових машин за аналізом вібрацій засобами машинно-
го навчання та відповідний комплекс програмного забезпечення. Реалізований метод дозволяє ідентифікувати не лише нор-
мальні й аварійні стани, але й виділяти третій клас – близький до поломки. Якість кластеризації для трьох класів підтвер-
джується значенням коефіцієнта силуету 0,506, що свідчить про належну відокремленість кластерів, та індексом Девіса-
Болдіна 0,796, що демонструє високий рівень внутрішньої когерентності кластерів. Додатково було натреновано CNN, яка 
досягає 99% точності для класифікації цього класу, що робить метод високоефективним і вирізняє його серед існуючих рі-
шень. 

Висновки. Було розроблено метод попередження аварійних станів обертових машин за аналізом вібрацій засобами ма-
шинного навчання, запропоновано виокремлення третього класу – перехідного, що вказує на стан, близький до поломки, і 
підтверджено його ефективність. Практичне значення результатів полягає у створенні нейромережевих моделей для класи-
фікації стану обертових елементів та розробці вебзастосунку для взаємодії з цими моделями. 

КЛЮЧОВІ СЛОВА: обертові елементи машини, відмова елемента, перехідні стани, кластеризація, класифікація, CNN. 
 

ЛІТЕРАТУРА 
1. Review of Artificial Intelligent Algorithms for Engine 

Performance, Control, and Diagnosis  / [I. Havugimana, B. 
Liu, F. Liu et al.] // Energies. – 2023. – Vol. 16, No. 3. – P. 
1206. DOI: 10.3390/en16031206 

2. Research on the application of artificial intelligence method 
in automobile engine fault diagnosis  / [C. Du, W. Li, 
Y. Rong et al.] // Engineering Research Express. – 2021. – 
Vol. 3, no. 2. – P. 026002. DOI: 10.1088/2631-8695/ac01ad 

3. How to implement automotive fault diagnosis using artifi-
cial intelligence scheme / [C.-S. Gong, C.-H. S. Su, Y.-H. 

Chen, D.-Y. Guu] // Micromachines. – 2022. – Vol. 13. – 
P. 1380. DOI: 10.3390/mi13091380. 

4. Signal Processing for the Condition-Based Maintenance of 
Rotating Machines via Vibration Analysis: A Tutorial / 
[O. Matania, L. Bachar, E. Bechhoefer, J. Bortman] // 
Sensors. – 2024. – Vol. 24, No. 2. – P. 454. DOI: 
10.3390/s24020454. 

5. Method for neural network detecting propaganda techniques 
by markers with visual analytic / [I. Krak, O. Zalutska, 
M. Molchanova et al.] // CEUR Workshop Proceedings. – 

151



p-ISSN 1607-3274   Радіоелектроніка, інформатика, управління. 2025. №1 
e-ISSN 2313-688X  Radio Electronics, Computer Science, Control. 2025. № 1 

 
 

© Zalutska O. O., Hladun O. V., Mazurets O. V.,  2025 
DOI 10.15588/1607-3274-2025-1-13  
 

2024. – Vol. 3790. – P. 158–170. Mode of access: 
https://ceur-ws.org/Vol-3790/paper14.pdf. 

6. Artificial Intelligence Application in Fault Diagnostics of 
Rotating Industrial Machines: A State-of-the-Art Review / 
[V. Singh, P. Gangsar, R. Porwal, A. Atulkar] // Journal of 
Intelligent Manufacturing. – 2021. DOI: 10.1007/s10845-
021-01861-5 . 

7. Abusive Speech Detection Method for Ukrainian Language 
Used Recurrent Neural Network / [I. Krak, O. Zalutska, 
M. Molchanova et al.] // COLINS. – 2024. – Vol. 3. – P. 16–
28. 

8. Deep Learning Techniques in Intelligent Fault Diagnosis 
and Prognosis for Industrial Systems: A Review / [S. Qiu, 
X. Cui, Z. Ping et al.] // Sensors. – 2023. – Vol. 23, No. 3. – 
P. 1305. DOI: 10.3390/s23031305. 

9. Pinciroli Vago N. O. Predicting Machine Failures from 
Multivariate Time Series: An Industrial Case Study  / Nicolò 
Oreste Pinciroli Vago, Francesca Forbicini, Piero Fraternali 
// Machines. – 2024. – Vol. 12, no. 6. – P. 357. DOI: 
10.3390/machines12060357 

10. LSTM-Autoencoder Based Anomaly Detection Using Vi-
bration Data of Wind Turbines / [Y. Lee, C. Park, N. Kim et 
al.] // Sensors. – 2024. – Vol. 24, No. 9. – P. 2833. DOI: 
10.3390/s24092833. 

11. Multi-Sensor Vibration Signal Based Three-Stage Fault 
Prediction for Rotating Mechanical Equipment / [H. Peng, 
H. Li, Y. Zhang et al.] // Entropy. – 2022. – Vol. 24, No. 2. 
– P. 164. DOI: 10.3390/e24020164. 

12. IMS Bearings  // NASA Open Data Portal. – Mode of 
access: https://data.nasa.gov/Raw-Data/IMS-Bearings/brfb-
gzcv/about_data 

13. Łuczak D. Machine Fault Diagnosis through Vibration 
Analysis: Time Series Conversion to Grayscale and RGB 
Images for Recognition via Convolutional Neural Networks  
/ D. Łuczak // Energies. – 2024. – Vol. 17, No. 9. – P. 1998. 
DOI: 10.3390/en17091998 

14. Grad-CAM: Visual Explanations from Deep Networks via 
Gradient-Based Localization / [R. R. Selvaraju, 
M. Cogswell, A. Das et al.] // International Journal of Com-
puter Vision. – 2019. – Vol. 128, no. 2. – P. 336–359. DOI: 
10.1007/s11263-019-01228-7. 

15. Medeiros Neto L. A comparative analysis of converters of 
tabular data into image for the classification of Arboviruses 
using Convolutional Neural Networks / L. Medeiros Neto, 
S. R. da Silva Neto, P. T. Endo // PLOS ONE. – 2023. – 
Vol. 18, No. 12. – P. e0295598. DOI: 
10.1371/journal.pone.0295598. 

16. Department of Software of the National University – 
Zaporizhzhya Polytechnic  // Downloading the dataset 

“zeroShot” – Mode of 
access: https://pz.zp.ua/files/vkiit/zeroShot_vkiit.rar. 

17. Missing Data Preprocessing in Credit Classification: One-
Hot Encoding or Imputation? / [L. Yu, R. Zhou, R. Chen, 
K. K. Lai] // Emerging Markets Finance and Trade. – 2020. 
– P. 1–11. DOI: 10.1080/1540496x.2020.1825935. 

18. Setiawan H. Enhancing the Accuracy of Diabetes Prediction 
Using Feedforward Neural Networks: Strategies for Im-
proved Recall and Generalization / H. Setiawan, 
A. Firnanda, U. Khair // Brilliance: Research of Artificial In-
telligence. – 2024. – Vol. 4, No. 1. – P. 201–207. DOI: 
10.47709/brilliance.v4i1.3888. 

19. K-means and Alternative Clustering Methods in Modern 
Power Systems / [S. M. Miraftabzadeh et al.] // IEEE 
Access. – 2023. – P. 1. DOI: 10.1109/access.2023.3327640. 

20. Optimization of the k-nearest neighbors algorithm using the 
elbow method on stroke prediction / [F. Sutomo, 
D. A. Muaafii, D. N. Al Rasyid et al.] // Jurnal Teknik In-
formatika (Jutif). – 2023. – Vol. 4, No. 1. – P. 125–130. – 
DOI: 10.52436/1.jutif.2023.4.1.839. 

21. Analysis of Elbow, Silhouette, Davies-Bouldin, Calinski-
Harabasz, and Rand-Index Evaluation on K-Means Algo-
rithm for Classifying Flood-Affected Areas in Jakarta / 
[I. F. Ashari, E. D. Nugroho, R. Baraku et al.] // Journal of 
Applied Informatics and Computing. – 2023. – Vol. 7, 
No. 1. – P. 89–97. DOI: 10.30871/jaic.v7i1.4947. 

22. Humaira H. Determining the Appropriate Cluster Number 
Using Elbow Method for K-Means Algorithm / [H. Hu-
maira, R. Hestry, R. Rasyidah] // Proceedings of the 2nd 
Workshop on Multidisciplinary and Applications (WMA) 
2018, 24–25 January 2018, Padang, Indonesia. – 2020. DOI: 
10.4108/eai.24-1-2018.2292388. 

23. Convolution in convolution for network in network / 
[Y. Pang, M. Sun, X. Jiang, X. Li] // IEEE Transactions on 
Neural Networks and Learning Systems. – 2017. – Vol. 29, 
No. 5. – P. 1587–1597. DOI: 
10.1109/TNNLS.2017.2676130 

24. A comparison of pooling methods for convolutional neural 
networks / [A. Zafar, M. Aamir, N. Mohd Nawi et al.] // 
Applied Sciences. – 2022. – Vol. 12, No. 17. – P. 8643. 
DOI: 10.3390/app12178643 

25. Welcome to Flask – Flask Documentation (3.1.x)  // 
Welcome to Flask – Flask Documentation (3.1.x). – Mode 
of access: https://flask.palletsprojects.com/en/stable. 

26. GitHub – AlexFRUZ/Corrupted_File_Detection  // GitHub. 
– Mode of 
access: https://github.com/AlexFRUZ/Corrupted_File_Detec
tion.

 

152




