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ABSTRACT

Context. The problem of determining transitional conditions that precede the shift from an operating state to a non-operating
state based on data obtained from the sensors of rotating machine elements is being solved. The object of the study is the process of
detecting faults and states that indicate an approach to breakdown in rotating machine elements based on data obtained from sensors.
The subject of the study is the application of k-means and the elbow method algorithms for clustering and convolutional neural net-
works for classifying sensor data and detecting near-failure states of machine elements.

Objective. The purpose of the work is to create a method for processing sensor data from rotating machines using convolutional
neural networks to accurately detect conditions close to failure in rotating machine elements, which will increase the efficiency of
maintenance and prevent equipment failures.

Method. The proposed method of preventing failures of rotating machines by vibration analysis using machine learning tech-
niques using a combination of clustering and deep learning methods. At the first stage, the sensor data undergoes preprocessing, in-
cluding normalization, dimensionality reduction, and noise removal, after which the K-means algorithm is applied. To determine the
optimal number of clusters, the Elbow method is used, which provides an effective grouping of the states of rotating machine ele-
ments, identifying states close to the transition to fault. A CNN model has also been developed that classifies clusters, allowing for
the accurate separation of nominal, fault, and transitional conditions. The combination of clustering methods with the CNN model
improves the accuracy of detecting potential faults and enables timely response, which is critical for preventing accidents and ensur-
ing the stability of equipment operation.

Results. A method of preventing failures of rotating machines by vibration analysis using machine learning techniques and a
relevant software package have been developed. The implemented method allows us to identify not only normal and emergency
states but also to distinguish a third class — transitional, close to breakdown. The quality of clustering for the three classes is con-
firmed by the value of the silhouette coefficient of 0.506, which indicates the proper separation of the clusters, and the Davis-Boldin
index of 0.796, which demonstrates a high level of internal cluster coherence. Additionally, CNN was trained to achieve 99% accu-
racy for classifying this class, which makes the method highly efficient and distinguishes it from existing solutions.

Conclusions. A method of preventing failures of rotating machines by vibration analysis using machine learning techniques was
developed, the allocation of the third class — transitional, indicating a state close to breakdown — was proposed, and its effectiveness
was confirmed. The practical significance of the results lies in the creation of a neural network model for classifying the state of ro-
tating elements and the development of a web application for interacting with these models.

KEYWORDS: rotation machines, element failure, transitional conditions, clustering, classification, CNN.

ABBREVIATIONS bj is a bias for the neuron of the j-th dense layer;

Al is an artificial intelligence;

CAM is a computer aided manufacturing;
CNN is a convolution neural network;
DL is a deep learning;

LSTM is a long short-term memory;

ML is a machine learning;

NN is a neural network;

RGB is a red, green and blue color model;
RNN is a recurrent neural network;

SVC is a scalable video coding;

SVM is a support vector machine.

NOMENCLATURE
y is an input sensory data converted into numerical
representations;
X is a horizontal pixel coordinate in the resulting
image;

y is a vertical pixel coordinate in the resulting image;
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f is an activation function;

g is a convolution kernel that moves through the data
to extract features;

P(i,j) is a value after the MaxPooling operation at
position (i,j) in the original matrix;

wjj is a weight between the neuron of the i-th layer and
the j-th neuron of the dense layer;

X(i+m, j+n) is a initial matrix of values that are
passed to CNN for processing;

Yi is a output of the j-th neuron on the dense layer.

INTRODUCTION
Modern machine diagnostics systems use data from
numerous sensors that measure key operating parameters
in real time, such as vibration, temperature, pressure, and
voltage. The problem lies not only in the sheer volume of
data, but also in its complexity, which makes it difficult to
apply classical analysis methods. Artificial intelligence
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solves these problems by detecting hidden patterns and
anomalies in multidimensional data, which increases the
accuracy of fault prediction [1].

The use of artificial intelligence tools in the diagnos-
tics of machine elements allows timely detection and pre-
vention of malfunctions and prediction of possible fail-
ures, which increases the reliability of maintenance, re-
duces repair costs and equipment downtime [2].

The development of tools for diagnosing the technical
condition of machines should be aimed not only at detect-
ing faulty or completely damaged components, but also at
preventing possible failures. Ensuring early detection of
critical changes in the condition of parts allows for timely
action to prevent their failure during operation. This helps
to reduce maintenance costs, increase machine efficiency
and improve operational safety, which is critical in many
areas where the stability of technical equipment is of key
importance.

The object of study process of detecting malfunctions
and states that indicate an approximation of a failure in
the elements of rotating machines based on data obtained
from sensors.

The subject of study application of clustering algo-
rithms and convolutional neural networks to classify sen-
sor data and detect near-failure states of machine ele-
ments.

The purpose of the work is the development of a
method for processing data from rotating machine sensors
using convolutional neural networks to accurately detect
states close to failure in rotating machine elements, which
will increase the efficiency of maintenance and prevent
equipment failures.

1 PROBLEM STATEMENT
Let X ={X{,Xy,...X,} be a set of sensor data collected

from rotating machine elements, where each X; € R%

represents a vector of d sensor records at a given time.
The dataset X € is unlabeled and consists of a set of text
files X, where each file contains sensor data for a certain
period of time and a key file K ={ki,k,,..k,}, where
ki €{0,1} is a binary label indicating whether the rotating
element is in good condition (kj =0) or faulty (kj =1).
The dataset X, containing sensor records is analyzed with
the assumption that there is an intermediate class between
fault and nominal, which means that the received sensor
data on the element state does not belong to the nominal
cluster and is approaching the fault condition.

The purpose of the study is to implement a method for
identifying a transitional class of component condition
based on indicators from sensors that read the condition
of equipment. The study focuses on the possibility of
identifying this class using clustering methods, such as
the k-means method, and classification using convolu-
tional neural networks.

This method allows identifying not only nominal and
faulty parts, but also those that are on the verge of failure,
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which makes it possible to identify parts with an in-
creased risk of failure in advance and organize timely
maintenance.

2 REVIEW OF THE LITERATURE

Recent studies show that traditional diagnostic meth-
ods that involve manual analysis of sensor data are giving
way to automated approaches that use machine learning
and, in particular, deep neural networks [3], [4]. Convolu-
tional neural networks have shown significant potential in
processing complex, multidimensional data [5] from in-
dustrial sensors due to their ability to detect complex rela-
tionships between signals and identify anomalies that may
indicate malfunctions.

In article [6], the authors review modern machine
learning methods used to monitoring and predicting faults
in glass industrial rotating machines. The focus is on the
use of sensor data, which is important for accurate fault
diagnosis. Both traditional methods, such as regression,
decision trees, and SVMs, and more modern deep learn-
ing approaches, such as neural networks, CNNs, and
RNNSs, have been studied.

Deep neural networks have shown significant advan-
tages in detecting complex patterns in sensor data, which
has increased the accuracy of fault diagnosis to 93-97%.
This is significantly higher than traditional methods,
which have an accuracy of about 80-85%. RNNs [7] were
particularly effective, demonstrating up to 90% accuracy
when working with sequential data, such as vibrations and
temperature measurements.

The study also showed that the use of NNs signifi-
cantly reduced the processing time of large amounts of
sensor data, which is especially important for systems
with high performance requirements. In real-life exam-
ples, in particular when working with motors and rotary
machines, the use of neural networks reduced the number
of failures by 20—25% compared to traditional methods.

The authors of [8] also consider modern DL ap-
proaches for fault detection and prediction in industrial
systems. The main focus is on how deep learning outper-
forms traditional diagnostic methods capable of working
with large amounts of complex sensor data. Among the
main methods discussed are CNNs used to process vibra-
tion signals and images, which facilitates early detection
of faults.

The authors of [9] and [10] consider the use of ma-
chine learning methods to predict industrial equipment
failures based on time series of sensor data. The research-
ers emphasize the importance of predicting the specific
moment when equipment goes from a nominal to a faulty
condition, which reduces the risk of unplanned machine
downtime. The paper applies various machine learning
models, such as RNN and LSTM, to capture and learn
from temporal patterns that indicate the approach of a
machine element failure. The results show that these
models are able to effectively identify failure patterns in
continuous time series, providing earlier and more accu-

rate failure prediction.
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The authors of [11] also proposed a three-stage fault
prediction method for rotating equipment. It uses a com-
bination of CNN and LSTM to detect the degradation
period and fault type, and (Bi)-LSTM and SVC to predict
the trend and identify specific faults. The method has
been successfully tested on the IMS dataset[12].

To solve such problems, authors often use the method
of converting numerical data into graphs, as this allows to
use CNNs to analyze them, making it possible to achieve
comparable classification results to traditional machine
learning algorithms such as XGBoost.

A study [13] was also conducted on the application of
image-based methods for diagnosing machine faults using
data from 6DOF IMU. Three methods are proposed: con-
verting time data into a gray image, RGB image, and
RGB image with X, Y, Z axes. All methods show high
accuracy in classifying different operating states. The
gray image provides faster training, while RGB methods
offer additional analysis capabilities. The study also ex-
amines the interpretability of models using Grad-CAM
[14].

Paper [15] compares methods of converting tabular
data into images for use with convolutional neural net-
works, showing that even a basic CNN can achieve results
similar to the XGBoost algorithm optimized by traditional
methods.

Recent studies substantiate the effectiveness of artifi-
cial intelligence techniques, particularly neural networks,
for monitoring and diagnosing the condition of rotating
machinery. CNN and LSTM networks have demonstrated
robust performance in detecting faults by analyzing sen-
sor data, highlighting their potential for early fault identi-
fication. These architectures excel in extracting complex
patterns and temporal dependencies within sensor read-
ings, enabling them to recognize subtle indicators of
equipment deterioration.

However, the critical issue of accurately pointing the
transition from nominal operational to failure conditions
remains underexplored. Current models predominantly
focus on distinguishing between nominal and faulty con-
ditions after critical issue become evident. Addressing this
gap requires more advanced predictive modeling that can
identify faults well before they become critical, thus pro-
viding a buffer for preventive measures.

Future research should therefore prioritize the devel-
opment of sophisticated, multi-faceted models that incor-
porate predictive capabilities. By effectively forecasting
potential failures before they manifest, such models could
significantly reduce unplanned downtimes, cut mainte-
nance costs, and enhance the operational safety and reli-
ability of rotating machinery systems.

3 MATERIALS AND METHODS
To solve the problem of preventing failures of rotating
machines by vibration analysis using machine learning
techniques, it is necessary to implement an appropriate
method (Fig. 1). The process begins with obtaining and
downloading the input data, namely the “zeroShot” data-
set [16], which includes 1158 files, each of which con-
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tains 93752 records with sensor readings. Then, the files
contained in the dataset are converted into graph images
and undergo a preprocessing stage, which includes resiz-
ing to 256x256 pixels, normalizing pixel values by divid-
ing by 255, and eliminating noise using a median filter.
The cluster features are also prepared for further analysis
by converting the cluster labels to the one-hot encoding
format [17] to ensure correct input into the model.

Inputs:
-dataset;
-key file to check the classifier operation

Data processing stage

Dataset loading and data preprocessing

Data conversion to graph images

Clustering stage

Preprocessing: calculating the mean, median, standard deviation,
minimum, and maximum

Clustering by k-means. Assignment of cluster labels by analyzing
the distances between feature vectors

Visual analvtics stage

Determining the relevant number of classes based on clustering
results

Stage of classifier operation

Downloading the received dataset and splitting it into training and
validation samples

Model training, accuracy assessment, and selection of optimal
hyperparameters

Output:
-predicted class probabilities for each image:
~category labels for each image based on the predicted probabilities.

Figure 1 — A method of preventing failures of rotating
machines by vibration analysis using machine learning
techniques

For clustering, several important steps were taken to
prepare the data and apply machine learning methods.
First, basic statistical characteristics were calculated for
each data file, including the mean, median, standard de-
viation, minimum and maximum values. These character-
istics were used as features for further clustering. To en-
sure the uniformity of the scale of the features, the data
was standardized using the StandardScaler method [18].

To determine the optimal number of clusters, it is nec-
essary to apply the Elbow method, which helps to find the
point where a further increase in the number of clusters
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does not significantly reduce the inertia, the sum of
squared distances to the centroids.

To solve the clustering problem, the k-means [19] and
Elbow Method [20] methods were used. The k-means
algorithm is used to divide data into clusters, where each
cluster is characterized by the average value of the coor-
dinates of all points in the cluster. The basic principle of
k-means is as follows [21]:

1) first, k cluster centers are randomly selected;

2) each data point is assigned to the closest cluster
center;

3) after that, the cluster centers are recalculated based
on the average value of all points belonging to each clus-
ter;

4) the process is repeated until the centers stop chang-
ing, i.e., the algorithm converges.

The Elbow Method is used to determine the optimal
number of clusters in the clustering process. The principle
of this method is to analyze the inertia — the sum of dis-
tances between points and their respective centroids — for
different values of the number of clusters. The inertia
graph usually shows a breaking point or “elbow” after
which further increase in the number of clusters does not
lead to a significant decrease in inertia [22]. This point is
interpreted as the optimal number of clusters, which en-
sures a balance between the compactness of the clusters
and their number.

To evaluate the quality of clustering, metrics such as
the average value of the silhouette score, inertia, Davies-
Bouldin Index, adjusted rand Index, and normalized mu-
tual information were calculated.

Fig. 2 shows the clustering process as part of a method
to prevent failures of rotating machines based on vibration
analysis by using machine learning techniques.

Dataset “zeroShot”

Loading the dataset

Data

preparation Image processing
&

Text files processing

K-Means clustering

Results evaluation
Model
validation
Results visualization

Set of cluster labels

Figure 2 — The process of clustering, one of the stages of the
method

The visualization of the clustering results was pre-
sented using two-dimensional scatter plot, silhouette plot,
and parallel coordinates to reveal the internal structure of
the clusters.

The obtained clustering results are stored for further
use in the classification process. After that, the class la-
bels preparation stage is performed, where the initial class
labels are loaded from a file and converted to a one-hot
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encoding format for use in the classification model. Next,
the obtained dataset is divided into training and test sam-
ples in the ratio of 80% to 20%. After the data is divided,
the classifier is trained on the training set.

The final step is to predict classes for the test images.
The obtained results are stored with the model for further
use, which allows to reproduce the classification or clus-
tering of new images.

To effectively classify the states of rotating machines
based on vibration analysis, it is necessary to develop a
neural network classifier. Fig. 3 shows a neural network
architecture that receives an image as an input, repre-
sented as a multidimensional tensor, where each dimen-
sion corresponds to the width, height, and number of
channels.

The neural network architecture for binary classifica-
tion consists of three Convolutional Convolution2D lay-
ers and MaxPooling2D sub-sampling layers that help to
extract local features, reduce dimensionality, and reduce
computational costs. The Flatten layer transforms the data
into a flat structure, after which two fully connected
Dense layers provide the final classification with an out-
put that determines the probability of belonging to one of
the classes.

The neural network architecture for three-class classi-
fication is built in a similar way, but includes an addi-
tional input layer, InputLayer, which is combined with a
multidimensional tensor by concatenation to take into
account additional characteristics, allowing the model to
recognize more classes. In the course of building the ar-
chitecture and training the neural networks, we used the
pillow and OpenCV libraries for basic image processing
and computer vision, as well as TensorFlow with Keras
for deep learning, which allows to build and train neural
networks.

The first layer of the model is the Conv2D convolu-
tional layer, which applies several filters to detect local
features such as edges and textures. Convolution is a basic
operation in CNNs that is used to extract features from
input data, such as sensor values [23]. The convolution
for two-dimensional data is represented by formula (1)
[23]:

L |

The next layer of the neural network is MaxPool-
ing2D, which reduces the spatial dimensions of the tensor
by extracting the most important features, which improves
efficiency and reduces the number of parameters to calcu-
late. This operation selects the maximum value in each
array and is calculated using the formula [23] (2):

P(,j)= max

0<m<p,0<n<p

(X(@i+m,j+n)). )
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input_1 mput: | [(None, 256, 256, 3)]

InputLayer | output: | [(None, 256, 256, 3)]
convld | input | (None, 256, 256, 3)
Conv2D | output: | (None, 254, 254, 32)
max_pooling2d | mput: | None, 254, 254, 32)
MaxPooling2D | output: | (None, 127, 127, 32)
conv2d 1 | input: | (None, 127,127, 32)
ConvZD | output: | (Nome, 125, 125, 64)

max_pooling2d_1 | mpuk: | (None, 125, 125, 64)

MaxPooling2D output: | (None, 62, 62, 64)
convzd_2 | input: | (None, 62,62, 64)
Conv2D | output: [ (None, 60, 60, 128)

max_poolingZd 2 | iput: | (None, 60, 60, 128)

MaxPoolingZD output: | (None, 30, 30, 128)
flatten | mput: | (None, 30, 30, 128) input_2 input: | [(None, 3)]
Flatten | output: (None, 115200) InputLayer | output: | [(None, 3)]

~

concatenate | input:

el

[(None, 115200), (None, 3)]
(None, 115203)

Concatenate | output:

denze | mput: | (None, 115203)

(None, 128)

Dense

output:

dense_1 | mput: | (None, 128)

(None, 3)

Denge | output:

Figure 3 — Architecture of the developed convolutional neural
network

After MaxPooling2D, a convolutional layer is imple-
mented to enhance the feature analysis and help detect
more complex structures. The pooling layer is again ap-
plied to reduce the size. The third convolutional layer
continues to highlight complex image features, which
prepares the data for the transition to the final layers. One
more pooling layer completes this process and resizes the
original tensor so that the data can be transferred to dense
layers. The Flatten layer transforms the multidimensional
tensor into a flat vector, which is necessary for further use
in the fully connected Dense layers. A dense layer is a
fully connected layer of a neural network, where each
neuron from one layer is connected to all the neurons of
the next layer. The first dense layer performs nonlinear
transformations and combines the extracted features for
better classification or prediction. The last dense layer
completes the network, giving the final result, the prob-
ability of an image belonging to a certain class. The op-
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eration of this layer is based on matrix multiplication,
which is performed according to formula (3) [24]:

n
Yi = f(EWini +by). 3)

The method of preventing failures of rotating ma-
chines based on vibration analysis by using machine
learning techniques was proposed. The basis of the pro-
posed method is a combination of classical machine learn-
ing methods, such as K-means and the elbow method for
clustering, and a CNN neural network model for classify-
ing the conditions of rotating machines.

4 EXPERIMENTS

According to the described method, a software pack-
age was implemented, including two machine learning
models for clustering into two and three classes, two neu-
ral network models for classification into two and three
classes, and a website for the practical use of the obtained
models. The scheme of the system's program modules is
shown in Fig. 4.

The dataset used for the study consists of sensor data
collected from various mechanical rotating systems cover-
ing a wide range of operational parameters. These pa-
rameters, presented in text form, were converted into nu-
merical values suitable for analysis.

Website
Clustering subsystem

Clustering into 3 classes
to identify the
transitional class

Classification subsystem

CNN for classification

CNN for binary classification 2
' into three classes rd

Figure 4 — Scheme of operation of the system program
modules

The “zeroShot” dataset consists of 1158 files, each of
which contains 93752 sensor records, as well as a file
with labels for evaluating the model's performance

For clustering, no additional graphical interface was
created: all processing and clustering results were dis-
played in the console, and the matplotlib and seaborn li-
braries were used for graphical representation of the data.
The following libraries were used: numpy for working
with multidimensional arrays, which optimizes the com-
putations and matrix operations required to process large
data sets; scikit-learn for access to machine learning algo-
rithms, including clustering; matplotlib and seaborn for
visualizing the results.

To perform the “Classifier operation” stage, the CNN
neural network models were trained with the parameters

shown in Table 1.
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Table 1 — A set of hyperparameters for classification

Hyperparameter | 2 classes classifica- 3 classes classifica-
name tion tion
Model’s version | Vi | V2 V3 | V4

Optimization hyperparameters
optimizer adam
loss binary_crossentropy categori-

- cal_crossentropy
Training hyperparameters

metrics accuracy
batch_size 32 32
epochs 6 | 3 10 | 5

The architecture of the neural network for binary clas-
sification includes three layers Conv2D and MaxPool-
ing2D for feature extraction and dimensionality reduction,
Flatten for conversion to a flat structure, and two layers
Dense for classification. The architecture for three-class
classification is similar, but an InputLayer with concate-
nation is added to take into account additional characteris-
tics. Pillow and OpenCV were used for image processing,
and TensorFlow with Keras was used to build and train
neural networks.

A website based on the Flask framework [25] was also
implemented to interact with Al models and display
analysis results. An example of the website is shown in
Fig. 5. The program codes implemented in the study were
uploaded to the GitHub cloud platform to ensure accessi-
bility and the possibility of their further analysis, verifica-
tion, and reuse. [26].

The defined stages of the experiment and the methods
used for data preparation and processing provide a com-
prehensive analysis and classification of the data. Further,
the results of clustering and classification will be evalu-
ated in terms of their accuracy, reliability, and ability to
identify transient states.

Classification Result

Geagh for TOODY bxt

Prediction: Nominal data

Figure 5 — Web application interface

These results will form the basis for building a prog-
nostic model and identifying opportunities to improve the
machine maintenance process, which has the potential to
increase equipment stability and safety.

5 RESULTS
According to the outlined plan of the experiment, the

following clustering results were obtained (Fig. 6), the dis-
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tribution curve of the optimal number of Elbow method
classes by the inertia parameter is presented, which de-
creases sharply when moving from 1 to 3 clusters, indicat-
ing that the optimal number of clusters is in the range of 2—
3. This result shows that dividing the data into 3 clusters
can be reasonable and will provide the best balance be-
tween clustering accuracy and model complexity.

The obtained indicators demonstrated the high accu-
racy of the model. For the nominal class, the model
achieved precision of 0.9987, recall of 0.9885, and F1-
score of 0.9936. The fault class showed precision of
0.9704, recall of 0.9966, and F1-score of 0.9833. For the
transitional class, the precision is 0.9942, recall is 0.9896,
and F1-score is 0.9958. The overall accuracy of the model
was 0.9914. The macro- and weighted average F1-score
are 0.9923 and 0.9914, respectively, which indicates high
classification performance.

Elbow method

6000

4000

Inertia

3000 4

1000

2 4 6 8 10
Number of clusters

Figure 6 — Obtained clustering results

Also, according to the experimental conditions, a neu-
ral network multiclass classifier was created to distinguish
three states of rotating machine elements: nominal, fault,
and transitional. The confusion matrix shown in Fig. 7.

Confusion Matrix

z
£ 1] 9
2 . 600
- 500
s
EE-
2%- 0 77 0 - 400
45
E
300
200
F
£ 1 0 295
£

- 100

f v -0
Transition Faulty

Predicted
Figure 7 — Confusion matrix for multiclass model

Nominal

Table 2 shows the results for binary and multiclass
classification. The main focus is on the multiclass model
v4, which demonstrates better classification results due to
the improvement of its architecture.

OPEN 8 ACCESS




p-ISSN 1607-3274 Pagioenexrponika, iHpopmaruka, ynpapminus. 2025. Nel
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

Table 2 — The results of classification by different models

precision recall F1- support | required precision | recall F1- support | required
score time, sec score time, sec
Binary classification (v1) Binary classification (v2)
Nominal 0.9718 0.6511 0.7806 | 293 Nominal data | 0.9763 0.9829 | 0.9796 | 293
data
Fault data 0.9032 0.9992 0.9485 865 Fault data 0.9942 0.9919 | 0.9931 | 865
43 91
accuracy 09117 1158 accuracy 0.9896 | 1158
macro avg | 0.9375 0.8251 0.8646 1158 macro avg 0.9852 0.9874 | 0.9863 | 1158
weighted 0.9197 09111 0.9048 1158 weighted avg | 0.9897 0.9896 | 0.9896 | 1158
avg
Multi-class classification (v3) Multi-class classification (v4)
Nominal 0.9718 0.6092 0.7493 785 Nominal data | 0.9987 0.9885 | 0.9936 | 785
data
Fault data 0.1901 0.8192 0.3084 77 Fault data 0.9704 0.9966 | 0.9833 | 296
Transi- 0.9145 0.9972 0.9527 296 Transitional 0. 9942 0.9896 | 0.9958 | 77
tional class 102 class 206
accuracy 0.7217 1158 accuracy 0.9914 | 1158
macro avg | 0.6921 0.8085 0.6701 1158 macro avg 0.9897 0.9951 | 0.9923 | 1158
weighted 0.9046 0.7228 0.7714 1158 weighted avg | 0.9916 0.9914 | 09914 | 1158
avg

Based on the table, we can see significant improve-
ments in the results between the v3 and v4 versions of the
models for the multi-class classification task. In particu-
lar, for each of the three classes (“Nominal”, “Fault”,
“Transitional”), the v4 version has higher precision, re-
call, and fl-score values compared to v3. This indicates
the improved ability of the v4 model to correctly identify

Silhouette Plot

1200

Parallel C for Clusters

Feature 3 Feature 4

Feature 2

each class, especially for “Fault” and “Transitional” The
overall precision score is also significantly higher in v4
(0.9914 vs. 0.7217 in v3), which demonstrates an overall
improvement in model performance for all classes.

In the silhouette plots of Fig. 8a and Fig. 8b show the
clustering quality assessment for two and three clusters.

Silhouette Plot

Scaled Value

Feature 1 Feature 2 Feature 4 Feature 5

Features

d

Figure 8 — Visualization of clustering results:
a — evaluation of the quality of clustering into two classes using the silhouette method; b — evaluation of the quality of clustering into
three classes using the silhouette method; ¢ — visualization of cluster division through parallel coordinates of features into two clus-
ters; d — visualization of cluster division through parallel coordinates of features into three clusters
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For the two clusters (Fig. 8a), both clusters have positive
silhouette coefficient values, indicating a clear separation
between them, but the overall average silhouette score is
limited, which may indicate a lack of detail in the internal
structure of the data. For the three clusters (Fig. 8b), the
silhouette score is also positive for each cluster, and the
overall average silhouette score is higher, indicating a
better distribution of the data. Fig. 9 shows a graphical
representation of the clustering by two classes.
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Figure 9 — Graphical representation of clustering by two
classes

The above experiments were performed on the follow-
ing hardware: Intel core i5-11400H processor, RAM: 16
GB. Software: Windows 11 Home, Python 3.9.0 pro-
gramming language, JavaScript — ECMAScript 2023
(ES14), Visual Studio Code editor, TensorFlow/Keras,
Scikit-learn, OpenCV, Matplotlib, Seaborn, Numpy, Pil-
low, Flask libraries were used.

6 DISCUSSION

According to the Elbow Method graph (Fig. 7), which
shows the correlation between the number of clusters and
the inertia value, the indicators decrease rapidly when
moving from 1 to 3 clusters, after which the decrease be-
comes less noticeable. Such a sharp decline in the first
steps usually indicates a zone of optimal distribution,
where the addition of new clusters slightly improves the
distribution but significantly increases the complexity of
the model.

This result indicates that the optimal number of clus-
ters may be in the range of 2-3, since further increasing
the number of clusters does not significantly improve the
inertia. The choice of 3 clusters is justified because this
division provides an effective reduction of internal vari-
ance, which is important for more accurate modeling of
the data structure, without excessive model complexity
and excessive division of data into small groups.

According to Fig. 10, the third class is proposed to be
the transitional class, which indicates a condition of a
machine element that does not belong to either the nomi-
nal or fault classes. Based on the graphical analysis, it can
be concluded that at a uniform distance from both main
clusters, the model demonstrates a reduced ability to ac-
curately determine the belonging to a particular cluster.
This is due to the fact that the central points are equidis-
tant from both clusters, combining the features of each of
them. In this regard, it is advisable to expand the cluster-
ing model to three classes. Thus, in addition to the main
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classes (nominal and fault), a third transition class is
added, which accumulates the common characteristics of
both clusters, allowing the model to more accurately re-
flect the data structure.

Thus, the division into three clusters not only allows
for a better representation of the data structure, but also
provides a more reasonable representation of the internal
features of the dataset. According to the visualizations of
parallel coordinates for two- and three-class clustering,
clustering into three classes is appropriate. Adding a third
cluster (labeled #1 in the graph) in Fig. 9d reveals addi-
tional structural differences, especially on the features
“Feature 3” and “Feature 4”, which indicates the presence
of unique features that were not visible in the two-class
clustering. At the same time, there is an overlap of lines
on certain features, which may indicate imperfect separa-
tion of the clusters. Nevertheless, the third cluster helps to
segment the data more accurately, taking into account less
pronounced differences.

Therefore, the division into 3 clusters supports a bal-
anced decision between adequate clustering accuracy and
overall model performance. This result indicates that the
optimal number of clusters may be in the range of 2-3,
since further increasing the number of clusters does not
bring significant improvement in inertia. The choice of 3
clusters is justified because this division provides an ef-
fective reduction of internal variance, which is important
for more accurate modeling of the data structure, without
excessive model complexity and excessive breakdown of
data into small groups. Thus, the division into 3 clusters
maintains a balanced decision between appropriate clus-
tering accuracy and overall model efficiency.

The clustering results show that the three-level classi-
fication is optimal, providing a clear separation and dis-
play of the data structure. Analysis using the elbow
method and the silhouette coefficient confirmed the effec-
tiveness of this method. In addition, a neural network
model was created to recognize the third, transitional
class, which increased the overall accuracy and flexibility
of the model, providing better consideration of complex
variations in the data when analyzing the condition of
rotating machine elements.

CONCLUSIONS

The method of preventing failures of rotating ma-
chines based on vibration analysis by using machine
learning techniques was implemented. The main feature
of the proposed method is the ability not only to classify
conditions as normal or faulty, but also to identify an in-
termediate condition characterized by an increased prob-
ability of element failure. The use of clustering has made
it possible to achieve an accuracy of over 80% in identify-
ing this third class, which makes it possible to predict
probable failures at early stages.

In addition, the method is based on the use of a convo-
lutional neural network that has been trained with an ac-
curacy of 99% to classify states, including a new “transi-
tional” class. This ensures high efficiency and reliability
of the classification, which allows not only to increase the
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safety and reliability of equipment operation, but also to
minimize the costs associated with emergency conditions
and repairs.

The scientific novelty of obtained results is that the
method of preventing failures of rotating machines based
on vibration analysis by using machine learning tech-
niques is firstly proposed. In the resulting dataset, it is
proposed to distinguish a new, third class of transitional,
which indicates a transient, close-to-failure state of a ro-
tating element, and the effectiveness of introducing this
class is proved.

The practical significance of the obtained results is
the creation of application software, specifically neural
network models for classifying the condition of rotating
machine elements and the implementation of a corre-
sponding web application for interacting with the ob-
tained models.

Prospects for further research may be aimed at op-
timizing algorithms and neural network architecture to
reduce training time, which will improve the efficiency of
models with large amounts of data and different classes.
Furthermore, it is also possible to develop methods for
adaptive training of models based on new data, which will
increase the efficiency of their application in real-world
conditions.
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METO/ IONEPEI)KEHHSI ABAPIMHUX CTAHIB OBEPTOBUX MAIIIMH 3A AHAJII30M BIBPALIA 3ACOBAMUA
MAHNIUMHHOI'O HABYAHHSA

3anynbka O. O. — acucteHT Kadeapr KOMIT IOTEPHUX HayK XMeEJIbHUIBKOTO HAlliOHAIBHOTO YHIBEPCHUTETY, XMEJbHUIBKUI,
Vkpaina.

Taagyn O. B. — cTyzeHT 06akanaBpchKOro piBHsS OCBITH Kadeapu KOMI'IOTEPHUX HAyK XMEIbHHULBKOTO HAIlIOHAJIBHOTO YHIBEp-
cuteTy, XMEIbHULbKUH, YKpaiHa.

Ma3sypens O. B. — kaH1. TexH. HayK, JOLEHT Kadeapyn KOMITIOTEPHUX HayK XMEIbHUIBKOTO HAlliOHAJIBHOTO YHIBEpPCHTETY,
XMenpbHULBKUN, YKpaiHa.

AHOTAIIA

AKTyanbHicTh. Bupimryerbcest npo6ieMa BU3HAUYEHHS [IEPEXiTHUX CTaHIB, IO MEPeAyIoTh Iepexony 3 pobodoro craHy y Hepo-
Ooumii 32 OTPUMAHUMU JAHUMH 3 JaTYHKIB 00epTOBUX esieMeHTiB MatinuH. O0’€KTOM JAOCIIKSHHSI € IPOLIEC BUSBICHHS HECIIPABHO-
cTeil Ta CTaHiB, 10 CBiAYATh PO HAOJIMIKEHHS /10 OJOMKHU Y eJIeMEHTaxX 00epTOBUX MAIlMH Ha OCHOBI JJAHHX, OTPUMAHHX 3 CEHCO-
piB. IIpenmerom pocmikeHHs € 3acTocyBaHHs anroputMiB K-means ta meroxy Elbow st kimactepu3aiiii ta 3ropTKOBUX HEHPOHHUX
Mepex I kacuikamii TaHUX 3 CEHCOPIB Ta BUABJICHHS OJM3bKUX 10 TIOJIOMKH CTaHIB €JIEMEHTIB MAIIHHU.

MeTta podoTu. MeToro pobOTH € CTBOPSHHS METORY OOpOOKH CEHCOPHUX TaHHX 00EPTOBUX MAIINH 3 BUKOPHCTAHHSIM 3TOPTKO-
BUX HCHPOHHUX MEPEX IS TOYHOTO BUSIBJICHHS CTaHiB, OJIM3bKHX 10 BiJIMOBH, B €JIEMEHTaX 0OCPTOBHX MALIUH, 1O JO3BOJIHUTH Mij-
BHUIIUTH e(EKTUBHICTH TEXHIYHOTO 0OCITyrOBYBaHHS Ta 3al00IrTH BiIMOBaM 00JIa{HAHHSI.

MeTona. 3anporoHOBaHMI METOJI 3am00iraHHs BiIMOBaM 0OEPTOBHX MAIlMH 0a3yeThcsl Ha aHaji3i curHaiis BiOpauii 3 BUKOpHC-
TaHHAM KOMOiHaIlii MeToniB Kiactepu3ail Ta riaunbokoro HaBuanHs. Ha meprioMy erami AaHi 3 JaTYHMKIB [POXOMIATH MOMEPEIHIO
00pOOKy, 10 BKIHOYAE HOPMAJIi3allif0, 3MEHIICHHS PO3MIPHOCTI Ta BHIAJEHHS IIYMIB, ITCIS YOO 3aCTOCOBYETHCS AITOPUTM K-
cepenHix. J{is BU3HAUCHHS ONTHMANBHOI KiJTBKOCTI KJIacTepiB BUKOPUCTOBYEThCs MeTon Elbow, skuit 3abes3nedye epeKTUBHE Tpy-
IMyBaHHS CTaHIB 00EPTOBHX EJIIEMEHTIB MAlINHH, BUABJSIFOUM CTaHH, OJU3BKi A0 MEPeX0oay B HECTIPABHICTh. Takoxk Oyia po3podieHa
mozenb CNN, sxa kinacupikye KiacTepH, JO3BOJISIIOUM TOYHO PO3IUINTH HOMIHAJBbHI, HECIIPABHI Ta mepexinHi craHu. IloemHaHHs
MeroziB kinacrepusauii 3 CNN-MOoIeIo MiBUILY€e TOYHICT BUSBICHHS HOTCHI[IHHUX HECIIPABHOCTEH i JI03BOJIsIE CBOEYACHO peary-
BaTH Ha HUX, II0 € KPUTHYHO BAXKJIMBHM JUIs 3a1100iraHHs aBapisM i 3abe3nedeHHs cTabiIbHOCTI poOOTH 001 IHAHHSI.

PesyasTaTn. CTBOpEHO METOA MONEPEPKEHHs aBapiifHUX CTaHiB 00EPTOBHUX MAIIMH 3a aHaJi30M BiOpamiii 3aco6aMy MalIMHHO-
ro HaBYaHHS Ta BIAMOBIAHUI KOMIUICKC IMPOrpaMHOro 3abe3neueHHs. PeasizoBanuii MeTo] 103BOJIsIE iACHTU(IKYBATH HE JIUIIE HOP-
MaJibHi 1 aBapiitHi cTaHu, aje i BUIULITH TPeTii Kiac — OJIM3bKuUii 10 monoMkH. SIKicTh Kiactepusanii 1uisl TPhOX KIIAciB MiATBEp-
JDKY€EThCS 3HaYeHHAM Koedinienta cmmyety 0,506, mo cBiIUMTH MPO HANCKHY BiIOKpEMIICHICTH KiIacTepiB, Ta iHAeKcoM JleBica-
Bongina 0,796, mo neMOHCTpY€e BUCOKHH piBeHb BHYTPIIIHBOI KOT€PEHTHOCTI KiacTepiB. JJomarkoBo Oyno HatpeHoBaHO CNN, sika
nocsirae 99% TtouHoCTI JUIs Kiacudikamii HOro Kiacy, o poOUTh METO BUCOKOS(EKTHBHUM i BUpI3HIE HOTO cepel iCHYIOUHX pi-
LICHB.

BucnoBku. Byno po3po0iieHo MeTos Tonepe/keHH s aBapiiHUX CTaHiB 00EpTOBMX MAIllMH 3a aHaJi30M BiOpariil 3acobamu Ma-
IIMHHOTO HaBYaHHS, 3alIPONIOHOBAHO BHOKPEMIICHHS TPETHOIO KJIacy — MEepexiHOro, 0 BKa3ye Ha CTaH, OJU3bKUIl 10 TOJIOMKH, i
HiATBEPKEHO HOro eeKTHBHICTh. [IpakTHYHEe 3HAYCHHs Pe3yJIbTATIB IIOJSITaE y CTBOPEHHI HEHPOMEPEKEBHX MOJEICH AJIsl KilacH-
¢ikauii crany 06epTOBUX €IEMEHTIB Ta po3po0Li Be03aCTOCYHKY JUTs B3a€MO/IT 3 LIUMU MOJICIISMH.

KJIFOYOBI CJIOBA: 06epTOBi eneMeHTH MallliHH, BiIMOBA €IEMEHTA, IEPeXiHi CTaHH, KiaacTepu3amis, knacudikaris, CNN.
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