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ABSTRACT

Context. The study addresses the current task of automating a sensitive image segmentation algorithm based on the Type-2 fuzzy
clustering method. The research object is low-contrast greyscale images which are outcomes of standard research methods across
various fields of human activity.

Objective. The aim of the work is to create a new set of informative features based on the input data, perform sensitive fuzzy
segmentation using a clustering method that employs Type-2 fuzziness, and implement automatic defuzzification in eigen subspace
of membership functions.

Method. A method for segmenting low-contrast images is proposed. It consists of the following steps: expanding the feature
space of the input data, applying singular value decomposition (SVD) to the extended dataset with subsequent automatic selection of
the most significant components, which serve as input for fuzzy clustering using Type-2 fuzzy sets. Clustering is performed using the
T2FCM method, which allows the automatic selection of the number of fuzzy clusters based on an initially larger guaranteed num-
ber, followed by the merging of close clusters (proximity was defined in the study using a weighted Euclidean distance). After fuzzy
clustering, the proposed method integrates its results (fuzzy membership functions) with the input data for clustering, preprocessed
using fuzzy transformations. The resulting matrix undergoes another fuzzy transformation, followed by SVD and the automatic selec-
tion of the most significant components. A grayscale image is formed based on the weighted sum of these selected components, to
which the adaptive histogram equalization method is applied, resulting in the final segmentation output. The proposed segmentation
method involves a small number of control parameters: the initial number of fuzzy clusters, the error of the T2FCM method, the
maximum number of iterations, and the coefficient of applied fuzzy transformations. Adjusting these parameters to the processed
images does not require significant effort.

Results. The developed algorithm has been implemented as software, and experiments have been conducted on real images of
different physical nature.

Conclusions. The experiments confirmed the efficiency of the proposed algorithm and recommend its practical application for
visual analysis of low-contrast grayscale images. Future research prospects may include analyzing the informative potential of the
algorithm when using other types of transformations of fuzzy membership functions and modifying the proposed algorithm for seg-
menting images of various types.

KEYWORDS: Image Segmentation, Fuzzy Clustering, Type-2 Fuzzy Clustering, orthogonal transformation, singular value de-
composition, singular subspaces.

ABBREVIATIONS

2DPCA is a Two-Dimensional Principal Component
Analysis;

FCM is a fuzzy clustering algorithm;

T2 refers to Type-2 fuzziness;

T2FCM is a fuzzy clustering algorithm based on
Type-2 fuzziness;

MRI is Magnetic Resonance Imaging;

PCA is a Principal Component Analysis method.
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NOMENCLATURE

N is a number if pixels of an image;

M is a width of an image;

L is a height of an image;

C is a vector of the coefficients of algorithm;

dC is a vector of differences of neighbouring ele-
ments of vector C of algorithm;

dC is a minimum element of vector dC;

dC,
¢ is a number of fuzzy clusters;
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dC, is a coefficient of algorithm;

K is a coefficient of algorithm;
I is an input image;

1°"" is a segmented image;

! . . . .

Iihax 18 @ maximal value of processing window;

I Ilnin is a minimal value of processing window;
g . . )

1% 1s a maximal value of image;

g - . . '
15, is a minimal value of image;

I, is a center pixel of processing window;

I' is image at various stages of algorithm, i e {svd, tr,
u, s};

u;; is a degree of membership of the object i to cluster
Js

m is a weight coefficient that characterizes a measure
of fuzziness;

v; is a center of cluster j;

d; is an Euclidean distance between a center of cluster
v; and an instance of original data x;;

U is a membership function;

w; is a singular value from singular value decomposi-
tion, j ¢ {i, I-6};

x is a pixel coordinate;

y is a pixel coordinate;

z is a pixel coordinate.

INTRODUCTION

Image segmentation refers to a high level of process-
ing and it is a mandatory stage in there most image analy-
sis technologies. Currently, there is no universal algo-
rithm for its implementation and the result largely de-
pends on the quality of the initial data [1]. Low-contrast
images are often used in practice, and the insufficient
quality of which is due to both the features of the
equipment (heterogeneity of fields, nonlinearity of
sensor’s characteristics, noise) and the process of their
formation (anatomical features of the analysis objects,
dynamic distortions, etc.). In addition to randomness,
which can be controlled in accordance with the theory of
probability, the objective property of images is the
presence of uncertainty and ambiguity, which must be
taken into account during processing.

The object of study is the process of grayscale low-
contrast images’ segmentation that are the result of
standard research methods.

The segmentation process often involves the synthesis
of the new information parameters formed on the basis of
initial data which make it possible to increase the values
of the initial brightness characteristics’ variations and to
separate the information from different sources. This is an
ambiguous task related to the field of artificial
intelligence. The reliability of the result depends signifi-
cantly on the type and characteristics of the initial data
and, as a rule, there is no a priori information about the
system of their formation and noise component.
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To increase the validity and sensitivity of
segmentation it is necessary to take into account the
ambiguity and uncertainty that are always present in
digital images.

The subject of study is the technology of grayscale
low-contrast images’ segmentation based on the use of the
T2FCM method (fuzzy clustering type 2) with automatic
determination of the number of clusters with further
conversion to the singular subspaces of the obtained
membership functions using singular value decomposition
and synthesis of the resulting image based on its eigen
images of orthogonal components.

The known fuzzy clustering algorithms [2—13] are
usually characterized by uncertainty in determining the
number of clusters and initializing initial values, ambigu-
ity of the defuzzification process and also, they do not
take into account the spatial information. Besides, they
are sensitive to the noise component.

The purpose of the work is to increase the sensitivity
and reliability of grayscale low-contrast images’
segmentation and, to a certain extent, to neutralize the
sensitivity to the influence of noise factors (due to the
synthesis of a segmented image based on its eigen images
of fuzzy membership functions).

1 PROBLEM STATEMENT

It is supposed that the low-contrast grayscale image /
is given as a set of brightness values /; for i=1, 2, ..., N
pixels with coordinates (x, y), x = 1, 2, , M,
y=1,2,..L.

The synthesis problem of a segmented image can be
represented as the problem of visualizing the result of its
clustering on the basis of a fuzzy membership functions’
matrix U:<uy, I>), where uy; is a fuzzy membership
function of an instance of initial data /; with coordinates
(x, y) to the k-th cluster, &=1, 2, .., ¢, and
Y k(Y i(sum(uy; )=1)).

The [U transformation: f{<uy">, <dj>) — min, where
dy; is the Euclidean distance between the centre of the
cluster v; and the object /;; m is the weight coefficient that
characterizes the measure of fuzziness. The clustering
parameters ¢, m are chosen experimentally.

Creation of a segmented image 7 : AV k(¥ i(uy))).

2 REVIEW OF THE LITERATURE

Image segmentation is a complex analysis procedure.
It belongs to the tasks of unsupervised learning. Modern
algorithms can be used in conditions of almost complete
lack of information about the data distribution laws. They
use the measure of object parameters’ proximity in a
multidimensional space and rely solely on heuristic
considerations about the nature and characteristics of the
investigated set.

Inaccuracy and uncertainty are present in all digital
images and can lead to errors while forming data for
analysis based on brightness characteristics [2]. The con-
cept of “ambiguity of grey” reflects the fact that the accu-
racy of brightness values is primarily limited by the dig-
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itization process (quantization in amplitude and spatial
discretization), as well as, by the precision of the hard-
ware systems. For example, ambiguity in medical images
is caused by the forming fields’ heterogeneity or move-
ment of a patient. It’s the weather conditions in satellite
images. It’s the inaccuracy and unevenness of the meas-
urement grid in geological field images. It’s the uneven
background, significant noise, aberration artifacts, etc. in
microscopic images. Geometric fuzziness manifests when
determining object boundaries because of deformations
from motion capture, insufficient resolution, low contrast
and noise influence. It should be noted separately the need
to consider the peculiarities of a human eye as an instru-
ment of visual analysis which adheres to Weber’s laws. In
particular, it cannot detect changes in the grey level below
the threshold of visual perception [3, 4].

The procedure of image segmentation to enhance
analysis reliability must correspond to the contradictory
requirements — noise removal while preserving fine de-
tails, as well as the delineation of object boundaries with-
out excessive detailing and emerging artifacts. One of the
ways to solve the problem of improving images’ quality
and the reliability of their analysis is based on the forma-
tion of the new informative features on the assumption of
the initial data, which change the relationship (the space
structure) of the analyzed features [5]. The use of fuzzy
logic due to nonlinearity allows to increase the influence
of variations in the brightness properties and eliminate
ambiguity of the initial data [6]. The processing medical
images using a fuzzy approach allows to increase resolu-
tion, highlight the features of the individual areas’ struc-
ture and improve the accuracy of segmentation [7]. It is
necessary to carry out preliminary conversion (improving)
for noisy low contrast images before the targeted
processing is performed. Most often, the local
characteristics of each pixel are converted.

The key problem for the implementation of sensitive
segmentation is the formation of a relevant set of inputs
that provide a solution to the problem. The synthesis of
information parameters is considered as the transforming
process of the images’ initial brightness characteristics
into a new virtual space where there is a redistribution of
brightness characteristics, which allowing to increase the
analyzed brightness range and (or) the metric distance
between the object of interest and the “background”.
Choosing different types of source image transformations
and segmentation methods leads to different results.

Fuzzy clustering methods provide a set-theoretic parti-
tioning into subsets and associate each object with a fuzzy
set with a membership function that varies in the interval
[0, 1] [8]. The first developed fuzzy clustering method
was the FCM (Fuzzy C-Means) algorithm. In 1980 J.
Bezdek proved its convergence and in 1981 he
generalized the algorithm in the case of arbitrary fuzzy
sets [9]. Today there are a significant number of FCM
method modifications aimed at solving the specific prob-
lems with maximum consideration of images’ specifics
[10-13].
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The FCM algorithm problems can be formulated as
follows:

1. There is no theoretical justification for the impor-
tance of the choice of the clusters’ number and the fuzzi-
ness degree;

2. The use of pseudorandom initial values of centroids
leads to different results;

3. Noise sensitivity;

4. The spatial information which is essential for image
processing is not used [14, 15];

5. The process of defuzzification is ambiguous.

The membership functions obtained within the
framework of FCM method can be interpreted as an
ensemble of multiparameter data with the possibility of
using multivariate analysis algorithms for its processing,
for example, orthogonalization methods. The ideas of
projection methods into eigen subspaces as one of the
tools for mathematical processing of experimental data,
were presented in the works [16, 17].

In particular, methods called principal component
analysis (PCA) involve the use of statistical principles to
reduce the number of inputs in order to extract the most
significant factors from the input data. This approach in
the problems of processing of images which are two-
dimensional structures was applied in practice only in the
2000s [18]. Two-dimensional principal component analy-
sis (2DPCA) and other orthogonalization techniques are
currently used to solve such important problems as com-
pression of visual information, feature extraction in object
recognition and search for video images, reduction of
calculations in image processing, etc. [19, 20]. The image
covariance matrix is constructed directly with using the
original image matrices and its eigenvectors are computed
to highlight the features of the image that determine the
internal structure of the experimental data.

This article deals with the information possibilities of
using the method of multivariate information analyzing
based on fuzzy clustering and singular decomposition in
the analysis of low-contrast greyscale images.

3 MATERIALS AND METHODS

The formalization of the term “fuzzy set” involves
generalizing the concept of membership reflecting the
idea that elements of a set can have a common property to
varying degrees. Unlike the probability which is con-
nected with the uncertainty regarding an object’s mem-
bership in a crisp set, fuzzy logic provides a foundation
for developing a more flexible approach to data analysis
and allows to make a decision among a set of alternative
options. The general scheme of fuzzy image processing
includes the following stages: input parameter formation,
fuzzification, processing/interpretation of membership
function values and defuzzification on the basis of which
the final result is formed [21, 22].

The mutual mapping of grey levels and fuzzy
membership function surfaces can be interpreted as a
specific type of nonlinear coding-decoding, in terms of
fuzzy logic is data fuzzification-defuzzification. The
complexity of the fuzzy approach is the uncertainty in the
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formation of the final result in a multidimensional space.
The methods for its implementation are determined
mainly by the purpose of processing and differ in the pe-
culiarities of taking into account the topology and proper-
ties of the analyzed image, for example, the dynamic
range of brightness, the used color model, the number of
channels, the size of the ensemble, etc.

Image I of size N =M xL can be represented as an
array of fuzzy sets regarding the analyzed property, in
particular, brightness, with the value of the membership

function u, , varying in the interval [0,1], for each pixel:

M Ly,
r=UU;= )

x=ly=1"x,y

The fuzzification process can be carried out in various
ways. For example, fuzzification based on histogram
analysis refers to global methods that take into account
the grey level of each pixel on the basis of which the
membership function to one or more classes, such as very
dark, slightly bright, medium, etc., is determined accord-
ing to the given requirements. Its use requires prior
knowledge about the analyzed image; for example, the
minimum and maximum of grey levels' frequencies.
However, the accuracy of these points™ detecting on the
histogram does not need to be very high because the con-
cept of fuzziness is used.

Neighbourhood-based fuzzification takes into account
a defined neighbourhood of pixels and typically requires
more computational time compared to the histogram-
based approach.

This approach requires additional data analysis be-
cause noise and outliers (anomalous values) can lead to
false values of the membership functions for a subset of
pixels. For example, for a window of size » x r the mem-
bership function of the central pixel can be described as
follows:

-1
1 r—l1
u=l-1+——>|1, -1, 2)
i) 2o 4l
or
! 7!
u=1- I_Imax_lmin (3)
If%ax_lriin

]g

min *

l l
Where’ Imax > Imin > Ir(%ax >

are the local and global
extremes of the window and the image as a whole,

respectively; I is the central pixel.

To solve high-level problems, it is necessary to extract
properties of the analyzed image (such as the object
length, the region homogeneity, the entropy, the average
value, etc.), which are then subjected to fuzzification.
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Fuzzy clustering techniques that iteratively determine
the matrix U — the degree of pixels' belonging to fuzzy
clusters can also be interpreted as a fuzzification stage.

The simplest way to perform the defuzzification pro-
cedure of the clustering result is to select the value corre-
sponding to the maximum of the membership function.
When using this approach, a new parameter whose

visualization provides the image segmentation is
synthesized as follows:
t
194 = max(uy ), Vk €[l,c] (4)

where u; . ,, is the membership function of a pixel in the

output image with coordinates x, y to the k-th fuzzy clus-

ter. The resulting image will always be greyscale.
Another method of visualization is to form an output

[out

image based on the centres of the clusters (v):

%

However, the values of the membership function can
have comparable or even equal values for different
clusters, which leads to ambiguity and therefore,
unreliability of defuzzification. Fig.1 ¢ shows the type of
two membership functions’ graphs for clustering into 6
clusters for the model image in Fig. 1 a whose histogram
is presented in Fig. 1 b where the two membership func-
tions have a substantial number of identical values.

On the other hand, each class, by definition, also con-
tains the information suitable for the analysis that can be
lost when performing expression-based defuzzification (4,
5). If the membership function of each class is interpreted
as an image where each one carries specific information,
then during segmentation, it is necessary to form a “com-
posite” image based on the image merging of all member-
ship functions.

Fuzzy logic of type 2 (T2) makes it possible to
consider the problems with a higher degree of uncertainty,
in particular, in the methods of image representation and
in the algorithms for their processing [23].

The theoretical basis of our approach to the
defuzzification process is the fact that by specifying a
specific number of ¢ classes for fuzzy clustering, a three-
dimensional matrix U containing a set of ¢ values of
membership functions for each field pixel is gotten. The
dimension of the third z coordinate is equal to the speci-
fied number of classes. The latter means that within the
framework of FCM method it is possible to obtain auto-
matically an ensemble of multidimensional data and apply
methods for multidimensional information processing.
Each membership function can be interpreted as an
image, and the U array can be interpreted as a
multidimensional image with ¢ channels.
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Figure 1 — View of the Fuzzy Membership Functions: a — model image; b — histogram; ¢ — membership functions of two classes

In particular, the application of singular value decom-
position (SVD) for multidimensional data enables a tran-
sition to a new (eigen) orthogonal subspace, where each
new component results from a linear composition of all
original parameters. This allows for a comprehensive
analysis. The informational contribution of each new
component can be determined by analyzing the spectrum
of normalized singular values w;,ie [l,n], and
wZwy 22w, 20.

Applying the singular transformation to the matrix of
fuzzy cluster membership functions forms an orthonormal
“eigen images” basis of these membership functions.
Each of the “eigen images” contains H; % of all the in-

formation contained in the original ensemble of the matrix
U . This circumstance allows defuzzification to be per-
formed based on the information contained in all mem-
bership functions. By additionally imposing, for example,
a constraint:

w>H,

Mo

Il
LN

(6)

where H is a specified boundary value, such as 95% or
99%, p<n, it becomes possible to influence the sensi-

tivity of segmentation. The physical meaning of the ex-
pression (6) is a filtration of non-essential information
components (noise).

Based on the above, an image segmentation algorithm
is proposed that, firstly, synthesizes new informative pa-
rameters based on the original brightness characteristics,
secondly, applies a type-2 fuzzy clustering algorithm with
automatic cluster number determination, and thirdly, per-
forms automatic defuzzification using the “eigen images”
of membership functions.

The algorithm includes the following steps:

1. Transforming the original greyscale image bright-
ness values using a window transformation (window size
3x3), forming a 9-dimensional ensemble including the
brightness of neighbouring pixels to take into account for
spatial characteristics.
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2. Performing an orthogonal transformation (SVD) on
the expanded original data, followed by automatic selec-
tion of the most significant components [24] based on
calculating the coefficient vector C by the formula:

I+c¢ l+c
S0+ 07)) %)
Jj=1 J=1 ;

C = 5 ,ze[l,l—i—c],

where V contains the right singular vectors for the SVD.
This vector C is sorted in descending order, and a differ-
ence vector dC is created, containing the differences for
each neighbouring pair in the sorted vector C . The value
dC, is then calculated as:

®

where dC;, and dC,, are the minimum and maxi-

mum elements of vector dC, respectively. This threshold
value dC, is used to determine the number of the most

significant elements of the left singular vector matrix. The
selected indices correspond to the original indices in vec-

tor C prior to sorting I°" .

3. Scaling each component of matrix 7** to the in-

terval [0,1], forming a multidimensional input matrix for

fuzzy data clustering.
4. Performing fuzzy clustering on the scaled matrix

1" using the T2FCM [25] method with dynamic com-
pression of the fuzzy membership function [9]. This in-
volves initially setting a larger number of fuzzy clusters,
which dynamically decreases during training by merging
close clusters. The weighted Euclidean distance is used to
determine closeness, calculated (for the distance between
the centers of the k-th and /-th clusters) as follows:
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q
0
diy = Z(Suk Vi~ Su, 'vlt,j)z’ ©)
j=1

where values S, and S, are calculated as:

S, ==

min

,(Vj € {1,...,0}),

(10)

where u ;

j 1s the average membership value for the j-th

fuzzy cluster, and u,,;, is the minimum value of the vec-
tor u of average membership values for each cluster.

During each training iteration ¢, the MFT2 matrix a'
is determined based on the difference between the “up-

99

per” uj, and “lower” u] membership functions as fol-

lows:

(”21 ) = ((ut)l k y_((ut)"»k)”[(utl»k]l[u b +(”t)jf°'5 | (11)
(. lf(ulj,"k s

(o] ] B o
(”22),-,;{ _ ((ut)i,k )K+0.75+(u_’)k/2’ (13)

(“1[2 )i,k _ ((”t)i,k )K+1.25+(u_’)k/2’ (14)

(u—t)l _ ((u—t)kjl—max[(utjk 1—(#)/(1 as)

(”51 ),,k = ((u;ll)i,k + (uzﬁz),,k )/ 2, (16)

(“lt )z,k = ((”51 )i,k + (ufz ),,k )/ 2, (17)

where u'y is the average membership for the k-th cluster,
and ie [I,N], K is the coefficient, values of which are
recommended to be chosen within the interval [0,0.2].
This coefficient has a significantly impact the transforma-
tion results. The final membership function matrix a’ is
then interpreted as a multidimensional image.

5. Transforming the scaled matrix 7" by the for-
mula:
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where 73" and I;"? are calculated as per formulas (11)

and (12), respectively, forming matrix 7.
6. Constructing matrix /“ as the union of the columns

of matrices I and o' .
7. Applying the transformation described in step 4 to

matrix /" to compute matrix a’ (formulas (11)—(17)),
resulting in matrix / .
8. An orthogonal transformation (SVD) is applied to

the matrix 772. Following this, the most significant com-
ponents are selected from the left singular vectors, as de-

scribed in step 2. A grayscale image I° is formed using a
weighted sum of selected significant components based
on the values of the vector C, corresponding to the se-
lected significant components of the left singular vectors,
scaled so that their sum equals 1.

9. Applying the adaptive histogram equalization
method (using a uniform transformation function) to the

image /°, forming the final grayscale image 7°" .

4 EXPERIMENTS
Traditionally, the number of clusters for fuzzy seg-
mentation is determined empirically, and defuzzification
is based on the maximum of the membership function.
Our algorithm employs the T2FCM method with auto-
matic determination of the final number of clusters. The
following control parameters were used: fuzziness coeffi-

cient m =2, exit condition €< 107 , maximum iteration
number set at 100, and an initial number of fuzzy clusters
c=9 (the experiments were conducted on medical im-
ages, and therefore, this amount is more than enough).
The starting initialization of the cluster centers for the
T2FCM method was carried out by filling them with val-
ues from the original data vectors. Coefficient K =0.075
(for formulas (13) and (14)) was used in all experiments.
It was found that for some images, the best results
could be obtained without applying step 7 in the proposed

algorithm (using matrix /¥ in step 8 instead of / r2 ).

The presented experiments were conducted on images
of various physical nature, termed “low-contrast”. Exam-
ples of images and histograms are shown in Figure 2:
MRI (a, b) and X-ray (c, d), respectively. Unlike typical
low-contrast images, characterized by narrow histograms
in low brightness regions, these images have features such
as multimodal histograms, a full or nearly full intensity
range with significant dark and light regions, smooth
brightness transitions in areas of interest, and blurred
boundaries, lack of a priori information about the pres-
ence and location of anomalies that can be compared with
the noise level making visual analysis challenging.
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Figure 2 — Low-contrast images and their histograms: a, b — MRI; ¢, d — X-ray

5 RESULTS

Figure 3 illustrates various segmentation methods ap-
plied to the MRI image shown in Figure 2 a: Figure 3 a
depicts the FCM method with ¢=6 (since medical im-
ages typically contain 5-7 different tissues) based solely
on the intensity characteristics using expression (4); Fig-
ure 3 b shows segmentation with an extended feature
space as described in Section 1; Figure 3 ¢ presents the
proposed algorithm without Step 7; and Figure 3 d shows
the result of the full proposed algorithm.

4

Figures 4 a and 4 b present the membership functions
of two different classes of the membership function U ,
while Figures 4 ¢ and 4 d show the first and second eigen
images of the membership functions.

Figure 5 a shows the segmentation result of the X-ray
image shown in Figure 2 c, and Figure 5 ¢ presents the
result for the optoelectronic metallographic image shown
in Figure 5 b.

Figure 3 — Visualization of fuzzy clustering results for the MRI image (6 classes): a — original image; b — maximum membership
function based on the original data; ¢ — with an extended feature space (step 1); d — proposed method

Figure 4 — Visualization of fuzzy clustering results for the MRI image into 6 classes: a, b — two arbitrary fuzzy classes; c, d — first and
second eigen images of membership functions

© Akhmetshina L. G., Yegorov A. A., Fomin A. A., 2025
DOI 10.15588/1607-3274-2025-1-15

170

OPEN 8 ACCESS




p-ISSN 1607-3274 Pagioenexrponika, iHpopmaTuka, ynpasminss. 2025. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

Figure 5 — Image segmentation: a — segmentation of the X-ray image from Figure 2 c; ¢ — segmentation of the optoelectronic metal-
lographic image from Figure 5 b

6 DISCUSSION

Fuzzy clustering is a sensitive tool, particularly re-
sponsive to the quality and composition of the original
dataset. Visual analysis in Figure 3a shows that defuzzifi-
cation by maximum membership function based solely on
brightness forms a “noisy” image. Expanding the original
brightness space per steps 1 and 2 significantly improves
the result (Figure 3 b).

For example, for Figure 2 a, Table 1 presents the
percentage of information H contained in each of the
eigen images from the singular value decomposition of
the membership functions. The first principal component
carries the most information among all the obtained
membership functions, while the second one contains the
highest amount of information among the remaining
components, and so on.

Table 1 — Eigenvalues of singular value decomposition (%)

Wi %) w3 Wy Ws We
Hy, | 45.858 | 22.102 13.881 | 9.553 | 4.751 | 3.853
H, | 56.533 | 21.511 11.140 | 6.348 | 3.516 | 0.952

The analysis of eigenvalues shows increased informa-
tiveness for the first three principal components, from
81.841% to 89.184%, for cases where only the brightness
of pixels (Hy) is used as the initial data and its conversion
in accordance with step 1 (H)).

In addition to the above, the information contained in
the membership function of each class is largely lost
during defuzzification based on expressions (4), (5)
(Fig. 4 a, b).

The process of orthogonalizing membership functions
enables conversion from peer cluster space to non-peer
eigen image space. As seen in Figure 3 c, the use of the
eigen space of membership functions from the singular
value decomposition during defuzzification eliminates
excessive detail and artifacts, enhances the clarity of
object delineation, and simplifies the procedure for
visually analyzing the results.

The automatic defuzzification method for the fuzzy
clustering process, implemented by the proposed

© Akhmetshina L. G., Yegorov A. A., Fomin A. A., 2025
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algorithm, demonstrates a significant improvement in the
sensitivity and informativeness of the synthesized image.
It ensures clear delineation of the objects of interest and
reveals the structure of various tissues compared to the
original image.

CONCLUSIONS

A relevant problem has been solved: a sensitive algo-
rithm for automatic segmentation of low-contrast gray-
scale images was developed based on type-2 fuzzy clus-
tering.

The scientific novelty lies in the first-time proposal of
a method for automatically forming segmented images in
the eigen space of type-2 fuzzy clustering membership
functions, enhancing accuracy and sensitivity.

The algorithm incorporates mechanisms for account-
ing for spatial components (expansion of the feature space
based on window transformation), a clustering method
using type-2 fuzziness, and result formation in the or-
thogonal space of membership functions. The singular
value decomposition method was applied to the input data
for fuzzy clustering, which were preliminarily subjected
to fuzzy transformations and to the membership functions
of the T2FCM method, with automatic determination of
the final number of clusters, followed by the selection of
the most significant components. The final result is
formed based on the weighted sum of these selected com-
ponents.

The practical significance of the results obtained lies
in the fact that the proposed algorithm ensures improved
accuracy and sensitivity in the segmentation of low-
contrast grayscale images of various physical origins.

The prospects for further research involve studying
the proposed algorithm’s application to segmenting vari-
ous types of images, analyzing its informational potential
when using alternative types of functional dependencies
for forming type-2 fuzzy membership functions and other
transformation’s types of fuzzy membership functions for
result generation.
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CEI'MEHTAIISA CIABKOKOHTPACTHHUX 30BPAKEHD
V BA3HCI BTACHUX MIAMPOCTOPIB HEUITKAX ®YHKIIIN HAJTEXKXHOCTI THITY-2

Axmermuna JI. I'. — 1-p TexH. Hayk, npodecop Kadeapu eIeKTPOHHUX 00UUCITIOBAIFHIX MalliH J{HIMPOBCHKOTO HAI[IOHATBHO-
ro yHiBepcurety im. O. ['onuapa, {xinpo, Ykpaina.

€ropos A. O. — KaHA. TeXH. HAayK, CT. BUKJI. KadeApr KOMII'IOTEPHUX HayK Ta iHpOpMAIiHHIX TeXHONorii IHINpOBCHKOTO Ha-
nioHanbHOTO yHiBepcutety iM. O. [N'oruapa, [{Hinpo, Ykpaina.

®omin A. A. — acrmipanT Kadenpu eJCKTPOHHHMX OOYMCIIIOBAJIbHUX MamMH JHIMPOBCHKOTO HalliOHAJIBHOTO YHIBEPCHTETY
iM. O. lN'onuapa, Ininpo, YkpaiHa.

AHOTALIA

AKTyalbHicTh. PO3rIsiHYTO aKkTyanbpHE 3aBIaHHS aBTOMATH3Allii YyTIMBOTO aJrOPUTMY CErMEHTaIlii 300pakeHb Ha OCHOBI Me-
TOINy HEWiTKOi Kiactepm3amii Tumy-2. O0’€KTOM IOCTIKEHHS € caOKOKOHTPACTHI HAIiBTOHOBI 300paKeHHs, SIKi € pe3yJIbTaToM
CTaHJAPTHUX METOIB JIOCII/DKEHHS B PI3HUX Taly3sX AISUIBHOCTI JFOJUHH.

MeTa po6oTH — CTBOPEHHS HOBOTO Habopy iH(GOPMAaTHBHHX O3HAK Ha OCHOBI BUXIJHHX JAaHUX, BUKOHAHHS Yy TJIMBOI HEUITKOL
CerMeHTallil Ha OCHOBI METO/a KJIacTepH3allil 3 BUKOPUCTAHHSIM HEYITKOCTI 2-T0 MOPSIKY, peanizallis aBToMaTu4Ho1 edasndikanii
y BIIaCHOMY IiJ{IpOocTOpi (QYHKIIH MPUHAIEKHOCTI.

MerToj. 3anpornoHOBaHO METOZ CErMEHTallii cl1a0KOKOHTPACTHUX 300pakeHb, SIKUH CKIAAEThCs 3 HACTYITHUX KPOKIB: PO3LIU-
PEHHS IIPOCTOPY O3HAK BXIJHUX JaHMX, 3aCTOCYBAHHS CHHTYJIIPHOIO PO3KJIALy A0 PO3LIMPEHOr0 HAabOpy AAaHUX 3 HACTYHHHUM aBTO-
MaTHYHAM BiZOOpOM HAMOUTBII 3HAYYMIMX KOMIIOHEHTIB, IO € BXiAHUMH JAaHUMH JJIS HEYITKOI KiacTepu3allii 3 BUKOPUCTAHHAM
HEYITKUX MHOXHH THITy-2. L5 kiactepusamis BinOyBaeThes 3a nornomororo meroay T2FCM, sxuii 103BoJIsie aBTOMATHYHO TiOHUpa-
TH KUIBKICTh HEWITKHX KJIACTEPiB HA OCHOBI ITOYATKOBOTO 3a/IaHHS TapaHTOBAHO OUTBINOI KUIBKOCTI 3 HACTYITHHAM 3JIUTTSIM OJIM3bKHX
KJacTepiB (B poOoTi OM3BKICTh BU3HAYAIaCh Ha OCHOBI 3BaskeHOi EBKiIiI0BOT BifcTaHi). [Ticis BukoHaHHS HediTKoi KiIacTepu3amii B
3aIpOIIOHOBAHOMY METO/II 3IIHCHIOETHCS 00’ €AHAHHS 11 pe3ynbTaTiB (HEUiTKOT (QyHKIIT HAIEKHOCTI) 3 BXITHUMH ISl HEUiTKOT KJlac-
Tepu3alil JaHUMH, SKi HOIEePEeAHBO OOPOOIIOIOTECS HEUITKMM IEepeTBOPEHHSAM. Pe3ynbTyioua MaTpHIl 3HOB MIJUIArae HEiTKOMY
HEPETBOPEHHIO, MiC/Is YOTO JI0 OTPUMAHHUX PE3yJIbTaTiB 3aCTOCOBYETHCS CHHTYJISPHHUI PO3KIAJ 3 HACTYITHUM aBTOMAaTHYHUM Bif0o-
poM Haif6ibII 3HAYYIIMX KOMIOOHEHTiB. Ha OCHOBI 3Ba)keHOT CyMH IIMX BigiOpaHHX KOMIIOHEHTIB ()OPMYETHCS HAMiBTOHOBE 300pa-
JKEHHSI, JI0 SIKOTO 3aCTOCOBYETHCS METOJ alTHBHOI eKBali3alii ricTorpaMu, B pe3ysbTaTi YOro i OTPUMYEThCS KiHIIEBHI Pe3yJIbTaT
cerMeHTailii. 3almpoIOHOBaHUI METOJI CErMEHTAIlil Ma€ HEBEIHMKY KUIBKICTh KEPYIOUNX MapaMeTpiB: MOYATKOBY KUIBKICTh HEUITKHX
KJacTepis, moMmiKy meroxy T2FCM Ta MakcHMalbHy KiJIBKICTB iTepallii, a TakoX Koe(ilieHT BUKOPUCTAHUX HEWIiTKUX IEPETBO-
peHb, IPHIOMY iX HaJAIITYBaHHS Ha 300pa’keHHs, [0 0OPOOIIOIOTECS, HE BUMAararoTh 3HAaYHHUX 3yCHIIb.

Pe3yabTaTn. Po3pobieHuii alroput™ peasi3oBaHO NPOTPaMHO, MPOBEACHO EKCIEPHMEHTH HA PeabHUX 300paKeHHSX Pi3HOL
¢iznyHOT IpHpoaN.

BucnoBku. [IpoBesieHi eKCliepIMEHTH MiATBEPANIIH TIPALE3IaTHICTh 3aIIPOIIOHOBAHOTO AJTOPUTMY Ta JI03BOJISIIOTH PEKOMEHIY-
BaTU HOTro /Ul BUKOPHCTAHHS HA MPAKTUI MPU BUPIIICHHI 3a1a4 Bi3yaJbHOTO aHaji3y cIaOKOKOHTPAaCTHHX HAMiBTOHOBHX 300pa-
XeHb. [lepcrekTHBY MOAAIBIINX AOCHII/KEHb MOXKYTh MOJIATaTH B aHai3i iHQOPMAaTUBHUX MOMJIMBOCTEH aJlrOPUTMY IPH BUKOPHC-
TaHHI 1HIIUX THIIIB MEPETBOPEHD HEUITKUX (PYHKIIN HaJEeKHOCTI Ta B MoAu]iKalii 3aIpOIOHOBAHOTO aNTOPUTMY Ul CerMEHTaii
300pakeHb Pi3HOTO THITY.

KJIFOYOBI CJIOBA: cermenrariist 300pakeHb, HEUITKa KiacTepU3allisl, HeUiTKa KJIaCTepU3allis TUIy 2, OpTOrOHAJbHI mepe-
TBOPEHHSI, CHHTYJISIpHE PO3KJIaJaHHs, BIACHI MiIITPOCTOPH.
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