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ABSTRACT

Context. Automatic and automated image analysis methods used in computer graphic design, biometric identification, and mili-
tary target search are now widespread. The object of the research is the process of color image analysis.

Objective. The goal of the work is to create an intelligent method of image analysis based on quantization, binarization and clus-
tering.

Method. The proposed method for intelligent color image analysis consists of the following techniques. The technique of reduc-
ing the number of colors based on the conversion of a color image into a gray-scale image and quantization of the resulting gray-
scale image improves the accuracy of image feature extraction by preventing the appearance of an excessive number of image clus-
ters. The technique of creating a set of binary images based on binarization of a quantized gray-scale image allows increasing the
speed of subsequent clustering by replacing sequential extraction of all elements of a quantized gray-scale image with parallel extrac-
tion of binary image elements, as well as separating clusters obtained during subsequent clustering by color due to image member-
ship. The technique of determining the highest priority binary images based on the probability of occurrence of each color in the
quantized gray-scale image improves the speed of image structure synthesis based on the analysis results by considering the most
informative binary images. The technique of extracting binary image elements on the basis of its clustering allows to increase the
accuracy of extracting binary image elements by improving the method of forming the neighborhoods of points (no radius of empiri-
cally determined neighborhood is needed), detecting random outliers and noise, extracting image elements of different shapes and
sizes without specifying the number of extracted binary image elements, as well as increasing the speed of extracting binary image
elements by forming the neighborhoods of white points only. The technique of determining the higher priority parts of the binary
image based on the power of image clusters allows increasing the accuracy of image structure synthesis based on the analysis results
by omitting noise and random outliers.

Results. The proposed method for intelligent analysis of color images was programmatically implemented using Parallel Com-
puting Toolbox of Matlab package and investigated for the task of image feature extraction on the corresponding database. The re-
sults obtained allowed to compare the traditional and proposed methods.

Conclusions. The proposed method allows to expand the application area of color image analysis based on color-to-gray-scale
image conversion, quantization, binarization, parallel clustering and contributes to the efficiency of computer systems for image clas-
sification and synthesis. Prospects for further research investigating the proposed method for a wide class of machine learning tasks.

KEYWORDS: intelligent image analysis, quantization, binarization, image feature extraction, clustering.

ABBREVIATIONS DBSCAN is a density-based spatial clustering of ap-
EM is an expectation-maximization algorithm; plications with noise algorithm;
PAM is a partitioning around medoids algorithm; DISMEA is a divisive hierarchical clustering algo-
ISODATA is an iterative self-organizing data analysis  rithm that uses the k-means algorithm to subdivide a clus-
technique algorithm; ter into two;
FCM is ae fuzzy classifier means algorithm; DIANA is a divisive analysis algorithm.

OPTICS is an ordering points to identify the clustering

. NOMENCLATURE
structure algorithm;

A={4,...,A.} is a correct set of image elements;

© Fedorov E. E., Khramova-Baranova O. L, Utkina T. Yu., Kozhushko Ya. M., Nesen I. O., 2025
DOI 10.15588/1607-3274-2025-2-4 OFEN (o) ACCESS




p-ISSN 1607-3274 PagioenextpoHika, iHpopmaTuka, ynpapiinas. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

T is atime;

ny is a line number of the image;

ny is a column number of the image;

Ny is an end of the current row of the image;

N, is an end of the current column of the image;

R(ny, ny) is a red color component;

B is a blue color component;

)
G(ny, ny) is a green color component;
nl . I’l2 )

y(ny, ny) is an 8-bit gray-scale image;
k is a color number;

A is a quantization step;

s(ny, ny) is a quantized gray-scale image;
M (ny, ny) is a point label matrix;

¢;, 1s a counter of the number of connected regions;

i is a current point of the image;

U, . is a neighborhood of the 7 -th point;

ie
v is a first element from the set S, ie. S=U;,,
V=15

my, m, are the coordinates of the v-th point in the
image;

U, . is aneighborhood of the v -th point;

v,e

z (n) is a power vector of clusters;

Oy (m, ny) is a k -th binary image;

Py 1s a probability of occurrence of a point with color
with number £ ;

D 1is a size of Moore’s neighborhood of the point;

Py XNy x N, is a number of white dots in & -th binary
image;

mod is a modulo division;

[ ] is taking the integer part of the number.

INTRODUCTION

The rapid development of computing and information
technology has provided automatic or automated process-
ing and analysis of visual information.

One of the applications of visual information analysis
has become computer graphic design. To synthesize new
images, components of already existing images are often
used, so the problem of accurate and fast extraction of
required elements of previous images is relevant [1-3].

Another application of visual information analysis was
the creation of biometric personal identification systems
to solve the problems of differentiating the access of users
of software and hardware objects, identifying intruders
and others. In this case, one of the most popular and sim-
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ple in terms of technical means of identification is identi-
fication by face [4-6].

Another application of visual information analysis is
the detection of military targets. Currently, the problem of
accurate and fast decision making about ground targets
for drones is relevant.

Nowadays, methods of automatic and automated im-
age analysis, which use machine learning algorithms, are
widespread.

The object of study is the process of color image
analysis.

The subject of study is the methods for color image
analysis based on digital image processing and machine
learning.

The purpose of the work is to create an intelligent
method of image analysis based on quantization, binariza-
tion, and clustering.

In order to achieve the goal, the following objectives
were set and solved:

1) to create a technique to reduce the number of colors
based on color-to-gray-scale image conversion and quan-
tization;

2) to develop a technique for creating a set of binary
images based on the binarization of a quantized gray-scale
image;

3) to create a technique for determining the highest
priority binary images based on the probability of occur-
rence of each color in the quantized gray-scale image;

4) to develop a technique for image feature extraction
based on clustering of binary image;

5) to create a technique for determining the highest
priority elements of a binary image based on the cluster-
ing power of that image;

6) to conduct a numerical study of the proposed
method.

1 PROBLEM STATEMENT
The problem of improving the efficiency of image
analysis based on clustering is represented as the problem
of finding such an ordered set of image elements

A ={4,., A4} in which

c
F=Y
k=1

time T, at

* . .
A — 4 “—)mm and 7 — min.

2 REVIEW OF THE LITERATURE

For automatic and automated image classification and
synthesis, image feature extraction plays an important
role, for which quantization, binarization, and image seg-
mentation techniques can be used.

For image binarization, the approaches commonly
used are [7]:

— automatic selection of a single-level local threshold
(e.g., Eikwel, Bernsen, Sauvola, Niblack, Christian meth-

ods) [9];
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— automatic selection of a single-level global threshold
(e.g., Otsu’s method) [8].

The above methods have one or more of the following
disadvantages:

— require a time-consuming thresholding procedure;

— do not perform binarization accurately enough;

— require a labor-intensive procedure for determining
additional parameters.

In this regard, it is relevant to create a method of im-
age binarization that will eliminate the mentioned disad-
vantages.

For image segmentation usually use such approaches
as [7]:

— Markov random field based [17];

— region detection (region sprawl, region splits and
merges, watershed) [11];

— definition of region boundaries (pixels with a large
intensity gradient and also differing in color are selected
as region boundaries) [10];

— taxonomic [12];

— based on partial derivative equations [14].

— histogram [13];

— graph-based [16];

— variational [15].

The most popular of them is the taxonomic approach.

The traditional methods of the taxonomic approach
are:

1. Model mixture or model-based (e.g., EM [21]) or
distribution-based methods.

2. Partitioning-based (partitioning-based, partition-
based) or center-based (center-based) methods (e.g., PAM
(k-medoids) [18], k-means [18], ISODATA [20],
FCM [19] algorithms).

3. Methods are hierarchical (hierarchal).

4. Density-based methods (e.g., OPTICS [23],
DBSCAN [22] algorithms).

5. Divisive or top-down (e.g., DISMEA, DIANA
methods) [25].

6. Agglomerative or bottom up (e.g., Ward’s meth-
ods, centroidal linkage, full linkage, single linkage, group
mean) [24].

Taxonomy-based methods can also be based on meta-
heuristics [26] and artificial neural networks [27].

The above methods have one or more of the following
disadvantages:

— require the definition of parameter values;

— do not allow to separate noise and random outliers;
— have high computational complexity;

— require specifying the number of clusters;

— clusters cannot have different shapes and sizes.

In this regard, it is relevant to create an image segmen-
tation method that will eliminate the above disadvantages.
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One of the ways to speed up segmentation is to pre-
transform a color image into a gray-scale image and quan-
tization, which reduce the number of colors [28-30].

3 MATERIALS AND METHODS

The method of intellectual analysis of a color image
based on parallel clustering includes six stages (the first
two stages correspond to the technique of image color
reduction, the third stage corresponds to the technique of
creating a set of binary images, the fourth stage corre-
sponds to the technique of determining the highest prior-
ity binary images, the fifth stage corresponds to the tech-
nique of extracting elements of a binary image, the sixth
stage corresponds to the technique of determining the
highest priority elements of a binary image):

Stage 1. Converting the color image into a gray-
scale image

The conversion of a color
image R(ny,ny),G(m,ny),B(n,ny) into an 8-bit gray-

scale image y(n,n,) is performed using the YCrCb
color space
y(ny,ny)=0.2989 -R(ny,ny)+
+0.5870 ~G(n1, n2)+01140 -B(nl, nz),

nlel,Nl, ny El,Nz.

Step 2. Quantization of gray image

1. Set the 8-bit gray-scale

image y(n;,n,),

n e m , Ny € m Set the quantization step A .

2. Set the line number of the image n =1.

3. Set the column number of the image n, =1.

4. Set the color number k£ =1.

5. IfkA=A<y(n,m)Ay(n,ny)<kA,
then s (ny, ny)=kA—A/2.

6. If not the last color, i.e. £ <256/A then increase
the color number, i.e. k =k +1 , then go to step 5.

7. If y(ny, ny) =255, then s (n;,ny)=256-A/2.

8. If not the end of the current row of the image,
i.e. ny <N,, then increase the column number of the cur-

rent row, i.e. n, =n, +1, then go to step 4.

9. If not the last row of the image, i.e. n; <N, then
increase the row number of the current

i.e. ny =n, +1, then go to step 3.

row,

Step 3. Binarization of quantized gray-scale image
(creation of the & -th binary image)

1. Set the quantized gray-scale image s(ny,n;),
m El,N] ) El,Nz.

2. Perform binarization of the image in the form
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L s(n,ny)=kA-A/2
Qk (n1,n2)_{0’ S(nl,nz)ikA—A/z,

nlel,Nl, nzel,Nz.

Step 4. Calculate the probability of appearance of a
point with color with number & in the quantized gray
image

1. Setthe k -th binary image Oy (ny,ny), n €1, Ny,

ny El,Nz.

2. Calculate the probability of appearance of a point
with color with number &

LSt 0 (mm)
Pk = O (m,ny).
NNy 3T

Step 5. Clustering of the k -th binary image

1. Set the image s(ny,ny), n em, ny em.
Set the k-th binary image Oy (n,ny), n em,
ny € m Set the size of the Moore neighborhood of the
point D. Set the point label matrix My (n,n,)=0,
n em, ny em. Set the count of the number of
clusters ¢, =0.

2. Set the row number of the image n =1.

3. Set the image column number n, =1.

4. Define the number of the current point of the im-
age i=(m —1)Ny+ny.

5. If the
ie. My (n,ny)+0,then go to step 20.

i-th point 1is already marked,

6. Determine the neighborhood of the i -th point

Ui,S = {€|Qk (ll +I’l1,lz +I’l2)= 1} ,
e=(ll +n1 —1)N2 +12 +n2 , 11, 12 E{ —1, 0,1 } .
7. If not all the neighbors of the 7 -th point fall in its
neighborhood, i.e. | Uie |< D, then mark the 7 -th point

as a random outlier or a noise, i.e. My (n,ny)=-1, go

to step 20.
8. Increment the counter of the number of connected
regions, i.e. ¢ =¢; +1.

9. Label the
ie. Mk (I’ll, I’lz)ZC‘k .
10. Create the set S =U, ;.

i-th point as the ¢, -th cluster,

11.Remove the first element from the set .S,
i.e. v=sy, and remove it from the set S',ie. S=S\{v}.

12. Determine the coordinates of the v-th point in the
image
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my =vmod N, , my z[(v—mz)/NZJ .
13.1f the v-th point was labeled as a random outlier
or noise, i.e. My (my, my)=-1, then label it as the c, -th

cluster, i.e. My (my, my)=c; .
14.1f  the
i.e. My (my, my) =0, then proceed to step 19.

v-th point is already labeled,
15. Label the v-th point, i.e. My (my, my)=c¢; .

16. Determine the neighborhood of the v -th point

Uye={el O (h+m.l+my)=1},
e:(ll+m1—l)N2+12+m2, 11,12 E{ —1,0,1}.

17.1f not all neighbors of the v-th point fall in its
neighborhood, i.e. | Uy e |< D, then go to step 19.

18. Merge the set S with the neighborhood of the v-
th point, i.e. S=SUU, .

19.1f the set S is not empty, i.e. | S | >0, then go to

step 11.
20.If not the end of the current row of the image,
i.e. ny <N, , then increase the column number of the cur-

rent row, i.e. n, =ny +1, then go to step 4.

21.If not the last row of the image, i.e. n; < N;, then

increase the row number of the current

i.e. ny =n, +1, move to step 3.

oW,

Step 6. Computing the power of clusters of the & -
th binary image

1. Set the point label matrix My (n,n,), n €1, Ny,
ny € m Set the number of clusters ¢, . Set the power
vector of clusters z (n)=0, nel ¢ .

2. Set the row number of the image n; =1.

3. Set the image column number n, =1.

4. If a point belongs to a cluster, i.e. M} (ny,ny)>0,
then increase the power of the
Le. z; (Mk (nl, nz)) =z (Mk (”1> nz))+l.

5. If not the end of the current row of the image,
i.e. ny <N,, then increase the column number of the cur-

clusters,

rent row, i.e. ny =ny +1, then go to step 4.
6. If not the last row of the image, i.e. n; <Ny, then

increase the row number of the current

i.e. ny =n, +1, then go to step 3.

row,

7. Sort the power vector of clusters in descending or-
der,ie. z; (n)=z; (n+1).

4 EXPERIMENTS
Numerical study of the proposed method of intelligent
color image analysis was carried out using Parallel Com-
puting Toolbox of Matlab package on the basis of theatri-

cal playbill data.
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i.e., the possible colors are 8, 24, 40, 56, 72, 72, 88, 104,

the quantization step A=16, for the white point the 120, 136, 1_36’ 152, 1523 168, 184, 20032163 232, 248. ]
According to the third stage quantized gray-scale im-

Moore neighborhood of size 1< D <9. o 3 3 :
age can be divided into 256/A =16 binary images.

According to the fourth step the probabilities of color
appearance are calculated.

In Fig. 3 binary images corresponding to colors with
the highest probability of occurrence are presented with
indication of their number % , color and probability of

In this work the image sizes N; =228 and N, =165,

5 RESULTS
In Fig. 1, a, the original color image is shown. Ac-
cording to the first step, the color image is converted to
gray-scale image.
According to the second stage, in Fig. 1, b, the gray-
scale image is quantized with quantization step A=16, occurrence p, .

Figure 3 — The binary image: a— k =1 (color 8, p, =0.467); b — k =11 (color 168, p,, =0.126) ; c —
k =13 (color 200, p,, =0.062) ; d — k =16 (color 248, p,, =0.159)
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In accordance with the fifth stage, parallel clustering In Fig. 5, the most powerful clusters are shown with
of binary images is performed. The binary image corre-  their number n and power z, (n) with the size of the
sponding to the color with the highest probability of oc-
currence, which is shown in Fig. 3a, was chosen as an
example.

According to the sixth step, the power of clusters is
calculated. In Fig. 4 the most powerful clusters are pre-

cluster Moore’s neighborhood D=9 stands out more
accurately.

sented with their number n and power z, (n) with the

size of Moore’s neighborhood D =4.5.

e o
HEGerEVW \
a
C
Figure 4 — The cluster:

a-n=1(D=45,2(1)=11921);b-n=2(D=4.5,z(2)=2829) ;
c-n=3(D=45,2(3)=1454);d—n=4(D=45,2/(4)=973)

b
d
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i
B

b
d

Figure 5 — The cluster:
a—n=1(D=9,z(1)=11564) ;b—n=2(D=9,z(2)=2817);

c-n=3(D=45,2(3)=1341);d—n=4(D=9,z/(4)=920)

The comparison results of the proposed parallel
clustering based intelligent image analysis method

with the shown

in Table 1.

existing DBSCAN method are

Table 1 — Comparison of the proposed intelligent image analysis method
based on parallel clustering with the existing DBSCAN method

Accuracy

Computational complexity

proposed existing

proposed existing

0.98 0.85

2 2
(PkXN1><N2) (N1><N2)

6 DISCUSSION

The existing DBSCAN method, which refers to den-
sity clustering and extracts connected regions:

— has high computational complexity;

— does not allow parallel processing;

— does not guarantee strict partitioning of image
clusters by color;

— can lead to an excessive number of clusters in case
of a large variety of image colors;

— requires setting the neighborhood radius, incorrect
setting of which may reduce the clustering accuracy.

Therefore, in this paper we proposed a method for in-
telligent analysis of color images, which instead of a long
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clustering of a single image goes to a set of binary images
(each binary image contains only elements of the quan-
tized gray image with the same color, and these elements
in the binary image are highlighted in white), the extrac-
tion of elements of which during clustering occurs in par-
allel, and during clustering the formation of neighbor-
hoods only points of white color are checked. Since the
clusters associated with a single binary image correspond
to a certain color of the quantized gray image, there is a
partitioning of clusters by color. Since in the proposed
method there is a preliminary conversion of color image
to gray-scale image and then the gray-scale image is
quantized, i.e., the number of colors is reduced, there is
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no excessive number of image clusters. Since the pro-
posed method clusters binary images and only white color
points are considered, instead of neighborhood radius,
white color check of neighborhood points is used, which
improves the accuracy of clustering.

Thus, the proposed method eliminates the mentioned
disadvantages of the existing method.

The selected parameter values of the proposed method
of intelligent color image analysis provide high accuracy
of image elements extraction (Fig. 3a) and speed of this
extraction (Fig. 3a), compared to the existing DBSCAN
method.

According to Fig.4 and Fig. 5 in case of Moore’s
neighborhood size D =4.5, the elements of binary image
are extracted more accurately.

CONCLUSIONS

The actual problem of improving the efficiency of
color image analysis methods was solved by creating a
method based on digital image processing and clustering
algorithms.

The scientific novelty.

1. The proposed method of intelligent analysis of
color images allows to increase the accuracy and speed of
image elements extraction due to digital pre-processing
and parallel clustering.

2. The technique of reducing the number of colors on
the basis of color image conversion to gray-scale and
quantization of the resulting gray-scale image allows in-
creasing the accuracy of image elements extraction by
preventing the appearance of an excessive number of im-
age clusters.

3. The technique of creating a set of binary images on
the basis of quantized gray image binarization (each bi-
nary image contains only elements of the quantized gray
image with the corresponding same color, and these ele-
ments in the binary image are highlighted in white) allows
to increase the speed of further clustering by replacing the
sequential extraction of all elements of the quantized gray
image by parallel extraction of elements of binary images,
as well as to break the clusters obtained in the course of
further clustering of the quantized gray image.

4. The technique of determining the highest priority
binary images based on the probability of occurrence of
each color in the quantized gray-scale image allows in-
creasing the speed of image structure synthesis from the
analysis results by considering the most informative bi-
nary images.

5. The technique of extracting binary image elements
on the basis of its clustering allows to increase the accu-
racy of extracting binary image elements by improving
the method of point neighborhood formation (to include a
white point in the neighborhood of the point, the points
nearest to it are simply checked for white color, so no
empirically determined neighborhood radius is required).
detecting random outliers and noise (minimum power
cluster), extracting image elements of different shapes and
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sizes (due to connectivity), not specifying the number of
and

6. The technique of determining the highest priority
elements of a binary image based on the power of clusters
of this image allows increasing the accuracy of image
structure synthesis based on the analysis results by omit-
ting noise and random outliers.

The practical significance. The proposed method ex-
tends the application area of color image analysis based
on color-to-gray-scale image conversion, quantization,
binarization, parallel clustering, and contributes to the
efficiency of computer-based image classification and
synthesis systems.

Prospects for further research are the study of the
proposed method for a wide class of artificial intelligence
tasks.
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YK 004.93
METO/J IHTEJEKTYAJIBHOI'O AHAJII3Y KOJIbOPOBHUX 30BPA’KEHb

®enopos €. €. — 1-p TexH. Hayk, npodecop, npodecop Kadeapy CTATUCTHKH Ta MPUKIAJHOI MaTeMaTHKH YepKachKoro Jepika-
BHOT'O TEXHOJIOT1YHOTO YHiBepcHuTeTy, Uepkacu, YKpaiHa.

Xpamosa-BapanoBa O. JI. — 1-p icT. Hayk, npodecop, 3aBigyBauka Kadeapu rpadiuHoro qu3aiiHy, MOAU Ta CTUIIO YepKachKo-
ro Jep:KaBHOTO TEXHOJIOTTYHOTO yHiBepcuTety, Yepkacu, YkpaiHa.

Vrkina T. Q. — kaHa. TexH. HayK, AOLEHT, AOUEHT Kadeapu poOOTOTEXHIKM Ta CHELiali30BaHUX KOMIT IOTEpHUX cucTeM Yep-
KachKOTO JIpP’KaBHOTO TEXHOJIOTIYHOTO yHiBepcuTeTy, Yepkacu, Ykpaina.

Koskymko SI. M. — kaH[. TeXH. HayK, CTapIINi JOCTIJHUK, IPOBIIHUI HayKOBHH CIIBPOOITHHK HayKOBO-JOCHTITHOTO BiIILITY
aBTOMAaTH30BaHHX, iIHPOPMALIITHUX CHCTEM Ta 3aco0iB 3B’sI3Ky, JlepskaBHUI HAyKOBO-TOCTIHUI IHCTHTYT BHIIPOOYBaHb i cepTHi-
KaIlil 030pO€HHS Ta BICHKOBOT TeXHiKH, M. Uepkacu, YkpaiHa.

Hecen I. O. — kauj. TexH. HayK, CTaplInil BUKJIaaa4 Kadeapy iHpopManiliHNX CHCTEM Ta OopraHi3aiii 3aX0/(iB IMBIILHOTO 3aXH-
cry HaBuanbHO-HayKOBOTO IHCTHTYTY LMBUIBHOTO 3aXvcTy HallioHaabHOro yHIBEpCHTETY LMBLIBHOTO 3aXHCTy YKpaiHH, Maiop
cityk0H UBIIBHOTO 3axucTy YKpainu, Uepkacu, Ykpaina.

AHOTAULIA

AKTyanbHicTb. B 1aHMil 4ac MUPOKOT0o MOMMPEHHS HAOYJIM METOAM ABTOMAaTHYHOI'O Ta aBTOMAaTH30BaHOTO aHaNi3y 300paKeHb,
SIKI BUKOPHCTOBYIOTHCS B KOMIT' FOTEpHOMY TrpadidHOMYy nau3aiiHi, OlomMeTpuuHili imeHTH]ikamii, MOIIyKy BiHCHKOBHX LiJEH.
O06’€KTOM JOCIIKEHHS € TIPOIIEC aHaNi3y KOJIbOPOBUX 300paXKEHb.

MeTo10 poOOTH € CTBOPEHHS IHTENIEKTYyalbHOTO METOJy aHajli3y 300paXKeHHsS Ha OCHOBI KBaHTYyBaHHS, OiHapw3arii Ta
KJIacTepu3ariii.

MeTton. 3anponoHOBaHUN METO IHTEIEKTYaIbHOTO aHAli3y KOJBOPOBUX 300paKeHb CKIIAJAETHCA 3 TAKUX METOIUK. MeToauka
3MEHIUICHHST KiJIbKOCTi KOJIbOPIB HA OCHOBI IEPETBOPEHHS KOJIBHOPOBOrO 300pa)KeHHs B Cipe Ta KBAHTYBaHHS OTPHMAHOIO Ciporo
300pa)keHHs JO3BOJISIE MiABUIIUTH TOYHICTh BHIYUCHHS SIEMEHTIB 300paskeHHsI 32 paXyHOK 3aM00iraHHs MOsIBI HaUTHIIKOBOI Kijlb-
KOCTI Ki1acTepiB 300paxkeHHs. MeToauka CTBOpeHHS Habopy OiHapHHX 300pa)keHb HA OCHOBI OiHapu3allii KBAHTOBAHOTO CIpOTO 30-
Opa’keHHs JO3BOJISIE MiABUIIUTH IIBUAKICTh MTOAANBIIOT KIACTepPH3aLlil 3a paXyHOK 3aMiHU HOCIIiOBHOTO BIIIyYECHHS BCiX €IEMEHTIB
KBAaHTOBAHOTO Ciporo 300pa’KeHHsI MapaielbHIM BIUTyYEHHSM €JIeMEHTIB OiHapHUX 300pakeHb, a TaK0XX PO3OHMTH KJIACTEpPH, OTPH-
MaHi B XOZi HOAAJIBIIOI KJIacTepH3allil, 32 KOIbOPOM 32 paXyHOK HaJIeXHOCTI pi3HUM OiHapHUM 300paskeHHsIM. MeToMKa BU3HAUCH-
Hsl HAMOLIBII MPIOPUTETHUX OIHAPHUX 300pa)KCHb HA OCHOBI HMOBIPHOCTI MOSIBH KOKHOTO KOJILOPY B KBAHTOBAHOMY CipoMy 300pa-
JKEHHI JJO3BOJIS€ IIBUIINTH MIBUJKICTh CHHTE3Y CTPYKTYpH 300pakeHHs 3a pe3ysibTaTaMy aHalizy 3a paxyHOK pO3MJIsiLy HAHOLIbII
inpopmaTuBHUX OiHapHHMX 300pa’keHb. MeToanKa BHIIyYEeHHs eJIEeMEHTIB OiHapHOro 300pa’keHHs Ha OCHOBI HOro KiacTepH3allii
JIO3BOJISIE MiBUIIMTH TOYHICTh BHITyYCHHs €JIEMEHTIB OiHAPHOrO 300pakeHHs 3a PaXyHOK IOJIMIICHHsT cnoco0y GopMyBaHHS OKO-
JIMLb TOYOK (HE MOTPIOHHMN pajiyc OKOJHII, 110 EMITIPUYHO BU3HAYAETHCS), BUSBICHHS BHIIAJKOBUX BUKHIIB 1 IIyMy, BUIOOYBaHHS
€JIEMEHTIB 300pakeHHs Pi3HOI (POPMHU Ta po3Mipy, HE BKa3yIOUH KUJIbKICTh BHIOOYTHX €JIEMEHTIB OiHApHOTO 300paKeHHs, a TAaKOXK
TiABHUIIEHHS MIBUAKOCTI BIJIYUYECHHS €IIEMEHTIB O1HApPHOTO 300pakeHHS 3a paXyHOK (HOpMYBaHHS OKOJHI TLTBKH TOYOK O17I0T0O KO-
mp0py. MeTosmKka BH3HAUCHHS HAfOUIBII NPIOPUTETHUX €JEMEHTIB GiHapHOTo 300pakeHHS Ha OCHOBI MOTY)KHOCTI KJIAacTepiB 30-
OpaKeHHsI TO3BOJISIE MIIBUIIUTH TOYHICTH CHHTE3Y CTPYKTYPH 300pakeHHS 3a pe3ysbTaTaMH aHaJli3y 3a PaXyHOK IPOIYCKy HIyMy i
BHUIAKOBHX BHKHUIIB.

Pe3yabTaTH. 3anpoNOHOBaHUH METO]| IHTENIEKTYaIbHOTO aHalli3y KOJbOPOBUX 300pakeHb OyB IPOrpaMHO peanizoBaHHi 3a J0-
nomoroo Parallel Computing Toolbox nmakery Matlab i qocimijkeHuit a1s 3aBIaHHs BHIYYEHHS SJIEMEHTIB 300pa)KeHb Ha BiAMOBI-
Hiit 6a3i nanux. OTpUMaHi pe3yJIbTaTH JO3BOJIMIN HOPIBHATH TPaIULiHUIT Ta 3aIIPOIIOHOBAHHUN METO/IH.

BucHoBKH. 3anpOIIOHOBAHUI METOJ TO3BOJIAE PO3IIUPUTH 00IACTh 3aCTOCYBAaHHS aHANI3y KOJIHOPOBHX 300pakeHb Ha OCHOBI
MIEPETBOPEHHS KOJIBOPOBOTO 300pakeHHs B Cipe, KBaHTYBaHHs, OiHapH3allii, mapajelabHOl KIacTepu3alii, Ta COpHUs€E MiIBHIICHHIO
e(eKTUBHOCTI KOMIT IOTepHHX CHCTEM KiacHgikanii Ta CHHTe3y 300paxkeHb. [lepcrekTHBaMy NOAANBIINX JOCTIIKEHb € JOCTIKeH-
HSI 3aIIPOIIOHOBAHOT0 METOLY JUTS IMMPOKOTO KJIaCy 3a/{ad MallMHHOTO HAaBYaHHSI.

KJIFOUOBI CJIOBA: inTenekTyalbHUi aHami3 300pakeHHs, KBaHTYBaHHs, OiHapH3allisl, BIIyYCHHS €JIEMEHTIB 300pakeHHs,
KJIacTepHU3aIlis.
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