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ABSTRACT

Context. The relevance of the article is driven by the need for further development of object recognition (classification)
algorithms, reducing computational complexity, and increasing the functional capabilities of such algorithms. The graph invariant
proposed in the article can be applied in machine vision systems for recognizing physical objects, which is essential during rescue
and monitoring operations in crisis areas of various origins, as well as in delivering firepower to the enemy using swarms of
unmanned aerial vehicles.

Objective is to develop a graph invariant with low computational complexity that enables the classification of physical objects
with a certain level of confidence in the presence of external interference.

Method. The physical object to be recognized (identified) is modeled by a connected undirected weighted graph. To identify the
constant characteristics of different model graphs, the idea of selecting the minimum and maximum weighted spanning trees in the
structure of these graphs is applied. For this purpose, the classical and modified Boruvka-Sollin’s method are used (modified — for
constructing the maximum weighted spanning tree). Such a stratification of the structure of the initial graph into two layers provides
a larger information base during image analysis regarding the belonging of a certain implementation to a certain class of objects.

Next, for each of the resulting spanning trees, two numerical characteristics are calculated: the weight of the spanning tree and
the Randi¢ index. The first characteristic contains indirect information about the linear dimensions of the object, while the second
conveys its structural features. These characteristics are independent of vertex labeling and the graphical representation of the graph,
which is a necessary condition for graph isomorphism verification. From these four obtained characteristics, an invariant is formed,
which describes the corresponding physical object present in a single scene.

To fully describe one class or subclass of objects in four scenes (top view; front and rear hemispherical views; side view), the
pattern recognition system must have four corresponding invariants.

Results. 1) A two-layer invariant of a weighted undirected graph has been developed, enabling the recognition of physical
objects with a certain level of confidence; 2) A method for recognizing physical objects has been formalized in graph theory terms,
based on hashing the object structure using the weights of the minimum and maximum spanning trees of the model graph, as well as
the Randi¢ index of these trees; 3) The two-layer invariant of the weighted undirected graph has been verified on test tasks for graph
isomorphism checking.

Conclusions. The conducted theoretical studies and a series of experiments confirm the feasibility of using the proposed graph
invariant for real-time pattern recognition and classification tasks. The estimates obtained using the developed method are
probabilistic, allowing the system operator to flexibly approach the classification of physical objects within the machine vision
system’s field of view, depending on the technological process requirements or the operational situation in the system’s deployment
area.

KEYWORDS: physical object, weighted undirected graph, isomorphism, minimal (maximal) spanning tree of a model graph,
graph invariant, pattern recognition, algorithm, method.

ABBREVIATIONS V' is a set of vertices of the model graph G ;
UMS is an unmanned systems; v is a number of vertices of the graph G ;
EW is an electronic warfare. E is a set of edges of a model graph G ;
q is a number of edges of a graph G ;
. . NOMENCLATURE . . G« is a model graph of object implementation;
G is an undirected weighted graph modeling an object;
© Batsamut V. M., Batsamut M. V., Bashkatov Y. H., Tolstonosov D. Yu., 2025
DOI 10.15588/1607-3274-2025-2-7 OPEN (o) ACCESS

84



p-ISSN 1607-3274 PagioenexrpoHika, iHpopmaTuka, ynpasmainss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

G’ is a minimum spanning tree of a model graph G ;
G" is a maximum spanning tree of a model graph G ;
E’ is a set of edges that make up a tree G';

E" is a set of edges that make up a tree G" ;

W(G') is a tree weight G';

W(G") is a tree weight G";

r(G") is a Randi¢ index for the tree G';

r(G") is a Randi¢ index for the tree G" ;

B(G) is a graph invariant G ;

n is a dimension of the invariant;

€jj

is an edge of a graphs
w(e;) is a weighting edge ¢;>
d(v;)> d(v;) is a degrees of vertices between which

there is an edge s

X" is a training sample;

m 1is a sample size;

Y is a set of object class names;

N is a number of implementations of objects subject
to classification;

O is an estimation of the computational complexity
of the algorithm;

P is a probability of correct classification of objects.

INTRODUCTION

The experience of combat operations conducted on the
territory of Ukraine since 2014 and Russia’s large-scale
war against Ukraine, which began on February 24, 2022,
indicate that increasing the combat effectiveness of means
of defeating enemy manpower and equipment, developing
new and improving existing types of weapons equipped
with elements of artificial intelligence, remains a promising
direction of development in the field of developing new
models of weapons and military equipment.

The experience gained during the war years confirms
that the massive use of both air, surface (underwater), and
ground-based unmanned systems (UMS) on the battlefield
clearly creates advantages over the enemy [1]. Such
advantages can lead to positive changes in favor of their
troops even at the operational level. In confirmation of
these words, it is enough to recall the change in the
operational situation in the Black Sea basin, which
occurred as a result of the use of unmanned surface
vehicles of the Sea Baby and Magura types by the
Ukrainian Defense Forces against the Black Sea Fleet of
the Russian Federation over a certain period of time.This
influence forced the Russian Federation to relocate the
main combat fleet to Novorossiysk.

At the same time, it should be noted that UMSs
(ground, air, surface) are equipped with video cameras,
which allows the operator of such a complex to control
the drone in real time and direct it to the target. One of the
effective ways to combat unmanned aerial vehicles is the
use of electronic warfare (EW) means.The general
principle of operation of EW means is to introduce
artificial interference into the radio communication
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channels of the drone control, which allows such a device
to be diverted from the target, and even to disable it at a
considerable distance from the target.

Recently, to increase the effectiveness of the use of
UMS in conditions of EW, manufacturers have begun to
use elements of artificial intelligence, equipping their
products with target "capture" systems, the so-called
automatic UMS targeting systems.After the operator fixes
the target, the drone attacks it in autonomous mode,
which makes it invulnerable to enemy EW at the final
section of the trajectory.

In the case of using a swarm (large group) of
unmanned aerial vehicles, control according to the
“operator-drone” scheme becomes ineffective, since it
requires an appropriate number of operators, and most
importantly, their coordinated work in a group in a rapidly
changing environment, which is practically impossible to
achieve in practice (this especially applies to aerial drones
and is due to their relatively high flight speeds and the
complexity of controlling the drone in the air).In order to
eliminate this problematic situation, the control of the
drone swarm is carried out under the control of artificial
intelligence, according to the “launch it and forget it”
principle.For this purpose, the next stage in the
development of artificial intelligence was the introduction
of so-called machine vision systems, equipped with
methods and appropriate special mathematical and
software for following a set route, recognizing,
identifying images (targets) and distributing them
between individual swarm agents (its subgroups) for
effective destruction of enemy military equipment and
other targets (inflicting maximum possible losses).

Upon arrival in the designated area, such a swarm of
drones “independently” solves the task of inflicting the
most effective fire damage on the enemy [2]. In the face
of enemy EW and other obstacles on the battlefield
(weather, natural, time of day, smoke, dust, camouflage
elements, etc.), the problem arises of detecting enemy
targets and correctly recognizing them for further
distribution among the group’s agents for effective
destruction.The essence of distributing targets is to
determine their number by category, to determine the
degree of importance of each category, to screen out
unimportant targets and to directly distribute the group’s
agents to important (defined) targets for their destruction.

The problematic issue of machine vision in this
process remains obtaining a clear image of targets in
conditions of external interference, their (targets) correct
recognition and classification into certain categories in
conditions of image noise.Another problematic issue is
the time characteristics of pattern recognition algorithms
(their computational complexity), which is caused by the
high speed of aerial drones. Of course, these characteristics
in machine vision systems tend to be reduced.

Endowing multi-agent systems with certain behavior
(intelligence), in particular in matters of pattern
recognition in conditions of external battlefield
interference, requires the development of certain methods

of working with images.
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In general, the task of pattern recognition lies in the
plane of checking images for isomorphism of their
corresponding model graphs. For this purpose, the
calculation of constant characteristics of graphs, the so-
called invariants, is carried out. In completely identical
images, the invariants of the corresponding model graphs
selected for evaluation are the same, which allows us to
draw certain conclusions. If the invariants differ, the
corresponding images are considered different. This
approach is classical and is used in cases where there are
no interferences in the process of obtaining the initial
image of a physical object (or in conditions where such
influence is insignificant), for example: passenger flow at
airports and border checkpoints; quality control of
products in production; identification of a citizen within
the framework of performing various police functions;
electronic processing of texts and documents, etc.

In battlefield conditions, the influence of extraneous
conditions on the quality of the image of objects is usually
significant, which significantly affects the efficiency of
machine vision systems. However, even in such
conditions, the task of recognizing and classifying images
must be performed, even with some loss of recognition
reliability. Therefore, the decision rules for classifying
images can be probabilistic in nature.

The object of the study is a pattern recognition
process.

The subject of the study is the stability of graph
invariants for solving pattern recognition problems.

The purpose of the study is to develop a graph
invariant with low computational complexity, which will
allow classifying physical objects with a certain level of
confidence in the presence of external interference.

1 PROBLEM STATEMENT

Pattern recognition problems, among others, can be
formalized and solved using graph theory models and
methods [3], since graphs best model the structure of a
physical object. That is why we will model the
implementation of images by some weighted undirected
graph G=(V,E), where V ={v,...,v,} — a set of graph
vertices that model key points in the structure of an object;
E= {el,...,eq} — the set of graph edges that model the

linear elements of an object. Each edge from the set £ will
have a certain weight coefficient w(e;), which will

quantitatively characterize the length of the edge ¢; .

Taking into account the features of pattern recognition
in conditions of external interference, the formulation of
the corresponding problem in general terms will have the
following form.

Let X be a set of descriptions of physical objects, and
each object x€ X is modeled by a weighted undirected
graph G. Let Y is the set of object class names. There is

an unknown target dependency — mapping y* X -7,
whose values are known only on the objects of the
X" = {1, YD) rees s V). Tt s

training sample
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necessary to develop an invariant B(G)={w;,®;,...,0,},

and based on such an invariant, construct an algorithm
a:X —Y, capable of classifying arbitrary objects x e X .

2 LITERATUREREVIEW

One of the theoretical bases of pattern recognition is
graph theory. Within the framework of this theory, pattern
recognition usually involves testing different model
graphs for isomorphism. It is believed that if the model
graphs are isomorphic, then the objects corresponding to
them are identical, and vice versa, in the absence of
isomorphism, the test objects differ from each other to
some extent. Such a simple rule allows for the
classification of objects. A sign of graph isomorphism is
the identity of their invariants — constant characteristics of
the graphs selected for comparison (numerical, structural,
geometric, etc. characteristics). In the case of an ordered
set of several such characteristics, we speak of a hash
function. Typically, hash functions are used to increase
the reliability of recognition.

A fairly large number of works are devoted to the
problem of detecting isomorphisms of graphs, one of the
most characteristic of which is [4-6]. A number of
generalizations are also given in such works as [7-10]. In
[5] it is shown that such problems are combinatorial and
difficult to solve. Algorithms for solving them in
asymptotics have factorial computational complexity. In
this regard, only heuristic methods remain acceptable for
solving such problems [3, 6].

Therefore, neither the branch and bound method nor
mathematical programming methods will be effective
here, which at best reduce the complexity of the problem
from factorial dependence to polynomial (as a rule,
relative to the number of vertices of the graph), and this is
unacceptable for solving problems of practical dimension.
At the same time, existing heuristic methods for solving
such problems (or rather, attempts to solve them) have, as

a rule, computational complexity O(| V|c) , Wwhere 4<¢c<6

[5, 6, 11], which also sharply limits the dimensionality of
the problems solved in practice. For real-time operation, it
is desirable to have the computational complexity of the
corresponding methods (algorithms) at the level ¢<3 [6].
In [6], the authors presented an interesting approach to
determining graph isomorphism, which is based on an
invariant in the form of binary trees obtained as a result of
the convolution (reduction) of model graphs. The authors
of the article claim that the computational complexity of
the corresponding algorithm does not exceed the estimate

o).

In [12], the author proposed a graph invariant based
on calculating the shortest path matrix between all pairs
of vertices of the model graph. The corresponding

algorithm also has a computational complexity of 0(M3),

since it is based on the Warshall-Floyd or Bellman
algorithm with the appropriate complexity [13, 14, 15].
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However, the problem of reducing the computational
complexity of pattern recognition algorithms does not
lose its relevance today, and in the military sphere it
acquires new, more stringent requirements. Our article is
devoted to solving this problem.

3 MATERIALS AND METHODS

Unfortunately, no graph invariant has been discovered
yet that would unambiguously indicate graph
isomorphism. Attempts to find such an invariant were
made by scientists in the 1960s—1980s, but were
unsuccessful [16].

However, it is necessary to solve specific problems of
pattern recognition, and this forces us to return to the
development and study of invariants that would allow us
to solve the problem of the existence or absence of
isomorphism with a high degree of reliability.

The invariant proposed in this article is based on the
definition in the structure of the initial model graph G its
minimum and maximum weight of spanning trees G' and
G" respectively, Fig. 1.

G_(VaE)
I'_______'____NI/_ _____________ |
\4 \4
layer 1 layer 2
G=WV,E" G"=(V,E")

Figure 1 — Model graph layering G

Assertion. Any arbitrary undirected weighted graph
G = (V,E) with cycles, if only Vw(e;) are not the same,

has at least two spanning trees G’ and G",
moreover w(G') < w(G"), E'NE"#J .

This splitting of the structure of the initial graph into
two layers (hence the title of the article) provides a larger
information base during further analysis of the image for
the purpose of its reliable classification, since both trees
characterize the same physical object. Thus, the spanning
tree G' will contain a certain set of minimal, in a certain
sense, linear dimensions of a physical object, and the
spanning tree G" — respectively maximum. Therefore, it
becomes possible to obtain two numerical characteristics
w(G") and w(G"), which will characterize the model

graph G:
w(G)= > wle,)> (1)
Ve;eG’
w(G") = 3 wle;): ()
Ve;€G"

We will also determine the structural features of a
physical object by two layers. For this, we will use the
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Randi¢ index [17], which characterizes the degrees of
vertices between which there is an edge:

1

r= )y ——
veseb | d(v,)-d(v;) - (€))
Thus, for G' and G" we will obtain the
corresponding numerical characteristics (G') and
r(G").

Therefore, the invariant proposed in this article is a
four-dimensional object (hash function) and will be
described by the following expression:

B(G) = {w(G"); m(G"); (G"); 1(G")} - 4)

The general algorithm for pattern recognition will
consist of the following steps:

1. Obtain an image of a physical object from video
and photo recording devices.

2. Using the Haar feature method, find the key points
of an object in its image [18, 19, 20].

3. Based on the resolution of video or photo
recording devices, determine the linear dimensions of the
object, then proceed to the normalized values of these
dimensions. To this end, determine the largest linear
dimension in the composition of the physical object and
list all the others relative to it. Therefore, all dimensions
must be within the interval (0,1]. Form a model weighted
graph G .

4. Based on the model graph G, construct the
treesG' and G" . For this purpose, use one of the well-
known algorithms: Boruvka-Sollin’s [21] or Kruskal’s
[22]. To construct a tree G", modify the specified
algorithms in terms of the order of selection of edges of
the model graph G — the selection should be made from
edges with a larger value of w(e;) in the direction of

edges with a smaller value of w(el-j) .

5. Behind the built trees G’ and G" by expressions
(1) and (2) calculate numerical characteristics w(G') and
w(G") in accordance. By expression (3) -
characteristics 7(G") and r(G"). Using expression (4),

construct an invariant of the model graph G — prototype
of a physical object.

6. For different classes of objects that are potentially
subject to recognition, form appropriate training samples
with the most probable characteristics of invariants. One
of the known methods is to perform recognition of
physical objects on the ground.

4 EXPERIMENTS
In the course of the experiment, we will first of all
investigate the stability of the invariant to image
distortions (noise). To do this, we will calculate the
corresponding characteristics of the invariant for the
reference image, then for the image of the same physical
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object, but in a different scene. Then we will determine
the degree of deviation of the second invariant from the
invariant for the reference image. A tank is chosen as the
physical object T-72M, Fig. 2, a.
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Figure 2 — T-72M tank (top view):
a — key points of the object; b — weighted model graph G

The model graph G and the normalized weights of its
edges are presented in Fig. 2, b. The length of the object’s
chassis was chosen as the standard linear dimension.

The constructed trees G’ and G" are presented in
Fig. 3.
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Figure 3 — Weighted Span Trees of a Model Graph G :
a—tree G';b—tree G"
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Based on the edge weights shown in Fig. 3 according
to expressions (1) and (2), we obtain w(G')=4,44,
w(G")=6,77.

The calculated Randi¢ indices of the edges of the trees
G' and G" are shown in Fig. 4.
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Figure 4 — Randi¢ indices:
a—tree G';b—tree G"

According to expression (3), we obtain »(G') =13.285
and r(G")=13.128. Therefore, the invariant for the

reference image of a physical object (see Fig. 2, a) will
have the form B(G) = {4.44; 6.44;13.285;13.128} .

Let us imagine that the observer is in a different
position relative to the object (upper hemisphere, side
view). The object is represented by a weighted model
graph Gx, Fig. 5. As can be seen from the figure, in this

position additional elements of the object were opened for
viewing, which were not visible in Fig. 2. Such elements
are: the front part of the object; its left caterpillar. In
addition, thanks to such a scene, some linear dimensions
of the object changed, but insignificantly.

Figure 5 — Weighted Model Graph Gi of the T-72M tank (upper
hemisphere, side view)
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Let’s build the appropriate trees Gx and Gk, see
Fig. 6.

Figure 6 — Weighted Span Trees of a Model Graph G.:
a—tree G.;b—tree G/

Using expressions (1) and (2) for the graph G, we
obtain its numerical characteristics: w(Gx)=4.42 and
w(G«) =7.41. The calculated Randi¢ indices for the edges

of the trees G« and G+ are shown in Fig. 7.

Figure 7 — Randi¢ indices:
a—tree G.;b—tree G/
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According to expression (3), we obtain the following
numerical characteristics: r(G.)=13.178 and
r(G))=11.075.

Thus, the invariant for an alternative representation of
a physical object (see Fig. 5) will be represented by the
expression B(G.)={4,42;7,41;11,178,11,075}.

Next, we will evaluate the recognition capabilities of
the algorithm based on the proposed invariant. To do this,
we will determine the degree of deviation of the images
shown in Fig. 2 and Fig. 5. For this purpose, according to
expression (5), in four-dimensional space (by the number
of elements of the invariant), we calculate the distance (d)
between two points corresponding to the invariants B(G)

and B(Gx) . The expression looks like:

d= i(xi_yi)z > ©)
\i=1

where d — distance between points; x; and y, — elements
of invariants B(G) and B(G,) in accordance.

For this, with respect to »(G") , which is the maximum
numerical characteristic in tuples B(G) and B(G,), their

elements are normalized. As a result of normalization, we
obtained:

B(G)=1{0.334;0.485;1; 0.988}

B(Gx) ={0.333;0.557;0.841; 0.833} .

The results of the calculations show that d =0.23.
Since Fig. 2 shows a “reference” image of a physical
object of the “tank” type, with a probability of P~0,77
the image presented in Fig. 5 can also be attributed to the
class of physical objects of the “tank” type.

The obtained probability value is quite high. However,
it should be noted that this probability estimate was
obtained based on the results of a single comparison of
two images of the same object located in different scenes
(only to demonstrate the essence of the approach to
pattern recognition using the developed invariant). It is
clear that this estimate cannot be extended to all other
possible cases and other physical objects. Under other
conditions, the probability of assigning a particular
physical object to one or another class of objects will be
somewhat different.

In order to reveal the actual recognition ability of
pattern recognition methods using the developed type of
invariant, a well-known method was used — the method of
standards [27].

The experiment was built according to the following
scheme. The input training matrix had three classes of
possible enemy targets: “tank™; “plane”; “truck”, (see
Fig. 8). The number of subclasses was from two to three.
The corresponding training matrices mainly consisted of 4
records of invariants (tuples) characterizing the
corresponding objects in four scenes: top view; view of
the posterior and anterior hemispheres; side view.
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Class 1 Class 2 Class 3
“Tank” “Airplane” “Truck”
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Figure 8 — Structure of the training matrix

For each subclass, 40 different implementations were
tested — images of the corresponding physical objects.
Therefore, the total number of implementations that were
subject to classification according to the training matrix
was equal to N=320.

The following results were obtained from the
experiment. At the class level, all images were correctly
classified. At the subclass level, there were isolated cases
of misclassification within one class. Thus, some
implementations were classified as belonging to other
subclasses. The number of such errors and their nature are
given in Table 1.

Table 1 — Number and nature of cases of image misclassification

during the experiment

«Tank» «Airplane» «Truck»
subclass 1 (;h) (:;\) T (};\-} ?
subclass 2 @ L T l (\_l;) l (\g)
subclass 3 l g] i

Total images 120 120 80
Error, (%) 6.6 75 )

Therefore, taking into account the results of the
experiment, it can be stated that the proposed invariant
provides the correct classification of images: at the class
level with probability P=1; at the subclass level with
probability up to 0.8< P <0.9.

5 RESULTS

The two-layer invariant of the weighted undirected
model graph proposed in the article allows:

— due to the individual properties of the two spanning
trees into which the initial model graph is stratified,
expand the information base for analyzing physical
objects during their classification.

— using the numerical characteristics of two spanning
trees used in its composition, describe both the linear
dimensions of a certain physical object and its structural
features, which are the main aspects for classifying
objects.
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— with a high probability of performing correct pattern
recognition.

6 DISCUSSION

The stratification of the object structure into two
substructures and the set of numerical characteristics of
the model graph proposed in the article allowed us to
develop and propose an invariant that allows us to check
graphs for isomorphism, and thus, to use this approach for
the classification of real physical objects.The numerical
characteristics used in the invariant characterize both the
linear properties of the object and its structural properties,
which is an important point in the process of recognizing
enemy military equipment on the battlefield.

The stratification of the initial structure of the model
graph into two conditional layers (minimum and
maximum weight spanning trees) allowed to increase the
recognition capabilities of methods based on graph theory
tools. Thus, the probability of correct classification of
objects belonging to different classes is equal to P=1,
the accuracy of classification of objects of different
subclasses approaches 0.8 < P<0.9.

An important characteristic of various algorithms,
including pattern recognition algorithms, is their
computational complexity. It is clear that on real
structures, and therefore on structures with a larger
number of nodes and denser ones, the number of
operations for searching for spanning trees will be much
higher. Therefore, the computational complexity of the
combinatorial ~ algorithm  that  determines  the
characteristics of the proposed invariant will be
determined by the computational complexity of its “basic
element” — the algorithm for finding the spanning tree,
which is estimated by O(E log V) [24]. Since two trees
need to be found, the total computational complexity of
the combinatorial algorithm can be estimated as
O(2[E log V).

The obtained logarithmic estimate of the
computational complexity of the algorithm is quite
acceptable for its use in real time.

CONCLUSIONS

The article solves a relevant scientific and applied
problem — the development of a graph invariant, using
which it is possible, with a high level of probability, to
correctly recognize various physical objects.

The scientific novelty of the developed graph
invariant is as follows:

1) in the stratification of the initial structure of the
model weighted undirected graph into two spanning trees
— minimal and maximal in weight, which allows doubling
the degree (depth) of verification of linear and structural
properties of the same physical object;

2) in proposing an invariant structure containing two
linear and two structural properties (characteristics) of
objects, which allows checking model graphs for
isomorphism and, on this basis, classifying objects.

The practical value of the proposed invariant is due
to the fact that its application ensures the probability of
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correct classification of objects P =1 (at the class level),
and 0.8 < P<0.9 (at the subclass level).

The computational complexity of the algorithm for 10
calculating the invariant proposed in the article has a
logarithmic dependence on the dimension and density of
the model graph, which allows using such an algorithm in
real time.

A promising direction for further researchis the
development of a complete invariant of a model graph
with polynomial computational complexity.
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JIBOILIAPOBU IHBAPIAHT I'PA®A JIJ151 PO3SIII3HABAHHS OBPA3IB

BaunamyTt B. M. — x-p Biiicbk. Hayk, mpodecop, HadaJbHUK HAYKOBO-JIOCHIJHOTO ILEHTPY CIyX00B0O-0010BO1
nisttbHOCTI HamonanmsHOI rBapaii Yikpainn HanionansHoi akanemii HamionaneHo1 rBapaii Ykpainu, XapkiB, YKpaiHa.

BanamyT M. B. — cTynent JIpBiBCEKOTO HaIlIOHATBHOTO YHiBepcuTeTy iM. [Bana @panka, JIbBiB, YKpaiHa.

BamkatoB €.I. — kaHz. BiliCBK. HayK, IOICHT, HadalbHUK Kadempu TtakTuku HamioHanpHOI axamemil
HarionansHoi reapaii Ykpainu, XapkiB, YkpaiHa.

Toscronocos JI. FO. — kaHx. 10pua. HAayK, JOLEHT, 3aCTYIIHUK HadalbHUKA Kadeapu OOHOBOrO Ta JIOTICTUYHOTO
3abe3neueHHs (akynbTeTy Ciy:k00B0o-00HOBOI misuibHOCTI HarionansHoi rBapaii Ykpainu KwuiBcbkoro iHCTHUTYTY
Hauionanenoi reapaii Ykpainu, Kuis, Ykpainu.

AHOTALIA

AKTyalIbHiCTh. AKTYalbHICTh CTaTTi OOYMOBIIOETBCS IMOTPEOO y MOAJbLUIOMY PO3BUTKY alrOPUTMIB
posmizHaBaHHS (Kinacudikarii) 00’eKTiB, y 3MEHIIEHHI O0YMCIIOBAILHOI CKIAJHOCTI 1 30UIbIICHHI (YHKIIIOHATBHUX
MOXJIMBOCTEH TaKHX alrOPUTMIB. 3alpOMOHOBAHUII y CTATTI iHBapiaHT rpada Moke OYTH 3aCTOCOBAHHH Yy CHCTEMaXx
MaIIMHHOTO 30py IUIA PO3Mi3HaBaHHSA (QI3MYHUX OO0’€KTIB, MO0 € BaXIUBUM Yy XOJI BHUKOHAHHS PITYBAIbHUX,
MOHITOPHHIOBUX 3aBIaHb y KPHU30BUX palOHAaxX DI3HOIO XapaKTepy IOXODKEHHS, a TaKOX Y XOAi HaHEeCCHHST
MIPOTUBHKUKY BOTHEBOTO YPAXKEHHS 13 3aCTOCYBAHHSIM POIO OE3MIIOTHHUX anaparis.

Merta podoTu monsrae B po3poOJeHHI iHBapiaHTy rpada 3 HHU3bKOK OOYMCIIIOBAIBLHOIO CKIAIHICTIO, KU
JI03BOJISITME 3 TIEBHUM PIBHEM JIOBIpUOi iIMOBIpHOCTI KiacudikyBatu (izudHi 00’€KTH B yMOBaX 30BHIIIHIX 3aBa/l.

Metoa. ®izuynnii 00’ €KT, 10 misrae po3nizHaBaHHIO (iAeHTH(IKAIIT) MOJEIOETHCS 3B I3HIM HEOPIEHTOBAaHUM
3BaXCHUM TrpadoM. [t BUSBICHHS CTAIMX XapaKTEPUCTHK PI3HUX MOJAEIBHUX rpadiB 3aCTOCOBAHO iJICt0 BUIUICHHS B
CTPYKTYpi IUX rpadiB MiHIMAJIBHOTO I MaKCHMAJILHOTO 3a Barol KapKacHUX JIEpeB. 3 M€ METOK 3aCTOCOBYETHCS
KJIacu4HUi 1 Moandikosanuii meroau bopyBku-Costina (MoaudikoBanui — 17151 T0OYJ0BH MAaKCUMAJIEHOT'O 3BaYKEHOTO
KapKacHOTo jaepeBa). Take po3mapyBaHHs CTPYKTYpH MOYaTKOBOTO rpada Ha J1Ba mapy Hagae Oiiapmol iHpopmaniiHol
6a3n y xo/i aHayTi3y 300pakeHHS 111010 TIPHHAIE)KHOCTI MEBHOT peaizalii 10 AeSKOro Ki1acy 00’ €KTiB.

Jami, 0 KOXXKHOTO 3 OTPUMAaHHMX TAaKUM YHHOM KapKacHHUX JepeB, BINIIYKYIOTHCS 3HAYCHHS JBOX YHCIIOBHX
XapaKTEpUCTHK: Bard KapKacHOTO JepeBa Ta iHaekcy Panmiva. Ileprma xapakTepucTuka Hece B c00i OMOCEpEIKOBaHY
iH(opMario mpo JiHIAHI po3Mmipu 00’e€KTy, a apyra — mpo Horo cTpykrypHi ocobmmBocTi. Lli XapakTepucTuku He
3ajexarb BiJ] CIOCOOy MO3HAYEHHs BEPIIMH Ta rpadiuHoro 3o00paxkeHHs rpada, Mo € HeoOXiITHO YMOBOI JUIst
nepeBipku rpadiB Ha i30MopGhi3M.3 OTpUMAHKX TAKUM YHHOM YOTHPHOX XapPaKTCPUCTHUK CKIIAA€ThCS IHBApiaHT, SIKUM
OIUCYETHCSI BIAMOBIIHUN (i3MUHMUI 00’€KT, IO NIepedyBac B O/IHIH CIEHI.

JIJiss IOBHOTO OMHUCY OJHOTO KJIacy abo migkiaacy 00’€KTIB B YOTHPHOX CIEHAaX (BHI 3BEpPXY; BHJI IEPEAHBOI Ta
3aIHBOI oIychep; BUA 300Ky) CUCTeMa po3Mi3HaBaHHS 00pa3iB MOBUHHA MATH YOTHPH BiIIOBIIHI iHBapiaHTH.

PesyabTaTn. 1) Po3pobieHo ABOIIapoBuii iHBapiaHT 3BaKEHOTO HEOPIEHTOBAHOTO rpady, AKUH J03BOJISE 3 ICBHUM
piBHeM noBipuoi HMOBIpHOCTI posmizHaBaTH (iznuHi 00’ekTH; 2) B Tepminax Teopii rpadiB ¢dopmanizoBaHO METOX
posmizHaBaHHS (I3MYHUX OO0 €KTIB, IO 3aCHOBAHMHM Ha XEIIyBaHHI CTPYKTypH OO’€KTy Barol0 MiHIMAIBHOTO 1
MaKCUMAJIBHOTO KapKacHHUX JAEpeB MoJenbHOro rpady, a Takoxk iHmekcom Pannmiua mmx nepes; 3) Bukonano
BepHdiKaIiro JBOIIAPOBOTO iHBAPiaHTY 3BaKCHOTO HEOPIEHTOBAHOTO Tpady Ha TECTOBHX 3a/1adax 3 MEpeBipKHU rpadi
Ha i30MopdizMm.

BucnoBku. [IpoBeieHi TeopeTHuHI JOCHIIKEHHS Ta HHU3Ka TNPOBEIACHUX EKCIEPUMEHTIB MiATBEPKYIOTh
MOXKIIUBICTh BUKOPHUCTAHHS MPOIIOHOBAHOTO iHBapiaHTy rpadiB B 3a/auax po3mi3HaBaHHs Ta Kiacudikaiii oOpa3iB B
Macmtabi peanbHoro uacy. OIIHKHM, [0 BHPOOJSIOTHCS 13 BHUKOPHCTaHHSIM pPO3POOJIEHOIO METOMY, HOCSTH
WMOBIpHICHHI XapakTep, L0 J03BOJSIE 0CO0i, SiKa HAJAIITOBYE CHUCTEMY MAIIMHHOTO 30pY, THYYKO MiJAXOAWUTH 1O
knacugikanii GiznyHUX 00’€KTIB B MOJI 30pYy TaKOi CHCTEMH, BUXOJASYM 3 BUMOT JI0 TEXHOJIOTIYHOTO Iporecy ado 3
YMOB OIIepaTHBHOI 0OCTaHOBKH B pailOHI 3aCTOCYBaHHSI CHCTEMHU.

KJIFOYOBI CJIOBA: ¢i3nunuii 00’€KkT, 3BaKeHWH HeopieHTOBaHWHM Tpad, i3oMopdisMm, MiHIMaIbHE
(MakcuMaibHE) KapKacHe JIepeBO MOAEIbHOro rpada, iHBapiaHT rpada, po3nizHaBaHHS 00pa3iB, aIlTOPUTM, METO/I.
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