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ABSTRACT

Context. Situation anticipation, prediction and planning play an important role in intelligent environments, allowing to learn and
predict the behavior of its users, anticipate maintenance and resource provision needs. The object of study is the process of modeling
the situation anticipation and planning in the situation-aware systems.

Objective. The goal of the work is to develop and analyze the ontology-based framework for modeling and predicting the situa-
tion changes for intelligent agents, allowing for proactive agent behavior.

Method. This article proposes a framework for anticipation and planning based on GFO ontology. Each task or problem is con-
sidered a situoid, having a number of intermediate situations. Each task or problem is considered a situoid, having several intermedi-
ate situations. The framework is focused on the analysis of changes between situations, coming from anticipated actions or events.
Contextually organized knowledge base of experiential knowledge is used to retrieve information about possible developments sce-
narios and is used for planning and evaluation. The framework allows to build and compare trajectories of configuration changes for
specific objects, situations or situoids. The planning and anticipation process works in conditions of incomplete information and un-
predicted external events, because the projections are constantly updated using feedback from sensor data and reconciliating this
information with predicted model.

Results. The framework for reasoning and planning situations based on GFO ontology, allowing to model spatial, temporal and
structural data dependencies.

Conclusions. The situation anticipation framework allows to represent, model and reason about situation dynamics in the intelli-
gent environment, such as intelligent residential community. Prospects for further research include the elaboration of contextual
knowledge storing and processing, reconciliation and learning procedures based on real-world feedback and the application of pro-
posed framework in the real-world system, such as intelligent security systems.

KEYWORDS: GFO, situational awareness, anticipation, situation analysis, situoid.

ABBREVIATIONS Cm is a conceptual model;

GFO is a General formal Ontology; Cmy,, ,; 1is a conceptual model of environment in

ISFO is an Integrated System of Foundational Ontolo- .
gies; moment 7;; ' '

IFDAO is an Integrated Framework for the Develop- Crmeonyi 15 @ conceptual model of context in the mo-
ment and Application of Ontologies; ment 7;

GOL is a General Ontological Language; Fsim is a function measuring the distance between

DFIG is a Data Fusion Information Group; two contexts;

UFO is an Unified Foundational Ontology; Pl is a plan;

DCIM is a Data Collection and Interpretation Module; Ac is a specification of action;

SMA is a Situation modeling agent;

GMM is a Goal t modul F,,; is a function for selecting the situation trajectory
is a Goal management module.

using criteria Cr;

NOMENCLATURE TP is a true positive;
Tsk 1is atask; FP is a false positives;
te>tonq 18 @ starting and ending times of task or si- FN is a false negatives;
tuoid; TN is a true negatives detections;
Su is a situoid; Tresponce 18 @ time of response;
Sity' , Sityyy are the starting and ending situations in Tanalysis i @ time of analysis;
situoid; T,,cion 18 @ time of action execution;

Ch is a chronoid;

. .. . S(¢) is a current situation at time #, described by the
Cf, 1sa configuration in the time moment ¢, ;

parameters of the environment;

Gling 4 18 an agent’s intention in moment ¢; ; A is a set of available agent actions;
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€ is a set of possible external events that affect the
situation;

K is a contextually organized knowledge base that
contains data on previous situations and scenarios of their
development;

P(S,,a,e) is a model of transition between situations

that determines the probability of transitioning from a
situation;

From S; to S for actions a € 4 and events e € E;

o is a set of sensor data updated in real time;

T is a trajectory of changes in situations
S(4),S8(t),S(¢,) for a given period of time;

7 is an optimal action plan of the agent a;,a,,...q;

to achieve a given goal;
S(¢) is a predicted situation at a given time ¢, .

INTRODUCTION

The recent progress in information technology and ar-
tificial intelligence fueled by further growth of computa-
tion capacities creates many opportunities in all areas of
economy and research. The scientific and technological
area of intelligent ambience follows the age-old vision of
intelligent environments helping humans to live fulfilled
lives [1]. It is a recurrent theme in literature on smart
homes and ambient intelligence [2, 3]. Situational aware-
ness is a required feature for agents implemented in the
intelligent environment, because it permits to discover
potentially dangerous situations, guess and follow user’s
intents and act proactively [4, 5]. Situational awareness,
in turn requires the ability to model and reason about
situations and actions leading from one situation to an-
other. Such ability is also linked to the implementation of
goal-driven behavior of agents. The purpose of this article
is the development of a conceptual framework for situa-
tion anticipation and planning analysis based on General
Formal Ontology (GFO).

The object of study is the process of modeling the
situation anticipation and planning in the situation-aware
systems.

The implementation of such a process is a necessary
condition for the development of fully autonomous intel-
ligent agents. However, existing models, such as DFIG
model [6] don’t support it.

The subject of study is the frameworks and methods
for modeling the situation development in intelligent
agents.

The purpose of the work is to develop and analyze
the ontology-based framework for modeling and predict-
ing the situation changes for intelligent agents, allowing
for proactive agent behavior.

1 PROBLEM STATEMENT
Let us assume that we have:
Input variables: S(¢),4, €,K, P(S,,a,e), G.

Output variables: 1, m, S(¢).
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Optimization criterion:

The task of forecasting and planning is to minimize
L(x, ?) where

the loss function

n ~ A
L(t,t)=2.d(S(r),S(t), where d(S,S) measure of
=1

deviation from the real situation S(z), S (f ) from the pre-

dicted.

Limitation

Vae A, ec E+P(S;,a,e)e[0,1].

Trajectory 7 must be achievable in the situation S(O) .

Forecasting and planning must work in conditions of
incomplete information o(t) = S(¢), where S(f) is a
complete description of the environment that is not avail-
able due to limited sensors

Problem statement:

The task of developing a framework for predicting
situations and planning in intelligent environments is to
construct an optimal trajectory T and action plan T

based on transition models P(S,,a,e), knowledge K,

current sensor data ¢ and ensuring proactive agent be-
havior when fulfilling optimization criteria L(t,7) in

conditions of uncertainty and limitations.

Knowledge base Knb is organized around tasks, which
are represented as situoids Su and agent’s intents, and
stores the information about situations dynamics in the
form of intermediary situations Si¢ and actions Ac lead-
ing from one situation to another:

(Sit;, Gl . Ac) - Sit .

The problem is to build a reasoning framework, allow-
ing to represent and model the situational dynamics in the
form of a sequence of situations S(#),S(%,),S(¢,), using

the knowledge from knowledge base Knb and similarity
function Fy;, evaluating the similarity between current

context Cm and contexts from knowledge base.

con,tc
Suppose given the original sample as a set of prece-

dents (instances) < x,y >, where x::xvt ,x:{xj},xY ::xv/},

yz{f},s= L2 ..8j=12 N

For a given sample of precedents <x, y> the problem
of model synthesis can be presented as the problem of

finding <FO,w> )" :F(wa) RO, w<x,y>)—opt, where
the model structure F() usually specified by the user in
practice, and the set of controlled parameters w is adjusted
based on the training sample.

In turn, the problem of subsample formation from a
given sample <x, y> is to find such a set

of <x', y'>:x'c{xs},y’={yy |x* ex'},8'<S,N'=N, wherein

f(<x’,y'>,<x,y>) — opt .
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2 REVIEW OF THE LITERATURE

The integration of situational awareness into intelli-
gent agents presents a significant challenge within the
field of artificial intelligence. The primary factors that
contribute to this challenge include:

— The necessity of incorporating both predictive abili-
ties and environmental perception, alongside the reason-
ing and evaluation of potential actions.

— Being focused on objectives while utilizing goals to
empower intelligent agents with agency and autonomy,
aiding in the selection of the most crucial goal to pursue
at any given moment, and taking actions that align with
this goal.

— Concentrating on a specific area of the environment
relevant to the chosen goal, emphasizing shifting attention
rather than explicitly querying and selecting related in-
formation.

— Utilizing contextual knowledge effectively.

The ambiguous nature of knowledge, where ontology
concepts may have multiple meanings depending on con-
text.

The ever-changing environment necessitates continual
updates and validation of the model.

In the same time the ability to represent situation re-
lated information and reason about it remains the major
requirement for autonomous intelligent agents [7].

The recent advancements in our comprehension of
cognitive mechanisms in the human mind have the poten-
tial to offer valuable insights into the realm of artificial
intelligence systems. This cognitive process has evolved
over millennia and stands as the most effective form of
cognition known to us presently [8].

The notion of concept is foundational in our under-
standing of cognition. Concepts emerge from the act of
categorization and identification of patterns within our
mental constructs. Once established, concepts are utilized
to construct predictive frameworks of the environment.
Devoid of concepts, our experiential perception would be
limited [9].

Concepts serve to provide meaning to our environ-
ment, enabling us to engage in rational thinking through
interconnected concepts. The fluid nature of concepts
entails that their meanings evolve based on the context
and intentions of the user. Prototype theory is used to ex-
plain the diverse interpretations of concepts across vary-
ing scenarios [10, 11].

Concepts not only mirror tangible entities in the real
world, but also extend to abstract and imaginative con-
structs. The capacity to manipulate abstract concepts
showcases the human mind’s potent ability, enabling us to
transcend constraints imposed by working memory capac-
ity and processing speed.

Hence, conceptual modeling, characterized by the pro-
ficiency in developing and reasoning with conceptual
frameworks, proves to be an effective method for infor-
mation representation and processing. This approach
holds promise for integration into artificial intelligence
systems.
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According to contemporary comprehension within
cognitive psychology [12], the human brain engages in
the navigation and evaluation of the surrounding envi-
ronment through the utilization of predictive modeling.
Formerly, the concept of consciousness was depicted as a
sequential progression, commencing with the perception
of the environment, followed by the interpretation of data
readings, the construction of a model based on said inter-
pretations and existing knowledge, and ultimately, the
process of decision-making and subsequent action.

The predictive models derive from recollections of
past encounters, serving as a framework of pertinent pat-
terns that are continuously reconstructed (updated) while
considering the prevailing objectives and environmental
attributes accessible through sensor data. Individuals
without prior experiences are essentially deprived of such
experiential knowledge and thereby struggle to compre-
hend their present circumstances.

The external information is perceived as alterations
within the environment, which are then reconciled with
the predictive model to form a cohesive entirety.
Throughout this reconciliation process, the model itself
may undergo modifications. Such process occurs across
various levels of abstraction, beginning with overarching,
fundamental principles and gradually delving into specific
details.

The usage of predictive modeling yields multiple
benefits, such as enhanced responsiveness to environ-
mental and objective changes, the capacity for logical
reasoning and knowledge acquisition, along with the con-
tinual adjustment of patterns based on real-world encoun-
ters. The mind persistently generates hypotheses regard-
ing the current context and subsequently checks them
against sensory input, various communication mediums,
and the outcomes of logical deliberation.

The insights derived from the existing comprehension
of the human cognitive process of situational awareness,
which revolves around predictive modeling, could be lev-
eraged to refine the models pertaining to situational
awareness within agents operating in intelligent environ-
ments.

Predictive and anticipation computing are integral to
enhancing the functionality and user experience of intelli-
gent environments. These technologies leverage data ana-
lytics, machine learning, and artificial intelligence to cre-
ate smart environments that respond proactively to user
needs.

However, there’s a difference between predictive and
anticipatory computing [13]. Anticipatory computing in-
volves awareness of past, present, and future, enabling
proactive responses to changing conditions. This ap-
proach allows for a more dynamic and responsive intelli-
gent environment, where systems can anticipate and adapt
to various scenarios. In contrast, predictive computing
focuses more on forecasting future events based on his-
torical data. Both predictive and anticipatory computing
are used in resolving multiple problems and accomplish-
ing tasks in intelligent environments. They are integral to
enhancing the functionality and user experience of intelli-
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gent homes. These technologies use data analytics, ma-
chine learning, and artificial intelligence to create smart
environments that respond proactively to user needs.

The analysis of literature shows that the application of
predictive computing in intelligent environments, such as
intelligent homes is happening in such areas:

— Personalized user experience involves analyzing
user behavior and preferences, and smart home systems
can adapt their operation to individual needs. For exam-
ple, artificial intelligence algorithms can learn a user’s
daily routine and adjust lighting, heating, and entertain-
ment systems accordingly. This personalization increases
comfort and convenience, making homes more intuitive
and responsive to the lifestyle of their residents [14—17];

— Energy management is predictive analytics and can
optimize energy consumption by analyzing usage pat-
terns. Smart devices can adjust heating and cooling sys-
tems in real time, resulting in significant energy savings
and cost reductions. For example, systems can adjust set-
tings in advance based on predicted occupancy or weather
changes [17, 18];

— Predictive maintenance involves performing predic-
tive calculations that can predict potential failures in de-
vices and systems, allowing for proactive maintenance.
By monitoring device performance and usage data, smart
home systems can alert users to problems before they lead
to breakdowns, thus extending the life of devices and
minimizing downtime [17, 19];

— Improved security, as smart security systems use
predictive analytics to detect unusual patterns that may
indicate security threats. For example, Al-powered cam-
eras can recognize familiar faces and alert homeowners to
strangers, providing real-time security updates and auto-
mated responses to potential breaches [20]. Another ap-
plication of machine learning and predictive analytics is
risk assessment using Al. Al can analyze historical secu-
rity data to identify patterns and predict future risks. This
allows for more robust security protocols tailored to the
specific threats a household faces [21];

— IoT integration provides predictive computing that
enables seamless integration of a variety of smart devices
in the home. This interconnection allows devices to ex-
change data and information, creating a cohesive intelli-
gent environment that enhances user experience. For ex-
ample, a smart thermostat can communicate with security
systems to adjust heating when the home is empty, opti-
mizing both comfort and energy efficiency [22].

3 MATERIALS AND METHODS

The important precondition to building knowledge-
based system for intelligent agents is selecting the under-
lying conceptual constructs used to build the framework
model. This task is crucial to the research, because on its
result depend such properties of framework as expressi-
bility, the ability to communicate and process knowledge.
In our research is used the method of ontological model-
ing, based on formal foundational ontology.
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Such an ontology provides the logically non-
contradictory set of interrelated conceptual constructs
which are well-grounded in reality. Foundational ontolo-
gies, such as Unified Foundational Ontology (UFO) [23],
General Formal Ontology (GFO) [24] supply the basic
sets of elements, the vocabulary and syntax rules to build
the anticipation framework upon them. Both UFO and
GFO are rich in details and are well developed.

However, the important additional requirement for a
framework working with anticipated situations is the sup-
port of spatial and temporal conceptual constructs. As a
foundation of our modeling framework, we have selected
GFO (General Formal Ontology) which is 4d ontology
[25], supporting spatial and temporal conceptualizations.

GFO is a foundational ontology that provides a sys-
tematic framework for describing forms, modes, and
views of existence across different levels of abstraction
and granularity. It combines methods from mathematical
logic, philosophy, artificial intelligence, and linguistics.

GFO is a component of ISFO (Integrated System of
Foundational Ontologies). ISFO is a part of an Integrated
Framework for the Development and Application of On-
tologies (IFDAO). Besides ISFO the system IFDAO in-
cludes the subsequently developed modules: a Library of
Ontology Languages, and a System of Development
Tools. This system of tools supports the development of
domain oriented and generic ontologies.

One of the main philosophical principles of GFO is
foundational ontology should allow for different, even
logically inconsistent conceptualizations, reflecting the
variety of perspectives in different contexts. Foundational
ontology is represented as partial order if logical theories,
some of which may be inconsistent with theories not situ-
ated on the same partial ordering path [26, 27]. Therefore,
ISFO represents an integrated and evolutionary system of
foundational ontologies.

The important part of ISFO is GOL (General Onto-
logical Language) used to express ontological concepts
and relationships [28]. It provides a formal means for
defining and structuring knowledge within ontologies.
GOL allows otologists to create axiomatic theories and
specify the semantics of concepts. While GFO represents
the foundational principles, GOL serves as the linguistic
vehicle for expressing those principles. GOL enables the
development of domain-specific ontologies by providing
a standardized way to describe entities, properties, and
their interconnections.

Let’s consider the components of GFO related to the
representation of changes in the state of the world, being
important for modeling predictions. The existence of an
object in time is described with three interrelated con-
cepts: presential, persistent and perpetuant. Presentials are
individuals which are fully present in time-point. Presen-
tial is a state of an individual in specific time moment.
Persistent is a universal, which instantiates presentials.
This instantiation comes in every time moment. Persistant
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corresponds to an individual that can change and preserve
its identity (it is a collection of presentials in multiple
time moments. Perpetuant is an individual, instantiated by
persistant and describes a specific individual which
changes over time. For example, a Person is a Persistant;
John is Perpetuant; John in specific time moment is Pre-
sential.

Topoid is a basic ontological category in GFO that
represents a connected, bounded region of space. It is
used to model spatial locations and can be thought of as a
generalized spatial region that can vary in its dimensional-
ity (e.g., points, lines, surfaces, volumes). Each topoid is
characterized by its spatial extent, dimensionality and
boundaries. Spatial Extent describes where entities are
located.

The concept of topoid is flexible in terms of dimen-
sionality, allowing for the representation of different
kinds of spatial entities:

— 0D Topoid: a point;

— 1D Topoid: a line or curve;

— 2D Topoid: a surface or area;

— 3D Topoid: a volume or solid region.

Topoids are characterized by having clear boundaries,
making them distinct from other spatial regions. Topoids
play a crucial role in GFO’s spatial ontology [29], provid-
ing a foundational element for representing spatial aspects
of reality. They can participate in various spatial relations
such as containment, adjacency, overlap, and separation.
Topoids are integrated with other ontological categories
in GFO, such as objects and processes, to provide a com-
prehensive model of reality. For example, in the case of
intelligent residence topoid can represent its location and
territory, the locations of specific buildings, the trajecto-
ries of moving objects.

The concept of chronoid is central to how GFO mod-
els the temporal dimension of reality. A chronoid is an
ontological category that represents a connected, bounded
region of time. It is used to model temporal intervals and
periods, providing a way to describe when events and
processes occur. A chronoid is characterized by its tempo-
ral extent and boundaries. Temporal Extent means that
each chronoid occupies a definite duration in time.
Boundaries allows to distinguish between different chron-
oids and temporal regions.

Chronoids are important in GFO’s temporal ontology,
allowing for the representation of time-related aspects of
reality [30]. They can participate in various temporal rela-
tions such as precedence, overlap, containment, and suc-
cession. Chronoids are integrated with other ontological
categories in GFO, such as objects and processes. In the
context of intelligent residence chronoid, for example,
could be used to represent a schedule for cleaning and
maintenance.

A configuroid is an ontological category that repre-
sents structured configurations or arrangements of enti-
ties. It is used to model the specific way in which entities
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are organized or related to one another within a particular
structure.

Configuroids have such key characteristics: Structural
arrangement, Composite nature and relational properties,
identifying connections between parts in the structure.
Configuroids can participate in various structural rela-
tions, such as part-whole relationships, adjacency, and
connectivity. In the context of intelligent home con-
figuroid could be used to represent the structure of com-
puter network.

However, it is important to differentiate between
terms “configuration” and “configuroid”. A “configura-
tion” refers to a particular arrangement or setup of com-
ponents within a system. It emphasizes the state or condi-
tion of being arranged or structured in a specific way.
Configuration is state-oriented and describes the specific
structure state in specific time moment. Configuration is
contextual, often implying the context or circumstances
under which entities are arranged. For instance, the con-
figuration of a machine might refer to how its parts are
assembled and how it operates under specific conditions.
Configurations can change over time as entities are rear-
ranged or modified.

A configuroid is an ontological category used to rep-
resent structured configurations or patterns in a more for-
mal and abstract manner. It serves as a higher-level con-
cept that captures the essence of structured arrangements.

In the GFO, a situoid is a concept used to represent
situations or contexts [31]. It is an essential component
for modeling the contextual and situational aspects of
reality within ontology.

Situoids exhibit following characteristics:

— Contextual complex due to situationoids are used to
capture the entire context or situation, including all rele-
vant entities and their relationships;

— Temporal and spatial boundaries are the constraints
on the situationoid in both time and space, i.e. it exists
within a specific time range and spatial region;

— The dynamic nature of situationoids, as they can
change over time as entities and their relationships evolve
within the context.

Situoid is a unit of comprehension. Comprehension
here refers to the act of understanding or grasping the
meaning of something, whether it is the experience, the
formation of concepts, or the recognition of objects.

In the context of situoids, comprehension plays a cru-
cial role in making sense of the events or elements that
make up a situoid. It involves considering these events or
elements together in a single mental act before they can
bear any meaning. Comprehension in situoids comes be-
fore inference or judgment and involves considering the
events or elements as a whole, rather than focusing on
individual steps or relations. Theoretical comprehension
of a situoid involves being able to find a universal cate-
gory that the situoid is an instance of which includes the
finding of similar situoids in experiential knowledge.
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Situoid can be defined by the goal or task and consid-
ered as a movement between two bounding situations,
current and the target one. Situoids integrate with other
ontological categories in GFO, such as objects, processes,
topoids (spatial regions), and chronoids (temporal re-
gions), to provide a comprehensive model of reality. Each
situoid has associated topoid, chronoid and configuroid. It
means that it happens in space and time and the world is
undergoing structural change during its existence.

Situations are situoid configuration in specific time
moments. We can consider them as slices of situoids in
the time points. Situoid is bounded with situations and
can have a number of situations inside. Each situation,
like a situoid can be considered as a whole, but also ana-
lyzed structurally.

For example, a medical emergency in a hospital can
be represented as a situoid. This situoid would include
patients, doctors, nurses, medical equipment, and their
relationships and interactions during the emergency. It
captures the specific spatial region (e.g., an emergency
room) and the temporal duration (e.g., the time during
which the emergency unfolds).

The proposed framework model explores the situ-
ational dynamics with ontological models of situoids and
situations using topoids, chronoids and configuroids to
specify spatial, temporal and structural aspects of situa-
tions and allow to model each situation development
process as a whole.

4 EXPERIMENTS

Intelligent residential community systems need pre-
dictive mechanisms and anticipative analysis to deduce
and follow user needs and behavior, make decisions and
plan, look for possible issues and understand their conse-
quences. On the other hand, the software agent working in
intelligent residence has a limited set of tasks and prob-
lems; its activity is constrained both in time and space,
which makes the implementation and functioning of such
agent less resource intensive.

We consider the anticipatory and planning framework
from the perspective of intelligent agent with situational
awareness, which uses it. In [32] is shown that prediction
and modeling feature constitute the central function of
intelligent agent. This article also proposes the structure
of such an agent as a set of interacting functional mod-
ules.

Let’s define the core assumptions and requirements
for the anticipation and planning framework:

— The basic building blocks of this framework are pro-
vided by GFO ontology;

— The planning and modeling will be represented as
situational dynamics within situoids;

— The predictions and models in framework will use
experiential knowledge about situational dynamics in
similar situations and situoids;
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— Knowledge and modeling are organized contextu-
ally, a context being defined as specific task/goal being
achieved in specific environment;

— Therefore, only relevant to context elements will be
included in situation specification;

— The framework should support planning for the exe-
cution of tasks and reaching goals. But it should also al-
low us to model the development of situations when an
agent is idle;

— Knowledge models are updated from comparison of
predicted situations with real ones. The information about
parameters of real state comes from the sensors;

— Framework will support different levels of granular-
ity and specificity in planning. This will allow us to coun-
teract the lack of information and incremental self-
correcting movement towards the goal;

— It will also allow for multivariate modeling, consid-
ering different scenarios of situations development in the
future;

— Historical information about past situations will be
used to detect patterns and make decisions.

To understand the functioning of the proposed antici-
pation framework we need first to describe its place
within the larger system of intelligent residential commu-
nity. For the purpose of this article, we will use the sim-
plified version of agent architecture from [32] (Fig. 1).

Sensors are in the agents, local to specific devices,
placed in different parts of intelligent residential commu-
nity. A separate functional module, Data Collection and
Interpretation Module (DCIM) collects data from devices,
interprets it according to agent’s ontology and stores them
in database. Using data obtained from sensors DCIM
builds the Environment model which contains data about
found objects and their parameters dynamics. DCIM also
uses the Environment model to detect patterns in data
indicating known or threatening developments to timely
counteract them. Environment model is a conceptual
model, storing the dynamics of objects tracked in intelli-
gent community over time. It is represented as a temporal
knowledge graph [33].

DCIM interacts with Situation modeling agent (SMA)
populating the models of situations with relevant objects
information. Situation modeling-agent may ask DCIM for
additional information and formulate the data collection
task. DCIM also performs searches in the external data-
bases and web upon the request of SMA. Goal manage-
ment module (GMM) provides the current task and intent
for intelligent agent. SMA uses experiential knowledge
from knowledge base and updates it in the process of
learning. Contextual model is used to constrain the situa-
tion model taking into consideration the current goal and
agent’s environment.
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Figure 2 — The representation of situational dynamics in a situoid

5 RESULTS

Intelligent agent in every moment of time executes a
task Ty. This task is done in time and space, and therefore
has a start tgy and completion moments 7,,;. Even if such
an agent is doing nothing, it is aware of this and performs
the observation of environment, predicting the natural
changes happening in the observed environment.

Since the purpose of this article is to describe the
planning and anticipation framework, we will omit the
analysis of space dimension changes, described by corre-
sponding topoid, unless it is involved in the detection of
behavioral patterns in the intelligent community.

SMA can work with multiple tasks and problems in
parallel. However, for the sake of simplicity we will ex-
clude from our analysis the coordination of different tasks
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and focus on the predictions and planning within a single
task.

Situoid GFO object is suitable for the representation
of such task, because the dynamics of task execution and
the prediction of future states can be represented as a se-
quence of situations inside the situoid. Each situoid Su is

bounded by situations. The starting situation Siz;; corre-
sponds to the state when the task was issued. The ending

situation  Sit5,; corresponds to the state when the task is

completed or abandoned. Starting and ending situations
are projected onto chronoid C#, in this case — a timeline,
where situations are placed. Between the starting and end-
ing situations in situoid exist a number of intermediate
situations (Sit,,Sit;,,...,Sity ) , which are also attached to

the timeline (Fig. 2). Only the situations which represent
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some interest in anticipation or planning process are con-
sidered.

Apart from task, situoid can be created to reach the
specific goal or resolve the detected problem. The process
of modeling situations in all cases is similar. Each situoid
created is considered as a whole within the context of task
execution in the current environment.

Context for the situations is provided by the current
state of environment and current intent Gl in task exe-

cuted in it. The agent’s environment model Cm,,,, ;. is

provided by DCIM as a part of Environment model
Cm

strains and limits the number of elements included in the
model of situation to only relevant to the intention in cur-
rent time moment

>Cm for the current time #,. Context con-

env.tc env.tc

Cmcon.tc = (Cmenv.thlint.tc’tc ) (1)

The process of task execution is modeled as a se-
quence of situations (Sity, Sitp, .... Sity,), and correspond-
ing sequence of configurations (Cf, Cfy, . Cfs), . Each
configuration in sequence is represented as knowledge
graph:

Cfii =SVeon>SE, o5,

con» (2)
where SV,,, is a set of nodes, corresponding to objects
and SE, is a set of relationships used in situation specifi-
cation. Both objects and relationships are classified ac-
cording to the system’s ontology. Specific configurations
in (2) can be different, which reflects the situation con-
figurations dynamics in the process of task execution.

Each situoid created is considered as a whole within
the context of task execution. In each situoid we can spec-
ify the current situation, past situations, and the number of
projected situations. All those situations are taken into
account in making decisions for task execution.

Past situations are stored sparingly. They are usually
linked to important events or changes in the process of
task execution. Everything else in between is re-
stored/approximated at need using available situational
knowledge. The reason to preserve historical information
is to be able to detect patterns in historical data, which can
influence decisions and projections.

System creates only one version of the current situa-
tion. It is formed as an update of projected situation with
Environment model data. This data introduces corrections
into projected model, obtained from experiential knowl-
edge.

However, there are multiple projected future situa-
tions. One of them describes the task completion (ending

situation Sit5,;

). There are situations, specifying mile-
stones or intermediary states placed between current and
end situation. And there’s the projection of the next situa-
tion, which is seen as a result of the implementation of

agent intention in the dynamic environment.
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As a basis for projections the experiential knowledge
is used. This knowledge is stored contextually, that is a
key for retrieval is context similarity. When a system
looks for information in knowledge base it looks for the
knowledge about the execution of similar task in similar
environment. When similarity is established, the system
makes a mapping between situation and knowledge pat-
tern. In this way access to knowledge represented by pat-
terns is provided.

Therefore, a function Fj;, measuring the distance be-
tween the current context (1) and the key-context

(Cm

ew,Gl{;ﬁ) from the knowledge base should be im-
plemented. In the process of searching the value of this

function should be minimized:

Fyin :(Ctgy o, Gl o) (Conl, Gl ) > min -+ (3)

Knowledge is stored in the form of loosely organized
patterns. For each pattern the information about its usage
conditions is provided, including exceptions, variations
depending on environmental conditions. Patterns are or-
ganized as Pattern Language, where patterns are linked in
larger configurations of patterns or clusters. That allows
them to be used together. Patterns are formulated on
higher abstraction level, so one pattern could be used for a
host of similar situations with the variation of parameters.

Knowledge patterns are represented as conceptual
models in the form of weighted temporal knowledge
graphs. The weights in knowledge graph are used to man-
age importance/relevance of specific parts of graph in
specific situation. The temporal dimension of graphs will
help to project the application of knowledge in future and
place them on the situoid’s timeline.

Modeling the transitions between the situations is an
essential part of predicting future situations. These transi-
tions involve changes in parameters, produced by differ-
ent causes. Transitions could be natural and happen with-
out the agent’s intervention or they can be planned, in-
cluding the proactive agent actions.

We model the basic anticipation of change as two
situations and change leading from one to another
(Fig. 3).

The source situation Sit is considered as a start-

sre,ti

ing point for change, the target situation Sit, ,; is the

ending point of change. There’s no limitation on how far
in time the target state is located. The sole constraint is
that it should be after the source situation ¢; >¢;. After

the specification of source and target situation, the system
specifies the action, process or event from its experiential
knowledge which can change the source state to the target
state. This action or process we will summarily designate
as a plan P/. This anticipation of change could be consid-
ered as a situoid Su" fully contained within the initial si-
tuoid Su :Su o Su' It is represented as a tuple
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Su" = (Sitgye i Sityg 4y Pl Cteyyy) (4)

where P/ is a plan. In case of a situoid Su' representing
the atomic change reflecting the current intention, instead
of plan we specify the action Ac. Contextual information,
reflecting the dependency from the environment and goal
is represented by Cm,,,,, .

At task creation the anticipation operation is first done
between the starting and ending boundaries of situioids.
The modeling system looks for processes executing simi-
lar tasks in the past. Such knowledge provides the plan,
intermediary states and the confirmation of the task feasi-
bility. Next, the situoid is split by intermediary situations
using the available knowledge. In this way a plan P/ for
reaching the goal, specified by the ending situation is
built. This plan can be represented by a complex graph,
like Gantt chart, including multiple intermediary situa-
tions.

Alternatively, a system could specify only starting and
ending situations, and mark some intermediary states,
without the detailed plan elaboration. This could be re-
quired in conditions of limited computational resources or
reaction time, or if there are too many unknowns and ran-
dom factors influencing the reaching of the goal. This is
not unlike the flexible development process.

However, every time the anticipation includes consid-
eration of basic transition between the current situation
and the next situations. Such change can be envisioned as
the result of the natural course of events (all changes are

produced by natural causes, no action from agent is done)
or some specific set of external events, or some actions
performed by intelligent agent. A modeling system can
create and analyze several future situations, compare them
and select the most appropriate course of actions for
agent.

The changes between the situations can be represented
as transitions between points in multi-dimensional space
of object parameters in conceptual space [34]. They can
be also specified as changes in configurations between
situations, highlighting the configurational dynamics. In
the process of projecting and planning it could be useful
to track trajectories of parameter changes. In the proposed
framework we envisage such trajectories:

— A trajectory for a specific object or its parameters
involves changing the parameters (configurations) of the
object or its connections between several intermediate
situations. For example, such a trajectory can reflect the
movement of a person on a campus;

— A situation trajectory considers the situation as a
single whole, as a holistic model. A situation trajectory
tracks changes between situations and is used to predict
multivariate development of situations within a single
situationoid. It is necessary to develop several situation
trajectories in order to adapt to possible external events
that occur and to create contingency plans. Another use
case for multivariate situation analysis is to predict and
compare the consequences of the actions of different
agents (Fig. 4);
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Figure 3 — Modeling changes between situations
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Figure 4 — Multivariate situation analysis with situation trajectories

— A situationoid trajectory is used when the execution
of a task generates other tasks that are not related to or are
not contained in the parent task and situationoid. In this
case, the agent operates on dependent projects and tasks,
each represented in its own situationoid.

The system builds several anticipation models and
gains useful information when comparing them. The first
such model is the Observer model. It implies no actions
from the intelligent agent, just following the natural flow
of events. What will happen if nothing is done. Another
model is the Intention model, representing the result of
immediate agent’s action. What will be the expected re-
sult of such an action? Intention models are always built
before an actual action is done, to anticipate the action’s
consequences and outcomes. Long-term planning models
have intermediary situations and goals. They are often not
specified in detail at start and are modified during the task
execution.

The current situation model is built based on the an-
ticipated model. This model is updated using data from
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Environment model provided by DCIM. In this operation
only differences between anticipated configuration and
real configuration are passed from DCIM. This allows us
to reduce data traffic and increase performance (Fig. 5).
Next, the system defines the Intention model Sitg for

the next situation and looks in knowledge base for possi-

ble actions leading to this situation. In this stage several
models SSit;, ={Sit,,} can be built including the Ob-

server model or different variants of Intention models
using different actions. The consequences of such actions
are projected in the form of situation trajectories. Next,
the most effective and efficient action variant is chosen

and implemented using selection function F,, and selec-

tion criteria Cr:

)

Fiep : (8Sityy,Cr) — min
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Figure 5 — Updating model with feedback from real-world data

The result of actions is tested observing the changes in
Environment model. Errors and deviations from the ex-
pected results are noted and corresponding corrective ac-
tions are planned, changing the future situation projec-
tions.

The differences between the built projections and the
real-world data are evaluated and, in case if they cannot
be compensated by simple change of parameters of pat-
terns used for anticipation, the patterns are updated, or
new pattern is created in knowledge base for the current
context. Thus, the intelligent system constantly reconcili-
ates its knowledge base patterns with the real-world feed-
back and updates its knowledge (Fig. 5).

Let’s consider an example of real-world efficiency
evaluation for the application of proposed framework for
the reasoning about security in larger residential commu-
nity. The environment is monitored using a variety of
sensors, embedded in surveillance cameras, movement
detectors, temperature sensors. System should detect and
generate the sequence of actions for intruder detection,
device malfunction or fire.

Let current context Cm, in time moment ¢,., ob-

con,tc
tained from the sensor supplied data be:

— Movement sensors: detected movement in parking
area;

— Survellance cameras: unrecognized person detected;

— Temperature sensors: data are within the normal
range.

Knowledge base Knb contains previously detected
situations:
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—Sity — usual activity (community members are in the
parking);

— Sit, —anomaly (intruder detected in the parking);

— Sit;— fire (detected by abnormal rise of tempera-
ture);

— Sit, — sensor malfunction.

Similarity function F;, compares the current context to
the situations in the knowledge base. Prior to using this

function current context specification Cm should be

transformed into vector form (using numerical encoding

of parameters). Next, Fj;, is calculated using the se-

con,tc

lected similarity metric (such as cosine similarity (6) or
Euclidean distance).

n
ZCmi Sltl
Foim = » = B : (6)
S cmd o[> sid?
i=1 i=1

The results of similarity function calculations are:

= Fyim (Cmcon,tw Sit1)= 0.45 (low similarity);
— Fim (Cmcon,tcs Sit2)= 0.85 (high similarity);
— Fym (Ctggp e Sity)=0.25;
— Fym (Ctgop e Sity)=0.30.
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Selecting the situation with the highest similarity
function value, the system concludes that intruder is de-
tected. As a result, system activates the security protocol
for situation Sit,, consisting of such actions as security

personnel alerting, focusing additional cameras on the
intruder and tracking his movement, switching on addi-
tional movement sensors.

The system anticipates several possible developments
of the situation. For example, if security staff arrives cur-
rent context reverts to usual activity (Sit; ). After the end

of incident situoid, the system stores the data about the
incident in knowledge base and updates the parameters of
similarity function for better detection in the future.
For the evaluation of efficiency of research problem solu-
tions following metrics are used:

1. The accuracy of situation detection is calculated by
comparing the number of correctly identified situations

TP to all possible situations:

TP+TN

Accuracy = .
TP+TN + FP+FN

()

For example, if TP =85,FP=5,FN =10, the accu-
racy is 0.85.

2. Response time. Average time for detecting the
situation and implementing a corresponding security pro-
tocol.

responce = analysis + 710011’011 . (8)

1s05sand T

action

For example, if T is 2.5s.

analysis
Tresponce =3s.

Similarity of contexts measure is calculated using

formula (6). For example, if current context Cmp, ;. is

represented by vector [0.8, 0.6,0.9], and Sit, — by vector
[0.7,0.6,1.0], then using (6) we obtain
Fyim (Ceon ge» Sity ) = 0.91 which reflects a high similar-
ity level.

3. Precision — the probability of making correct ac-
tions after the situation detection.

TP
Pecision = ————- 9
recision TP+FP ( )
For example, if 7P=85 and FP=5, then
P ecision = 0.944 . With those quantitative metrics the user

can reveal the strengths and weaknesses of proposed
framework implementation and specify areas for im-
provement.

6 DISCUSSION
The ability to anticipate the future based on previous
experience is one of the main features of intelligence.
Humans are proficient in building multiple models of

future events, comparing and analyzing them to select the
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best course of action. In the process of such modeling the
results are compared to real-world data, experiential mod-
els and patterns are updated and learning occurs.

Intelligent agents should also implement the ability of
anticipation and planning to become fully autonomous
and capable of rational decision-making in real-world
situations. For example, intelligent security systems can
use predictions and experiential knowledge analysis to
detect unusual behavior patterns of visitors, responding in
real time to threats and learning new threats patterns.

The intended usage of the proposed framework is in
combination with knowledge graph based reasoning and
ontological modeling.

Compared to other methods and frameworks which
can be used to build goal-driven intelligent agents the
proposed framework offers several substantial advan-
tages.

Classical STRIPS (Stanford Research Institute Prob-
lem Solver) [35] method is working in deterministic envi-
ronments and does not implement learning. It also lacks
an ontological foundation.

BDI (Beliefs, Desires, Intentions) framework [36],
which is used to model goal-driven behavior of intelligent
agents, is general, it does not focus on situational dynam-
ics.

In recent years intelligent agents are increasingly us-
ing a variety of neuronal networks methods to acquire and
process knowledge. The proposed network offers the ex-
plainability advantage when compared to them.

Situational calculus [37] is modeling the situations
and transitions between them. However, it lacks modeling
support for temporal, configurational and spatial data and
ontological foundation. The usage of topoid, chronoid,
configuroid constructs in proposed framework enhances
the expressivity of the developed model.

The proposed framework operates with situations as
basic units of analysis and predictions tracking and antici-
pating changes between situations. Situations are repre-
sented as knowledge graphs with elements relevant to
current context. This context is defined by the current
state of environment and intention of intelligent agent.
Situations are anticipated using experiential knowledge
about changes in similar context in the past, stored in the
form of patterns in knowledge base. Knowledge patterns
are updated in the process of reconciliation with real-
world data, collected from sensors and external knowl-
edge providers.

Situations are described using GFO which is a rich 4d
ontology providing the ability to model the temporal, spa-
tial and configurational evolutions of situations. Situoid
element from GFO was chosen to represent the bounded
situation evolution corresponding to the process of ac-
complishment of a task or a goal or just modeling the
natural course of events. Situoid represents the unit of
comprehension and is considered as a whole. The basic
anticipation is represented by two consecutive situations
and the specification of event/actions leading to change
from one situation to another. The framework allows to
track and analyze the change trajectories for specific ob-
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jects, situations or situoids over time or contingent to spe-
cific conditions.

The proposed framework has the following advan-
tages:

— It is based on the GFO ontology, which provides a
logically coherent set of concepts and allows modeling
spatial, temporal, and structural data.

— Supports predictions with different levels of speci-
ficity. They range from a very detailed specification of the
implementation of an intention leading to the next situa-
tion to a high-level description of the future situation with
a small set of conditions. This allows us to work with
incomplete information in an unstable environment, when
the exact path leading to the expected situation is not yet
known. For example, in the security domain, a situation
can be defined in general terms as an unauthorized access
of a person to a restricted area, without specifying how
exactly this is done.

— Prediction and modeling of change trajectories al-
lows the system to build and compare the impact of sev-
eral courses of action, which forms the basis for making a
decision on the desired course of action. In addition, typi-
cal trajectories can become templates stored in a knowl-
edge base, and the system will be able to justify these
templates at a higher level of abstraction.

— The system uses knowledge from experience, which
can be obtained and improved by studying real data. In
the learning process, the system finds typical configura-
tions — templates and their dependencies, abstracting from
a lot of irrelevant details and finding the most important
properties of situations. For example, the system can find
typical behavior of end users in intelligent communities.
In addition, it can identify dangerous behavior and take
timely measures.

Among the drawbacks of proposed framework, we can
cite the high level of generality and abstraction, which on
one hand can lead to difficulties of building real-world
systems based on it, but on the other makes it applicable
to the large set of intelligent systems. Moreover, the rep-
resentation and management of experiential, contextual
knowledge requires further research and is a separate
complex problem. Also, knowledge reconciliation with
real-world data process is described only conceptually
and requires development in future research.

Nevertheless, the authors hope that proposed frame-
work will be useful in modeling anticipation functionality
in intelligent environment and can form the basis for fu-
ture research, leading to the implementation of intelligent
environments capable of situation anticipation and analy-
sis using experiential knowledge.

CONCLUSIONS

Representing and modeling the situation dynamics and
anticipating the changes is an important feature of
autonomous intelligent agent and a challenging task to
implement.

The scientific novelty of obtained results is in the de-
velopment of framework allowing to represent, model and
reason about situation dynamics in the intelligent envi-
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ronment, such as intelligent residential community. The
proposed framework is based on GFO ontology, which
provides a coherent set of conceptual constructs and logi-
cal tools to reason about them. Framework allows to
model different trajectories of situation development,
compare and reason about them. It is also suitable for
representing situations with different levels of specificity.

The practical significance of obtained results is that
the proposed framework can be applied in intelligent en-
vironments, such as intelligent homes, communities, sur-
veillance systems, built using autonomous intelligent
agents to represent, anticipate and model the situation
dynamics, select the preferred course of actions.

Prospects for further research include the elaboration
of contextual knowledge storing and processing, recon-
ciliation and learning procedures based on real-world
feedback and the application of proposed framework in
the real-world system, such as intelligent security sys-
tems.
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®PENMBOPK JIUISI NEPEJBAYEHHSI CHTYAIN TA IIJIAHYBAHHS B IHTEJIEKTYAJIBHUX
CEPEJJOBHILIAX

Bypos €. B. — 1-p TexH. Hayk, npodecop, npodecop kadeapu iHpopmaniiiHux cucrtem Ta Mepex HauioHanbHUH yHiBep-
cutet «JIbBiBChbKA MOJITeXHiKa», JIbBIB, YKpaiHa.

Kosnip IO. 1. — acnipanrt xadenpu indopmaniiinux cucrem i mepexk HY «JIbBiBchbka nouniTexHikay, JIbBiB, YkpaiHa.

3axapis O. B. — acnipanr kadeapu inpopmaniiaux cuctem i mepexx HY «JIbBiBchbka mostiTexHikay, JIbBiB, YkpaiHa.

Kynanens H. E. — 1-p Hayk i3 couianbHuX KoMyHikauiil, mpodecop, npodpecop kadbenpu inpopmaniiiHux cucreM Ta Me-
pex HY «JIbBiBChKa mosiTexHikay, JIbBiB, YKpaiHa.

AHOTANISA

AxTyanbHicTb. IlepenbaueHHs, TPOrHO3yBaHHS Ta MJIAHYBAHHS CUTYyalil BiIrpaloTh BaXIIUBY POJIb y 1HTENEKTyaIbHUX
CepelOBUIAX, IO3BOJSIIOYM BHBYATH Ta IPOTHO3YBaTH IIOBENIHKY CBOiX KOpPHCTYBadiB, IependadaTH mNOTpeOu B
oOciyroByBaHHi Ta 3a0e3nedyeHHi pecypcamu. O0’€KTOM IOCIHIKEHHs € MPOIeC MOACTIOBAHHS CHUTYyallii, nepeadadyeHHs i
IUIaHyBaHHS B CUTYalliiHO-0013HaHUX CUCTEMAX.

Mera po6oru. Meroro poboTu € po3poOKa Ta aHaji3 OHTOJOTIYHOTO PPEHMBOPKY Ul MOJICIFOBAHHS Ta MPOTHO3YBaHHS
JUHAMIKU 3MiH CUTyalii AJs iHTeNeKTyalbHUX areHTiB, 110 JO3BOJIE peali3yBaTH IPOAKTUBHY IOBEIHKY areHTiB.

Mertopa. VY 1iif cTaTTi 3anponoHOBaHa OCHOBA JUIs Nepea0avyeHHs Ta MIaHyBaHHs Ha ocHOBI oHTouorii GFO. KoxHa 3ana-
ya abo 3a/1a4a PO3IIILAAETHCS SIK CUTYO1], O Ma€ psj] NPOMIKHUX cuTyauiil. OpeliMBOpK Opi€HTOBAHUI Ha aHAI3 3MiH MK
CUTYyallisIMH, CIPUYMHEHHUX THepen0adyeHUMu JissMu  abo moxismMu. KOHTEKCTyallbHO oOpraHizoBaHa 0a3za 3HaHb
BUKOPHCTOBYETHCS UL OTPUMAaHHS iH(OPMALT IPO MOXKIIUBI CIIeHapii pO3BUTKY MOAII i BUKOPHCTOBYETHCS JUIS ITAHYBAHHS
Ta ouinku. DOpedMBOPK 103BONIsIE OyayBaTH 1 MOPIBHIOBATH TPAEKTOPil 3MiHM KOHQITypariil A KOHKPETHHX O0O0’€KTiB,
cutyaniii abo cityoinis. IIpouec nuaanyBaHHs i nepeabdadeHHs IpalLOe B yMOBaX HENOBHOI iH(popMauil i HenepeadauyBaHUX
30BHIIIHIX TOii, TOMY IO MPOTHO3U MOCTIHHO OHOBIIOIOTHCS 3a JOMOMOTOK) 3BOPOTHOTO 3B’S3KY BiJl IJaHMX CEHCOPIB 1
3BipkH L€l iHdopMalii 3 IPOrHO30BaHOIO MOAEIIIO.

PesyabTaTu. OpeiiMBOpK Ui MipKyBaHHS Ta IUIaHYBaHHS CHTYalliid Ha ocHOBI oHToJoril GFO, 1110 103BOIISIE MOJIETIOBA-
TH IIPOCTOPOBI, YaCOB1 Ta CTPYKTYPHI 3aJIE€XKHOCTI JAHUX.

BucnoBku. ®peiiMBopk mnepeabadeHHsl CUTYyalil 03BOJSE€ MOJABaTH, MOJCIIOBATH Ta OOIPYHTOBYBAaTH JUHAMIKY
cutyarii B IHTEJIEKTyaJbHOMY CEpElOBHUINI, HANPUKIAJ, Y PO3YMHOMY JKUTIOBOMY OyAuHKY. IlepcrieKTMBU MOJAiIbLIMX
JOCII/KEHb BKITIOYAIOTH PO3POOKY Mpolenyp 30epiraHHs Ta ONpaoBaHHs] KOHTEKCTHUX 3HaHb, Y3TOJUKEHHS Ta HABYaHHS Ha
OCHOBI 3BOPOTHOTO 3B’3Ky B PeajbHHX yMOBAaX Ta 3aCTOCYBAHHs 3alPOIIOHOBAHOr0 (GpeiiMBOPKY PEAIbHUX CHCTEMAaX, TAKUX
SIK IHTEIEKTYyalIbHiI CHCTEMH 0e3IeKH.

KJIOYOBI CJIOBA: GFO, curyariiina 00i3HaHICTb, Iepe10aueHHs, CUTyalliiHUI aHai3, CITyoi].
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