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ABSTRACT

Context. Popularization of the Data Science for the tasks of e-commerce, the banking sector of the economy, for the tasks of
managing dynamic objects — all this actualizes the requirements for indicators of the efficiency of data processing in the Time Series
format. This also applies to the preparatory stage of data analysis at the level of detection and cleaning of statistical samples from
anomalies such as rough measurements and omissions.

Objective. The development of the method for adapting the parameters of the algorithms for detecting and cleaning the statistical
sample of the Time Series format from anomalies for Data Science problems.

Method. The article proposes a method for adapting the parameters of algorithms for detecting and cleaning a statistical sample
from anomalies for data science problems. The proposed approach is based on and differs from similar practices by the introduction
of an optimization approach in minimizing the dynamic and statistical error of the model, which determines the parameters of set-
tings of popular algorithms for cleaning the statistical sample from anomalies using the Moving Window Method.

Result. The introduction of the proposed approach into the practice of Data Science allows the development of software compo-
nents for cleaning data from anomalies, which are trained by parameters purely according to the structure and dynamics of the Time
Series.

Conclusions. The key advantage of the proposed method is its simple implementation into existing algorithms for clearing the
sample from anomalies and the absence of the need for the developer to select parameters for the settings of the cleaning algorithms
manually, which saves time during development. The effectiveness of the proposed method is confirmed by the results of calcula-
tions.

KEYWORDS: anomaly detection, dynamic error, statistical error, model optimization, Moving Window, Data Science, Big Da-
ta, time series.

ABBREVIATIONS
AM is an Abnormal Measurements;
ARIMA is an Autoregressive Integrated Moving
Average;
MAE is a mean absolute error.

Y; is an actual values of the variable.

INTRODUCTION

At present, Data Science tasks have gained immense
popularity, as they allow the use of large amounts of data
(Big Data) to obtain valuable information and make in-
formed decisions [1-14]. It should be noted that this trend
has been maintained for many years, which is due to the
development of information technologies and their imple-
mentation in many areas.

One of the areas of Data Science is the processing of data
in the format of a time series, which characterizes the stud-
ied processes with a discrete series of values that change in
time or depending on another argument (variable). Examples
of time series processing tasks are the analysis of changes in

NOMENCLATURE
0 is a dynamic error;
o is a standard deviation (square root of variance);

o’ is a variance of the error sample ( D[y | x]);

c?, is a variance of the dependent variable sample

(Dly]):

D[y] is a variance of the sample;

D[y | X] is a conditional variance of the dependent
variable given factors x (variance of the model error);

e, is a model error;

n is a number of observations in the sample;

R? is a coefficient of determination;

threshold is a threshold for anomaly detection;

window _size is a size of the sliding window;

Xj is an predicted values of the variable;
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time and forecasting: indicators of economic efficiency of
trading companies; weather indicators; changes in exchange
rate fluctuations; global statistical indicators of the state’s
economy — production of agricultural products, population
growth, subsistence minimum, morbidity of the population,
etc.; navigation parameters of the movement of dynamic
objects — airplanes, cars, robotic/unmanned aerial vehicles
and many other industries.
OPENaﬁCCESS
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These examples are focused on high accuracy of
time series processing. This is achieved by considering
the heterogeneity of the input data due to the presence
of abnormal measurements (AM). The problem of
clearing the time series from AM is quite common [1—
3, 6-10]. Since, depending on the ratio of the number
and magnitude of AM to the number of measurements
in the time series, anomalies can significantly distort
the processing results. However, this is an additional
stage, which on Big Data is critical to the conflict of
attracting resource space and the efficiency of obtain-
ing the result. Therefore, more often they prefer simple
but effective algorithms built on the principles of a
sliding window [3, 4, 8—14]. Here, simplicity is a posi-
tive and negative property at the same time. The nega-
tive is manifested in fixing the parameters of such al-
gorithms. But this does not allow you to adapt to dy-
namic data properties. This phenomenon is signifi-
cantly manifested by data with significant nonlineari-
ties, seasonal variations, etc. That is, the algorithms for
clearing the time series from AM with fixed parameters
are fast, but “blind” to the dynamics of data changes.
This leads to the need to support program implementa-
tions of such approaches, which is not always justified
and possible.

One of the basic approaches to time series process-
ing is statistical training methods. But they apply pre-
prepared data through AM cleanup.

In connection with the above, the task of develop-
ing effective (in terms of speed and accuracy) ap-
proaches to adapting the parameters of algorithms for
detecting and cleaning the statistical sample from
anomalies for data science problems is relevant.

The object of study is the process of purifying the
statistical sample from anomalous measurements

The subject of study is methods for cleaning the
statistical sample from anomalous measurements.

The purpose of the work is to develop a method
for adapting the parameters of algorithms for detecting
and cleaning the statistical sample of the Time Series
format from anomalies for Data Science problems.

1 PROBLEM STATEMENT

Time series processing methods are quite common
and are represented by algorithms such as ARIMA,
regression analysis and statistical training (such as the
method of least squares (LSM) and others), deep learn-
ing using artificial neural networks [2—4]. The quality
of application of all these approaches is largely deter-
mined by the quality of data preparation for processing.
One of the stages of data preparation is to clean them
from anomalous measurements — those that differ sig-
nificantly in their values from other measurements and
disrupt the dynamics of the time series, as well as data
omissions. Depending on the absolute values of AM
and the ratio of the number of AMs to the sample size
of the time series, anomalies can distort the processing
results quite strongly [6-9]. Therefore, in the process
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of data preparation, it is necessary to provide for the stage of
clearing the sample of measurements from AM. In turn, the
process of clearing time series from AM is and remains one
of the most difficult and time-consuming tasks in the field of
Data Science. This is due to the complex nature of the rea-
sons for the appearance of AM and their negative impact on
the results of processing. At the same time, quite high re-
quirements for performance are put forward to the algo-
rithms for clearing time series from AM (especially on Big
Data arrays) and to autonomous adaptation (adaptation of
parameters by “self-learning” depending on the properties of
the Time Series — the nature of the trend, statistical charac-
teristics, etc.).

Let us assume that a set of measurements Y; that form

the Time Series. It is known that the measurements are dis-
tributed with normal law and a contain certain percentage of
anomalous measurements. Detection of anomalous meas-
urements is carried out using a sliding window algorithm,
the efficiency of which is determined by the parameters
threshold — the anomaly detection threshold and
window _size — the size of the sliding window.

It is necessary to develop a method for adapting the pa-
rameters of the algorithms for detecting and cleaning the
statistical sample from anomalies —  threshold,
window _ size to the properties of a specific sample of meas-

urements.

Criteria and limitations. The method under development
should ensure the minimization of dynamic & and stochastic
o estimation of errors on a limited set of time series meas-
urements N .

2 REVIEW OF THE LITERATURE

In the problems of clearing the sample from anomalies,
there are quite a lot of varieties of methods and algorithms
based on different approaches and principles [6—14]. All
known approaches are based on unitary and/or combinatorial
analysis of AM features. In general, there are AM of the
rough dimensions and AM of the omission type. In both
cases, the signs of AM are a change in the dynamics of the
time series (dynamic properties); a difference in the value of
a single dimension compared to other dimensions (properties
of absolute values measurements); changes in the statistical
properties of the sample in the presence of AM (statistical
properties).

Depending on the signs used to detect AM and the prin-
ciples of their detection, the following classes should be dis-
tinguished:

— methods of clustering according to the principles of
machine learning [5, 6];

— methods for analyzing the dynamic properties of the
time series [8];

— methods for analyzing the statistical properties of the
time series [8, 9].

Despite the versatility and wide representation of these
approaches, their key drawback is the empirical (research)
adjustment of their parameters, depending on the nature of
the properties of the time series. This may not be acceptable,
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as finding the best solutions can take a significant
amount of time during the development phase. It also
complicates their practical implementation and scal-
ability for time series with a wide range of properties
that sometimes change during the operation of the
software system. The disadvantages of known ap-
proaches to training according to the parameters of
algorithms for clearing the sample from AM are also in
the complexity of their implementation on Big Data
arrays with significant nonlinearities and seasonalities.

3 MATERIALS AND METHODS

The method under development is aimed at sup-
plementing the known time series cleaning algorithms
based on the principle of a sliding window, for exam-
ple: Moving Window Method, Median Filtering algo-
rithm or Least Squares Method [9].

The main idea of the proposed method is as follows.

The parameters to be determined are the size of the
sliding window and the threshold value (sensitivity) of
the algorithms for detecting and cleaning the time se-
ries from the anomalies. These parameters are deter-
mined from the list of discrete values that ensure a
minimum of dynamic and statistical error in the model
of the results of statistical selection after cleaning the
time series from the anomalies. The method of statisti-
cal learning is used as the Least Squares Method [9].

It is advisable to put forward the following re-
quirements for the method of adaptation of the parame-
ters of the algorithms for detecting and cleaning the
statistical sample from anomalies:

1) The use of the method of parameter adaptation
should lead to an improvement in the results of clean-
ing the sample from anomalies in accordance with the
quality metrics of the statistical learning model given
below.

2) The method of parameter adaptation should be
based on the choice of a statistical learning model with
the minimum combination of dynamic and statistical
error.

3) Sample cleaning by the developed method
should not remove structurally important properties of
the sample.

We will introduce model quality indicators to un-
derstand how successful data cleaning from anomalies
was. We will take the mean absolute error

(MAE ) and the coefficient of determination (R*) as
such metrics.

2lyi=xi[ Xl 0

MAE = i=1 _ =1
n n ’
Dly|x]_, o
R?=1- =1-—
o] o @

where D[y] = 632, is the variance of the random error of

the measured sample y, and D[y | X]: o’ is the con-
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ditional (by factors x) variance of the dependent variable
(variance of the model error).

Considering the above requirements and model quality
indicators, a method for adapting the parameters of algo-
rithms for detecting and cleaning a statistical sample from
anomalies has been developed, based on minimizing the
dynamic and statistical error of the statistical learning model.

A method for adapting the parameters of the algorithms
for detecting and cleaning up the sample anomalies.

The size of the sliding window and the threshold for de-
tecting the anomalies are subject to adaptation based on the
characteristics of the input sample. This is done by finding a
balance between the dynamic and statistical errors of the
statistical learning model [3-5]. The dynamic error is the
previously defined metric of mean absolute error ( MAE ),
and the statistical error is the coefficient of determination
(R?).

For a representative sample, the mean absolute error is
minimal, and the coefficient of determination is close to one.
A small MAE value guarantees minimal discrepancy be-
tween data without anomalies and the results of anomaly

removal algorithms. An R? value close to one means that
the model reproduces the data well and considers all its vari-
ability.

If the parameters of the algorithms for detecting and
cleaning the sample from the outliers are incorrectly defined,
this will result in the outliers remaining in a posteriori sam-
ple. The presence of anomalies in the sample will lead to an
increase in the mean absolute error (MAE ) and a decrease

in the coefficient of determination ( R2 ), which can be used
as feedback for evaluating the next combination of parame-
ters of the algorithms for detecting and cleaning the sample
from the outliers.

Thus, the problem of parameter adaptation is reduced to
minimizing the result of the expression calculation:

MAE +(1- R2) over the course of the values of the parame-
ters of the algorithms for detecting and cleaning the sample
from the anomalies. Reducing the result of calculating this

expression means that the model has smaller errors (low
MAE ) and at the same time explains the data well (high

R2 ). This is a consequence of the quality of the algorithm
for cleaning the sample from outliers.

The stages of the method of adapting the parameters of
the algorithms for detecting and cleaning the sample from
the anomalies include the following.

1. Determine the range for optimizing the window _size

and threshold parameters within the specified limits. The
boundaries, i.e. the minimum and maximum values of
window _size and threshold , are determined using the sta-
tistical parameters of the input sample — sample size, stan-
dard deviation, etc.

a) The window size parameter affects how many
neighboring values will be considered during data cleaning.
Determining the optimal window size allows you to balance
data smoothing and detail preservation.
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b) The threshold parameter defines the acceptable
level of deviation for anomaly detection. Values above
this threshold are considered anomalies. Determining
the optimal threshold allows you to effectively detect
and eliminate anomalies without unnecessarily deleting
correct data.

2. A nested loop is executed for window _size and

threshold . At each iteration of the loop, one of all pos-
sible combinations of window _size and threshold

within the previously defined limits is considered.
3. For each combination of window size and

threshold , one of the following data cleaning algo-
rithms is used: Moving Window Method, Median Fil-
tering, or Least Squares Method.

4. For each combination of window size and

threshold , the MAE +(1- Rz) values are calculated

for the original and cleaned data.
5. For each combination of window size and

threshold , the MAE +(1- Rz) values of the current

combination are compared with the best values of the
previous combinations. If the current values are better

(less MAE and more R2 ), they become the best val-
ues.
6. The result is a combination of window _size and

threshold parameters with the
MAE + (1 — R?) value.

To implement these stages of the method of adapt-
ing the parameters of the algorithms for detecting and
cleaning the sample from anomalies, a software script
was developed in the Python programming language
with the numpy [11], pandas [10], and matplotlib li-
braries.

To evaluate the effectiveness of the proposed solu-
tions, several computational experiments were con-
ducted. The essence of the experiments is to process a
stochastic sample with anomalies by a known algo-
rithm and an algorithm using the developed method.
The analysis of the results was carried out by compar-
ing the initial and final characteristics of the sample
obtained using the traditional and the proposed ap-
proaches.

lowest

4 EXPERIMENTS

We will conduct a series of experiments to evaluate
the effectiveness of the method of adapting the parame-
ters of the Moving Window Method [9], Least Squares
Method, and Median Filtering algorithms for the task
of cleaning the sample from anomalies.

A statistical sample of n=21 measurements was
subject to modeling. The basis was real data: statistics
on Russian army losses for 1-21 September 2023. The
data is presented by category: personnel, armored
combat vehicles, tanks, artillery, aircraft, helicopters,
ships.
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For the Mowing Window Method, the standard deviation
in the input sample is o =0.2800, and the dynamic error is
0=0.2287 . After modeling the addition of 10% of anoma-
lies, which are uniformly distributed over the sample, we
have the following characteristics of the statistical sample:
6=0.3763,0=0.2863.

For the Least Squares Method, the input sample con-
tained: o =0.2669, 6 =0.2033. The sample with anoma-
lies: 0 =0.4115, 6=0.3209.

For the Median Filtering algorithm, the input sample
contained: =0.2710, 6=0.2035. Sample with anomalies:
6 =0.3463, 6=0.2705.

5 RESULTS

The results of the study of the method of parameter adap-
tation based on the Mowing Window Method are shown in
Fig. 1.

Fig. 1a shows the sample plot (dependence of the value
of the controlled parameter “Values” on time “Time”) after
using the well-known Moving Window Method:
6=0.1840, 6 =0.1398 . The model quality indicators mean
absolute error MAE =0.2876, coefficient of determination

R* =0.7649.

Instead, Fig. 1b shows the sample plot after using the de-
veloped method of parameter adaptation, which has error
values: 6=0.2535, 6 =0.1933. The following model qual-

ity indicators were obtained: MAE =0.2569, R* = 0.7761 .

The statistical characteristics show that the algorithm
without a method of parameter adaptation also removes
structurally important data. While the proposed approach
allows preserving the structure of the input sample and pro-
vides better model accuracy.

The results of the study of the method of parameter adap-
tation based on Least Squares Method are shown in Fig. 2,
where the notation is like that of Fig. 1.

The use of the well-known Least Squares Method algo-
rithm gave the following results: ¢ =0.1220, 6=0.0694.
When applying the developed method, we have:
6 =0.0845,06=0.0304.

Comparison of the graphs of Fig. 2, and Fig. 2 b and the
model quality criteria indicate that the sample is still repre-
sentative when using the developed adaptation method.
While the well-known Least Squares Method algorithm fo-
cuses more on the initial values of the sample.

The results of the study of the method of parameter adap-
tation based on the Median Filtering are presented in Fig. 3,
where the notation is like that of Fig. 1. The well-known
Median  Filtering showed the following results:
6=0.1653,0=0.1229. Whereas the optimized algorithm
is: 6=0.1910,6=0.1532. Comparison of the graphs of
Fig. 3a and Fig. 3b also demonstrates a decrease in the aver-
age absolute error and increase in the coefficient of determi-
nation when using the proposed approach, which indicates
its effectiveness.
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Figure 1 — Results of the study of the method of parameter adaptation based on the Moving Window Method through comparison
of the input and cleaned samples: a —using a well-known Moving Window Method ( MAE = 0.2876 , R? =0.7649), b — using
adaptation of Moving Window Method ( MAE =0.2569, R? =0.7761)
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Figure 2 — The results of the study of the method of parameter adaptation based on the Least Squares Method: a — using well-
known Least Squares Method ( MAE = 0.2598, R* =0.8353), b — using adaptation of Least Squares Method parameters
(MAE =0.2154, R* =0.8609)
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Figure 3 — Results of the study of the method of parameter adaptation based on the Median Filtering: a — using well-known Me-
dian Filtering (MAE =0.3243, R* =0.5809), b — using adapting the parameters of the Median Filtering ( MAE = 0.2630,
R> =0.7685)
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Table 1 — Generalized statistical characteristics of the approaches under study

e | e | e
s | Tomomm | aoous
Median Filtering 6=02710, 6 =0.2035 ‘g _ 8;‘7‘835” %z 8:12;3’ %igi ig;g .

Table 2 — Summary of model quality indicators

Algorithm Standard algorithm Minimization method
MAE =0.2876, MAE = 0.2569,
Moving Window Method N N
R* =0.7649 R* =0.7761
MAE =0.2598, MAE =0.2154,
Least Squares Method ) 2
R® =0.8353 R” =0.8609
MAE =0.3243, MAE =0.2630,
Median Filtering ) )
R* =0.5809 R* =0.7685
6 DISCUSSION which determines the parameters (sliding window size

A summary of the statistical characteristics of the ap-
proaches studied is presented in Table 1. The generalized
quality indicators of the models are presented in Table 2.
The analysis of the data in Tables 1 and 2 allows us to
conclude that the application of the developed method of
parameter adaptation for the Least Squares Method algo-
rithm is not the best choice to preserve the statistical
properties of the sample. Figures 2.a and 2.b show exces-
sive smoothing of the data and, accordingly, the loss of
their features, which is also demonstrated by the results
presented in Table 1. However, even with such a loss of
features, the use of the developed approach demonstrates
the best quality of the model among the three algorithms
considered the properties of time series [9]. The calcula-
tion results have proved the effectiveness of the proposed
approach.

It is worth noting that the values of the dynamic and
random component errors in the estimates of the con-
trolled parameters after the applied solutions are sufficient
to be no worse than the known analogues. This statement
is true because the main advantage of the proposed ap-
proach is the adaptation of the parameters of the anomaly
detection methods to the properties of the input sample.
Therefore, the fact of preserving accuracy along with the
adaptive properties of the proposed approach is evidence
of achieving the goal and conditions and limitations of the
pre-face part of the work.

CONCLUSIONS

The work solves the problem of developing a
method for adapting the parameters of algorithms for de-
tecting and cleaning statistical samples from anomalies
for data science tasks.

The scientific novelty of the obtained results lies in
the implementation of an optimization approach in mini-
mizing the dynamic and statistical error of the model,
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and sensitivity coefficient) of known algorithms for clean-
ing statistical samples from anomalies according to the
principles of the sliding window.

The practical value of the proposed solution for Data
Science tasks lies in the possibility of developing software
components for cleaning data from anomalies, which are
trained according to the parameters taking into account
the structure and dynamics of changes in the time series.
At the same time, high accuracy rates of estimation for
the dynamic and stochastic components of errors are
maintained. The advantage of the proposed method is also
its simplicity and implementation into existing algo-
rithms.

Prospects for further research lic in expanding the
list of anomaly indicators (for example, to dynamic and
influential) for multifactorial optimization of the parame-
ters of detection algorithms.
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KOPCBKOTO.

Maaosa C. O. — ctyaeHTka GakynbTeTy iHQOPMATHKU Ta OOUUCITIOBAIFHOI TeXHIKH, HallioHAIEHOTO TEXHIYHOTO YHIBEPCUTETY
VYxpainu «KuiBcbkuil momiTexXHiYHUMA THCTUTYT iMeHi [ropst CiKOpcEKOTOY.
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AHOTANIA

AxtyanbHicTe. [Tonymsapusanis 3amaui Data Science 1uisi 3aBIaHp eIEKTPOHHOI KOMepIlii, 6aHKIBCHKOIO CEKTOPY SKOHOMIKH,
IUTS 3a7a4 YOPaBIiHHS TUHAMIYHUMH 00’ €KTaMH — aKTyalli3ye BUMOTHY J0 MOKa3HHUKIB epeKTUBHOCTI 00poOku nanux ¢opmary Time
Series.3a3HaueHe CTOCYETHCA 1 MIATOTOBYOTO €TAly aHai3y JaHWX Ha PiBHI BUSABJICHHA Ta OYHMIICHHS CTaTHCTHYHHUX BHOIPOK Bif
aHoMaltiit TuIry rpy0i BUMIpH Ta IPOITYCKH.

MeTo10 pobGoTH € po3pobKa crioco0y aganTarii mapaMeTpiB aITOPUTMIB BUSIBICHHS Ta OYMINEHHS CTaTHCTHYHOI BUOipKu dopma-
1y Time Series Bix anomaniii s 3anau Data Science.

MeToa. Y cTarTi 3a1pONOHOBAHO CIIOCIO ajanTalii napaMmeTpiB aJIrOPUTMIB BUSIBJICHHS Ta OYHMIIEHHS CTATHCTUYHOI BUOIPKH Bix
aHomaUtiit st 3amay data science. 3anmponoOHOBaHMIA MiAXia 6a3yeThes Ta BiAPI3HIAETHCS Bil AHATOTTYHHUX MPAKTHK 3aPOBAIKCHHAM
ONTUMI3AIIHHOTO MAX0My B MiHIMI3aIlil JUHAMIYHOI Ta CTATHCTHYHOI MOXHOKH MO, IO BH3HAYAE MapaMeTpH HaJallTyBaHb
MOMYJIIPHUX AITOPUTMIB OYMIICHHS CTAaTUCTHYHOI BHOIPKM BiJ] aHOMaliid 3 BUKOPHUCTaHHSIM KoB3HOro BikHa (Moving Window
Method).

Pe3yabTat. 3anpoBa/KeHHS 3alIPOIIOHOBAHOTO MiAXOLY B MpakTUKy Data Science 103Boiisie po3poGIISTH MPOrpaMHi KOMIIOHEH-
TH/UISL OYMILCHHS JAHKUX BiJl aHOMaJIiii, 10 HABYAIOTBCS 3a MapaMeTpaMH CYTO 3a CTPYKTYporo Ta nuHamikoro Time Series. e 3a0e3-
revye MATPHMKY IIHPOKOro KoJia 3a/a4 3 HEeMiHIHUMU BJIACTHBOCTSIMH Ta CE30HHUMH 3aKOHOMIPHOCTSIMH Y AaHuX. OTXe CHpoIiy-
€TBCS TIPOLIEC CYNPOBOKCHHS MMOIIOHUX MPOAYKTIB IMICJIsl BIPOBAKCHHSI X B IIPAKTUKY 3aCTOCYBaHHSI.

BucaoBkn. Kitro4oBoio nepeBaroro 3arnporoHOBaHOT0 METOAY € HOro HmpocTa iMIUIeMEeHTalii B iICHYIOUl aJlTOPUTMH OYHUIICHHS
BUOIpKH Bix aHOMaUTiif Ta BiACYTHICTH HEOOXIMHOCTI PO3POOHHKY MiAOHPATH MapaMeTpH HAJALITYBaHb AITOPHUTMIB OYHIICHHS BpYyd-
HY, LII0 €EKOHOMHTBH 4ac 1pu po3pobii. EGekTHBHICTD 3aponoHOBaHOro Croco0y MiATBEPKYETHCS Pe3yIbTaTaMK PO3PaXyHKIB.

KJIFOYOBI CJIOBA: aHoMansHi BUMipH, JHHAMIYHA TOXMOKA, CTATUCTUYHA OXKOKa, onTuUMi3amis Moneini, Moving Window,
Data Science, Big Data, Time Series.
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