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ABSTRACT

Context. The task of information-extremal machine learning for the diagnosis of eye pathologies based on the characteristic
signs of diseases is considered. The object of the study is the process of hierarchical machine learning in the system for diagnosing
ophthalmological diseases. The aging population and the increasing prevalence of eye diseases, such as glaucoma, optic nerve
atrophy, retinal detachment, and diabetic retinopathy, necessitate effective methods for early diagnosis to prevent vision loss.
Traditional diagnostic methods largely rely on the experience of the physician, which can lead to errors. The use of artificial
intelligence (AI) and machine learning (ML) can significantly improve the accuracy and speed of diagnosis, making this topic highly
relevant.

Objective. To enhance the functional efficiency of a computerized system for diagnosing eye pathologies based on image data.

Method. A method of information-extremal hierarchical machine learning for a system of eye pathology diagnosis based on the
characteristic signs of diseases is proposed. The method is based on a functional approach to modeling cognitive processes of natural
intelligence, ensuring the adaptability of the diagnostic system under any initial conditions for the formation of pathology images and
allowing flexible retraining of the system when the recognition class alphabet expands. The foundation of the method is the principle
of maximizing the criterion of functional efficiency based on a modified Kullback information measure, which is a functional of the
diagnostic rule precision characteristics. The learning process is considered as an iterative procedure for optimizing the parameters of
the diagnostic system’s operation according to this information criterion. Based on the proposed categorical functional model, an
information-extremal machine learning algorithm with a hierarchical data structure in the form of a binary recursive tree is
developed. This data structure enables the division of a large number of recognition classes into pairs of nearest neighbors, for which
the machine learning parameters are optimized using a linear algorithm of the necessary depth.

Results. An intelligent technology for diagnosing eye pathologies has been developed, which includes a comprehensive set of
information, algorithmic, and software components. A comparative analysis of the effectiveness of different methods for organizing
decision rules during system training has been conducted. It was found that the use of recursive hierarchical classifier structures
allows achieving higher diagnostic accuracy compared to binary classifiers.

Conclusions. The developed intelligent computer-based diagnostic system for eye pathologies demonstrates high efficiency and
accuracy. The implementation of such a system in medical practice could significantly improve the quality of eye disease diagnostics,
reduce the workload on physicians, and minimize the risk of misdiagnosis. Further research could focus on refining algorithms and
expanding their application to other types of medical images.

KEYWORDS: computer diagnosis of eye pathologies, artificial intelligence, machine learning, image processing, pattern
recognition, information-extremal technology, hierarchical classifier structure.

ABBREVIATIONS n is a volume of the training matrix of diagnostic
IEl-technology — information-extremal intelligent classes;
technology; j is a number of the structured vector of diagnostic
SCT — system of control tolerances; feature values in the training matrix;
Al — artificial intelligence; H is a set of strata in the de-recursive tree;
DL — deep learning; h is a number of the stratum in the de-recursive tree;
ML — machine learning; S is a set of strata in the de-recursive tree;
ODS — ophthalmological diagnostic system. S is a number of the stratum in the de-recursive tree;
X(()h_,s) is an averaged feature vector of the base
NOMENCLATURE il
M is a power of the alphabet of diagnostic classes; diagnostic class x(()h»s) at the h-th level of the s-th stratum
m is a number of the current classes of ophthalmic  Jew o 4o rocursive tre e:

diagnostics;
N is a power of the dictionary of diagnostic features;
i is a number of the diagnostic feature;

Xl(?’s) is an averaged feature vector of the class

nearest to the base diagnostic class xl(h’s) at the h-th level

of the s-th stratum of the de-recursive tree;
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d(()h’s) is a radius of the hyperspherical container of

the base diagnostic class x(()h’s) :
dl(h’s) is a radius of the hyperspherical container of

the class nearest to the base diagnostic class Xl(h,s) ;
K is a set of machine learning steps;
6§<hls ) is a parameter equal to half of the control

tolerance field for the features of the diagnostic classes at
the h-th level of the s-th stratum;

G is a working (permissible) domain for the
definition of the
function;

G e is a permissible domain of the radius values for

information optimization criterion

the container of the base diagnostic class x(()h>5) at the h-th

level of the s-th stratum;
G,hs) 1s a permissible domain of the radius values for
1

the container of the class nearest to the base diagnostic
X](h,s) class at the h-th level of the s-th stratum;

E(()h’s) is an information criterion for optimizing the

machine learning parameters for the base diagnostic class
(h.s) .
Xg s

El(h’s) is an information criterion for optimizing the
machine learning parameters for the class nearest to the
base diagnostic class Xl(h,s) ;

G is a set of input factors that influence the ODS;

T is a set of moments in time for reading the
information;

Q) is a feature space for diagnostics;
Z is a set of technical states of the diagnostic object;

y(S) s a input training matrix of the diagnostic
classes at the h-th level of the s-th stratum of the de-
recursive tree;

XM s a binary training matrix of the diagnostic
classes at the h-th level of the s-th stratum of the de-
recursive tree;

fo is an operator for forming the de-recursive binary
trees H;

fi is an operator for forming the training matrix Y (h.5) ;
f, is an operator for forming the binary training

matrices X(h’s);
d;(h’s) is an optimal radius of the hyperspherical

container of the base diagnostic class x(()h’s) :

dl* (9 js an optimal radius of the hyperspherical

container of the class nearest to the base diagnostic class
(h.s) .
X
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X (N9 is a container of the diagnostic class at the h-
th level of the s-th stratum of the de-recursive tree;

I(()hr;]s) is a set of statistical hypotheses for the decision
rule of the base diagnostic class xr(nh=3) ;

II(TT;S) is a set of alternative hypotheses for the

decision rule of the class nearest to the base diagnostic
h,s) .
class Xr(n )
y is an operator for testing the main statistical

hypothesis about the assignment of the vector x{$) to

the diagnostic class X 2(-$) ;

y is an operator for forming the set of accuracy
characteristics;

{ is an operator for forming the set of reference vector
values and optimal radii;

Dlh’S is an extreme value of the first reliability at the

h-th level of the s-th stratum of the de-recursive tree;
DQ’S is an extreme value of the second reliability at

the h-th level of the s-th stratum of the de-recursive tree;

oS isa first-type error, calculated at the h-th level of

the s-th stratum of the de-recursive tree;
Bh’s is a second-type error, calculated at the h-th level

of the s-th stratum of the de-recursive tree;
@, is an operator for forming the value of the

()

optimization criterion El(h’s) and E;

¢, is an operator for forming the value of the total

L ... =(hs)
optimization criterion E ;

U is an operator that regulates the machine learning
process;

r is an operator for partitioning €2 the diagnostic
feature space into classes;

fy is an operator that regulates the process of forming
and evaluating the functional efficiency of the strata in the
de-recursive tree;

Pm,i 1s a selection level;

® is a symbol for the repetition operation;

d is a parameter that characterizes the radius values of
the diagnostic class containers in code units;

107? is a sufficiently small number introduced to
avoid division by zero (in practice, it is taken as p=2);

x(D is a structured vector of diagnostic feature
values, formed during the stage of diagnostic decision-
making;

My 1s a membership function of vector x9 for the

diagnostic class X %(N:S) .
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INTRODUCTION

Modern medicine faces numerous challenges, among
which the tasks of diagnosing and treating eye diseases
stand out [1]. With the growing number of patients with
ophthalmic problems such as optic nerve atrophy,
glaucoma, retinal detachment, and diabetic retinopathy,
there is a need for the development of new, more effective
diagnostic methods [2, 3]. Traditional diagnostic methods,
based on visual assessment of fundus images and other
examinations, largely depend on the subjective evaluation
of the physician, which can lead to errors and
inaccuracies.

Currently, the widespread use of Al and ML
technologies in computerized diagnostic systems allows
for a significant acceleration of medical image processing
and an increase in the accuracy of pathology detection,
providing effective support for medical professionals in
clinical decision-making. Priority is given to artificial
neural network technology, as it is believed to be capable
of effectively processing large volumes of medical data,
ensuring high accuracy in detecting patterns and
anomalies in medical images [4—6]. An alternative to the
use of artificial neural networks is information-extreme
intellectual technologies, the effectiveness of which has
been proven in solving many practical problems across
various tasks [7-9].

The object of the research is the process of
hierarchical machine learning in the system of functional
diagnosis of ophthalmic diseases.

The subject of the research is the methods for
building and optimizing the system of information-
extreme hierarchical machine learning for diagnosing eye
pathologies based on images.

The purpose of the work is to develop an IEI
technology for computerized diagnosis of eye
pathologies. Such a technology should include modern
image processing and pattern recognition methods, as
well as utilize machine learning algorithms to improve
diagnostic accuracy.

The article discusses the main stages of developing
and implementing this technology, starting from the
analysis of existing methods and ending with the creation
of software and its testing on real medical data. It is
expected that the results of this research will contribute to
improving the quality of medical care and serve as a
foundation for further research in the field of medical
diagnostics.

1 PROBLEM STATEMENT
Let us consider the formalized formulation of the
information synthesis task for a ODS capable of learning
based on images of human eye pathologies.

Let the alphabet {X° |m=1,M}, of diagnostic
classes be given, which is formed according to the main
diseases of the human visual organs. The peculiarities of

ophthalmic diagnostics, which include visual examination
and fundus scanning, allow the use of its images to form a
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training matrix || y,(n/)l |i:1,_N;j :1,_n |I. In this case

{ yfnf)l |i=LW}, a row of the matrix represents the j-th
realization, and a column {yfnj)z | j:fn} represents the

training sample of values for the i-th diagnostic feature.

According to the concept of IEI-technology, the input
training matrix is transformed during deep machine
learning into a set of diagnostic decision rules, the
parameters of which are optimized (in the informational
sense) by maximizing the functional efficiency of the
ODS. Let the depth of machine learning be two levels. At
the first level, the optimal phenotypic parameters of the
ODS are determined, namely the geometric parameters of
the hyperspherical containers of diagnostic classes, and at
the second level, the genotypic parameters, namely the
system of control tolerances for diagnostic features, are
determined. The structured vector of parameters
influencing the functional efficiency of deep machine
learning in the ODS is as follows:

2 = ({7 L o)

with the corresponding constraints [7] to the strata of the
recursive hierarchical structure of pairs of nearest
neighboring diagnostic classes.

During the machine learning process in the ODS, it is
necessary to:

1) optimize the parameters of the vector (1) for each
stratum of the hierarchical structure of diagnostic classes:

max
ENG (h5)
gt

E(()h,s)(d(()h,s))+ max El(h,s)(dl(h,s))
GEﬁGdl(lu)

2 ’ (2)

G,
£ _

2) Based on the optimal geometric parameters of the
container classes obtained through machine learning, we
will construct decision rules for each stratum of the
hierarchical structure, ensuring a high probability of
making correct diagnostic decisions.

3) At the examination stage, it is necessary to make a
diagnostic decision about the assignment of the structured
vector of diagnostic feature values to one of the classes in
the formed alphabet of the corresponding final stratum.

Thus, the task of information-extreme synthesis of the
learnable ODS is to optimize the parameters of its
machine learning by approximating the global maximum
of the information criterion (2) to its maximum limiting
value.

2 REVIEW OF THE LITERATURE
The implementation of Al in the field of medical
diagnostics is one of the key trends in the development of
modern science. Ophthalmology, as one of the branches
of medicine, actively utilizes the potential of Al to
improve the accuracy and effectiveness of diagnosing
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ophthalmological diseases, as evidenced by numerous
scientific studies.

In connection with the global demographic trend of an
aging population, a significant increase in the number of
patients suffering from ophthalmological diseases is
predicted [1-3]. Timely diagnosis and appropriate
treatment are crucial for preventing the progression of
ophthalmological diseases and vision loss. Traditional
diagnostic methods largely depend on the professional
experience of doctors, which can lead to a high frequency
of misdiagnoses and loss of medical data. The deep
synergy between ophthalmology and artificial intelligence
contributes to the creation of innovative methods for
processing and analyzing medical data, providing
ophthalmologists with powerful tools to enhance the
accuracy and speed of diagnostics [4—6].

Al, first proposed by John McCarthy in 1956, became
a general term for technologies that mimic intelligent
behavior. However, the real breakthrough in the
application of Al occurred only recently, thanks to the
emergence of new algorithms, specialized hardware, and
large volumes of data. ML, as a subfield of Al
encompasses methods for automatically detecting patterns
in data and using them to predict future events under
conditions of uncertainty [10, 11].

DL, which emerged in the early 21st century, became
a catalyst for revolutionary changes in the field of Al
This technology forms the foundation of many modern
systems, particularly in tasks such as image recognition,
automatic translation, and intelligent control. In
healthcare, DL is applied to histopathological analysis,
skin cancer classification, cardiovascular disease risk
prediction, and lung cancer detection [12—14].

In ophthalmology, AI is actively used for the
diagnosis of retinal diseases, glaucoma, diabetic
retinopathy, and other pathologies. For example,
probabilistic neural networks have been used for
analyzing the blood vessels of the retina, while a three-
layer artificial neural network and support vector machine
methods have been applied for classifying retinal diseases
based on fundus images [6, 15, 16].

Intelligent diagnostic systems provide high accuracy,
reduce computational costs, and shorten working time,
making them indispensable in medical practice. For
example, in [17], it was shown that machine learning
algorithms can be used for accurately determining the
condition of the retina and predicting the development of
diseases.

The main advantages of using Al in ophthalmology
are the ability to process large volumes of data, automate
the diagnostic process, and achieve high accuracy in
results. Furthermore, images obtained through slit-lamp
examination, visual acuity testing, fundus images,
ultrasound imaging, and optical coherence tomography
can be stored for further analysis and monitoring [16—18].

Thus, the development of artificial intelligence
technologies opens up new opportunities for
ophthalmology, providing more accurate and timely
diagnosis of eye diseases, which contributes to improving
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the quality of life of patients and reducing the risks of
vision loss.

3 MATERIALS AND METHODS

The method of information synthesis for the ODS will
be considered within the framework of the IEI-
technology, which is based on maximizing the functional
efficiency of the system during deep machine learning.
This approach enables the use of both linear and
hierarchical structures of diagnostic classes. An essential
task within this process is the automation of forming
optimal hierarchical structures in the form of a binary de-
recursive information tree. Unlike recursive structures, in
this case, the attribute from the node of the upper tier is
passed to the node of its corresponding stratum in the
lower tier. In our approach, the attributes of the nodes are
represented by training matrices corresponding to the
respective  diagnostic  classes. The de-recursive
hierarchical structure is partitioned into strata, each
consisting of two classes with the closest Hamming
feature distance in the binary space. This structure enables
the application of a linear algorithm of information-
extreme machine learning with the required depth for
classification. In contrast to neural-like structures, the
depth of information-extreme machine learning is
determined not by the number of hidden layers, but by the
number of machine learning parameters optimized
according to an information criterion [7, 9, 19].

The input mathematical description of the ODS is
considered as a set-theoretic structure

Iz =<G,T,Q,Z,H, Y™ xhs) r r r s,

and the functional categorical model of information-
extreme machine learning based on the hierarchical data
structure is represented as a diagram of mappings between
these sets by machine learning operators.

The categorical model of information-extreme
machine learning for the ODS in stratum s at level 4 of
the de-recursive hierarchical data structure is shown in
Fig. 1 [8].
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Figure 1 — Categorical Model of Machine Learning for the
ODS
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The operator fy, shown in Fig. 1, originating from the
information source defined by the Cartesian product of
sets G xT xQx Z, generates the de-recursive binary

tree H, while the operator f; forms the input training

matrices for the corresponding strata ¥ (h5) The operator
f», by comparing the values of diagnostic features with
their specified tolerance limits, forms the corresponding

set X9 of binary working matrices, which, during the
machine learning process, are adapted through
permissible transformations to achieve the maximum
overall probability of making correct classification
decisions. The term-set E, whose elements are the values
of the information criterion computed at each step of the
learning process, is common to all optimization loops of
the learning parameters, in accordance with the principle
of complete composition. The operator { computes the set

of reference vector values xo""*), x*) and the
optimal radii d;(h’s), dl*(h’s) of the diagnostic class

The

containers X ohs)

operator
v X (()j ) eX (()h’s) -1 (()hds) , tests the main statistical
hypothesis [ Sho’s) (or I (()hl’s) ) and the alternative

hypothesis 1(}(’)’5) (or Il(}ll’s)). The operator Y forms the

L,
set of accuracy characteristics Dlh"‘,ah"v,ﬁh"v,Dé’"‘, while

the operator @ calculates the values of the optimization

criterion El(h’s) and E(()h’s) for the neighboring diagnostic

states of the human eye. At the same time, the operator
¢y computes the overall value of the optimization

criterion E(hs) . The operator u:E(h’S) —>GxTxQxZ
regulates the machine learning process during the
ophthalmological diagnosis of the human eye.

Thus, the proposed categorical model of information-
extreme machine learning enables the automatic
formation of a de-recursive hierarchical structure of
diagnostic classes in real-time.

The implementation of information-extreme machine
learning using a hierarchical data structure represented by
a binary de-recursive tree is carried out according to the
following scheme:

1. Formation of the tolerance field for diagnostic
features of stratum s at hierarchical level 4:

1.1 Determination of the averaged vector of structured

diagnostic features for class X7 (h.s)

(hs) _ 1
Yoi  Tu

n

J(hs) -
LY
j=1

1.2 Determination of the upper control tolerance
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(h,s) _ (h.s) (h,s).
ABKY,i =)o, ’ +5K,; ;

1.3 Determination of the lower control tolerance

_ ,(hs)
—yo,iY

2. Formation of the binary training matrix X"

A(h’s)

(h,s).
HK i -8

Kji »

<yl < )

s
5l m,i>

it A,

m,i -

0, if otherwise;

3.A set {xﬁnh’s)} of binary averaged vectors of

diagnostic features is formed according to the following
rule

n

: Z (B, .

(hs) _ 1, lf% Xiit(,i = Pmis
X, = Jj=1

m,i
0, if otherwise;

4. Ranking of {xﬁ,,h’s)} by code distance from the zero

binary vector and determination of the composition of the
two branches of stratum s at level 4 of the binary de-
recursive tree by dividing the set of classes into two
approximately equal and non-overlapping groups.

5. Optimization (in the informational sense) of the
values of phenotypic and genotypic learning parameters,
and derivation of decision rules for the two classes with

the smallest code distance {x,(nh’s)} , belonging to different

branches of stratum s at level .

6. The branching continues until the formation of so-
called final strata, the branches of which contain only one
diagnostic class each.

Thus, during the formation of strata in the binary de-
recursive tree, the optimal set of phenotypic and
genotypic learning parameters is obtained for all pairs of
the nearest neighboring classes, which is a necessary
condition for the pairwise partitioning of the diagnostic
feature space by means of information-extreme machine
learning using a linear algorithm [20, 21].

According to the categorical model (Fig. 1), the
information-extreme machine learning algorithm of the
ODS based on a hierarchical data structure is presented as
a procedure regulated by operator f; for searching the
global maximum of the criterion (2) averaged over the

alphabet {X O(h’s)} of the corresponding diagnostic

classes of the stratum:

Szh’s) = arg max {Gzn(i)éd E(h’s) (d)} . 3)

Ggh,.\')

Thus, unlike the linear algorithm, in which the optimal
value of the parameter & is determined for the entire
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diagnostic class alphabet, in information-extreme machine
learning based on a hierarchical de-recursive data

structure, the parameter {6%115 )} is determined separately

for each stratum.

The internal loop of procedure (3) implements the
basic algorithm, whose functions include calculating the
criterion (2) at each step of the machine learning process,
searching for its global maximum, and determining the
optimal geometric parameters of the diagnostic class
containers [21, 22].

d;(h’s) =arg max E(h’s)(d,(nh’s

GGy )),m - I’M(h,S) G

In the outer loop of procedure (3), the operator for

adjusting the parameter {S%IS )} of the control tolerance

field is executed until the value of the information
criterion for optimizing the machine learning parameters
reaches its maximum [9, 19].

As the optimization criterion for machine learning
parameters of the ODS within each stratum of the de-
recursive hierarchical data structure, a modified Kullback
information measure was used [7, 23], which, for two

equally probable alternative hypotheses, takes the
following form:
. 1 ; !
Byt = 2= [og 0 (@) + B ()] x
®)

2oy ™) (d) + B ()] #1077
a%c,h,s)(d)_,_ﬁgr/l\fsh,s)(d)]_,_lo*l’ '

xlog,

The decision rules are constructed in the form of an
implication based on the optimal geometric parameters of
the hyperspherical containers of the diagnostic classes.

(Vhos.m) vl e Q){jf a(e [0 <) &

oo A1)
&|m =arg1?2§( I—T 6)

then x(]) €X0£h"¥) else x(]) QXOEKh,S)}'
m m

Thus, the feature vector x(/) is assigned to the class
from the given alphabet of the corresponding stratum for
which the membership function (6) is positive and
maximal. Moreover, the decision rules (6), developed
within the framework of the geometric approach, enable
diagnostic decisions to be made in real time.

4 EXPERIMENTS
This study is dedicated to exploring the application of
information-extreme machine learning in
ophthalmological diagnostic systems. The training
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process utilized images of six common ocular
pathologies, each representing a corresponding class for
recognition purposes [19, 24].

These classes were ordered according to the proposed
method of forming a variational series, the visualization
of which is presented in Fig. 2. The specified set of
images served as a test dataset to evaluate the
effectiveness of the developed machine learning approach
in the context of computer-aided diagnosis of visual
system diseases.

e f
Figure 2 — Photographs of human eye pathologies: a — class X’ ;
b—class X;;c—class X;;d—class X, ;e—class X7 ;

f—class X¢

Below are the diagnostic classes that form a defined
classification system:

1) normal eye condition (recognition class X );
2) optic nerve atrophy (recognition class X, );

3) retinal detachment (recognition class X );

4) glaucoma (recognition class X} );

5) optic neuritis (recognition class s X7 );

6) pigmentary retinopathy (recognition class X );

In the process of creating the training dataset for the
ODS targeting visual system diseases, image fragments of
ocular pathologies with a resolution of 100 x 100 pixels
were used. The value of each pixel, expressed as a
numerical code ranging from 0 to 255, represented the
brightness level of that pixel in the image and served as a
diagnostic feature. Assuming invariance of the brightness
characteristics, the images were digitized using a
Cartesian  coordinate  system. To enhance the

informational content of the input data, the transposed
version of the primary training matrix was added to it,
effectively doubling the number of diagnostic features.
This approach increases the volume of input information
and, according to the maximum-distance principle of
pattern recognition theory, contributes to an increase in
the code

the average interclass distance between
representations of different image classes [9].
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5 RESULTS

The analysis in works [9, 24] showed that using a
hierarchical binary structure for storing diagnostic data in
the context of information-extreme machine learning,
exemplified by the development of the ODS for eye
diseases based on pathology images, was inefficient due
to the significant complexity of search, insertion, and
deletion operations for diagnostic class elements.
Specifically, with the increasing volume of images and
their processing, the linear processing of the binary
structure leads to a slowdown in processes, negatively
affecting the speed of analysis and the accuracy of
predictions. Since information-extreme machine learning
involves processing large amounts of data for accurate
pathology detection, it is advisable to switch to a de-
recursive hierarchical structure. This structure will
significantly speed up the search and -classification
processes, thereby enhancing the functional efficiency of
eye disease diagnosis and reducing the time required for
model training, which, in turn, will provide more accurate
and faster results in ophthalmological systems.

To improve the functional efficiency of the ODS, a
de-recursive hierarchical structure has been applied
(Table 1).

Table 1 — Results of Machine Learning for the ODS

X7 15 X3 40
X3 79 X, 30
X3 37 X7 31
X, 59 X! 11
X? 54 X, 11
X¢ 62 X, 27

The graphical representation of the results presented in
Table 1, illustrating the distances from the zero vector and
the distances to the neighbor class for each class as points
on the plane, is shown in Figure 3.

xX° ) | |
Hynoosmin — 37 59 79
exrop 15 54 62

Figure 3 — Graphical Representation of Table 1
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According to the information-extreme machine
learning scheme using a hierarchical data structure, a
binary de-recursive tree was formed, as shown in
Figure 4.

Figure 4 — Three-Level De-Recursive Hierarchical Structure

The analysis of the data presented in Figure 4
indicates the distribution of the alphabet, consisting of six
recognition classes, into four final strata. Each of these
strata contains two adjacent classes with the highest
degree of similarity. In cases where one class belongs to
two final strata, the membership function (7) is applied
when forming the decision rules described by formula (6).
In this case, the optimal geometric parameters of the class
are selected, for which the radius, calculated according to
procedure (4), takes the minimum value.

For the initial set of recognition classes, a classifier
was formed for the first-level classes of the hierarchy

xgU=s=D = x¢ and X7 = x?. During the

development, parallel optimization algorithms for the
diagnostic class decision (Fig. 5) and optimization of the
geometric parameters of decision rules (Fig. 6) were used.

Figure 5 shows the graphical representation of the
functional dependence of the averaged information
criterion, calculated according to formula (5), on the
parameter of the control tolerance field for diagnostic
features. This dependence was obtained by applying
procedure (3), which involves parallel optimization of the
tolerance limits for diagnostic features.

m

o 20 40 1) -0 100 120 140
Figure 5 — Graph of the dependence of the information
criterion on the parameter of the control tolerance field for the
first-level hierarchy

In Figure 5 and subsequent graphical representations,
the working domain for the definition of the criterion
function (5) is marked by a double dashed line. This
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domain is characterized by values of the first reliability
exceeding 0.5 and a second-type error less than 0.5. The
analysis of the graph presented in Figure 5 shows that the
optimal value of the control tolerance field parameter is

Sil =10 (measured in brightness gradations, which is
also used for subsequent measurements). In this case, the

maximum value of the information criterion Ei,1=2.74 is
achieved.

The formation of decision rules, described by formula
(6), requires the determination of the optimal geometric
parameters of the recognition class containers. Figure 6
illustrates the functional dependencies of the information
criterion, calculated according to formula (5), on the radii

of the hyperspherical containers of the recognition
classes.

Figure 6 — Graph of the dependence of the information criterion
on the radii of the recognition class containers for the first-level

hierarchy: a — class X} ; b—class X7

Based on the analysis presented in Figure 6, the
optimal radius values for the recognition class containers

are: d, =28 (in code units) for recognition class X and
d; =27 for recognition class X?. The maximum values
of the Kullback information measure (5) are EZ =4.39 and

E; =1.27, respectively. The accuracy -characteristics,
specifically the first reliability and the second-type error
for recognition class Xy, are as follows: D=1, B4 = 0,

while for recognition class X7, they are D;s=0.97,
Bs=0.32.

To improve the system’s efficiency, two key
algorithmic approaches were implemented: sequential
optimization of SCT and optimization of the geometric
parameters of decision rules. The graphical representation
of these methods is shown in Figures 7 and 8§,
respectively. Figure 7 illustrates the functional
dependence of the averaged information criterion, defined
by formula (5), on the parameter of the control tolerance
field for diagnostic features.
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Figure 7 — Graph of the change in the information criterion
during the sequential optimization of SCT for the first-level

hierarchy

a 50 100 150 200 300

Based on the analysis of Figure 7, the maximum value
of the averaged information criterion was reached at the
103rd iteration and amounted to 3.066, which is higher
than the value obtained using parallel optimization. Figure
8 demonstrates the results of optimizing the geometric
parameters of the recognition class containers obtained
during the machine learning process.

E, E,
a5y 454
4,0 4,0
35 /| 3,5
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3,0 = 3,0
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2,5 i 2,5
)". "
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‘::go’ 2
15 o) 1,5
]
)
1.0 et 1,0
0,5 s 3
X .‘& 0.5
0.0 e 0,0
o 20 40
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Figure 8 — Graph of the dependence of the information criterion
on the radii of the recognition class containers for the first-level

hierarchy: a —class X ; b—class X5

Based on the analysis presented in Figure 8, the
optimal radius values for the recognition class containers

are: d, =24 for the recognition class X and d; =21

for the recognition class X7. At the same time, the
maximum values of the Kullback information measure (5)
are E: =4.39 and E; =1.93, respectively. The accuracy

characteristics, specifically the first reliability and the
second-type error for

follows: D4=1, B4 =0,

they are D;5=0.99, Bs =0.22. A comparison with the
previous results shows a significant improvement in these
indicators.

For the initial set of recognition classes, a classifier
was developed for the second-level classes of the first

stratum, X; and X/ . In this process, as at the previous
level, parallel optimization algorithms for SCT (Fig. 9)

and optimization of the geometric parameters of decision
rules (Fig. 10) were used.
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Figure 9 — Graph of the dependence of the information criterion

on the parameter of the control tolerance field for the second-
level hierarchy of the first stratum

The analysis of the graphical dependency presented in
Figure 9 shows the achievement of the maximum value of
the averaged Kullback information criterion (5) at the
92nd iteration of the process. The numerical value of this
maximum is 3.362. Figure 10 demonstrates the results of
optimizing the geometric parameters, obtained through
the use of the optimal SCT, which was determined at the
previous stage of optimization.
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Figure 10 — Graph of the dependence of the information
criterion on the radii of the recognition class containers for the

05

0,0

second-level hierarchy of the first stratum: a — class X 3" ;b —

class X7

The analysis of Figure 10 shows that the optimal radii
of the recognition class containers are: d; =63 for

recognition class X? and d; =44 for recognition class
X{ . The maximum values of the Kullback information
measure (5) are E; =4.39 and Ej =2.52, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for diagnostic class X, , are as

follows: Dy3=1, B5=0, while for diagnostic class X7, they

are D15:0.86, BSZOOI

To improve the system’s efficiency, sequential
optimization algorithms for SCT (Fig. 11) and
optimization of the geometric parameters of decision rules
(Fig. 12) were used.

© Shelehov I. V., Prylepa D. V., Khibovska Y. O., Tymchenko O. A., 2025
DOI 10.15588/1607-3274-2025-3-11

120

4,5
4,0
35
3,0

oo
25

T ¥ v ¥ . T t
0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 200

Figure 11 — Graph of the change in the information criterion
during the sequential optimization of SCT for the second-level
hierarchy of the first stratum

The analysis of the graphical dependence shown in
Figure 11 demonstrates that the maximum value of the
averaged Kullback information criterion is achieved at the
490th step of the iterative optimization process. The
numerical value of this maximum is 4.206. Figure 12
illustrates the results of further optimization of the
geometric parameters, carried out using the optimal SCT
determined at the previous stage.
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Figure 12 — Graph of the dependence of the information
criterion on the radii of the recognition class containers for the

second-level hierarchy of the first stratum: a —class X ; b—

class X3

The analysis of Figure 12 shows that the optimal radii
of the recognition class containers are: d; =38 for

recognition class X; and d; =34 for recognition class
X7 . At the same time, the maximum values of the
Kullback information measure (5) are E; =439 and

E; =439, respectively. The accuracy characteristics,
specifically the first reliability and the second-type error
for diagnostic class X3, are as follows: Dj3=1, B;, while

for diagnostic class X¢, they are Djs=1, Bs=0. A

comparison with previous results shows a significant
improvement in these indicators.

For the initial diagnostic class alphabet, a classifier
was formed for the second-level classes of the second
stratum, X, and X/. As in the previous stages of the

study, parallel optimization algorithms for SCT (Fig. 12)
and optimization of the geometric parameters of decision
rules (Fig. 13) were used.
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Figure 13 — Graph of the dependence of the information
criterion on the parameter of the control tolerance field for the
second-level hierarchy of the second stratum

The analysis of the graphical dependency presented in
Figure 13 shows that the maximum value of the averaged
Kullback information criterion (5) is achieved at the 47th
step of the iterative process. The numerical value of this
maximum is 3.133. Figure 14 displays the results of
optimizing the geometric parameters, obtained through
the use of the optimal SCT, determined during the
previous optimization stage.
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Figure 14 — Graph of the dependence of the information

criterion on the radii of the diagnostic class containers for the
second-level hierarchy of the second stratum: a —class X ; b—

class X

The analysis of Figure 14 shows that the optimal radii
of the recognition class containers are: d, =45 for

recognition class X and d, =10 for recognition class
X? . The maximum values of the Kullback information

measure (5) are Ez =4.39 and EZ =2.06, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for diagnostic class X, are as

follows: Dy4=1, P4=0, while for recognition class X,

they are D6=0.79, $¢=0.0.

To improve the system’s efficiency, sequential
optimization algorithms for SCT (Fig. 15) and
optimization of the geometric parameters of decision rules
(Fig. 16) were used.
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Figure 15 — Graph of the change in the information criterion
during the sequential optimization of SCT for the second-level
hierarchy of the second stratum

The analysis of the graphical dependency presented in
Figure 15 shows that the maximum value of the averaged
Kullback information criterion (5) is achieved at the 1st
step of the iterative process. The numerical value of this
maximum is 3.133. Figure 16 displays the results of
optimizing the geometric parameters, obtained through
the use of the optimal SCT, determined during the
previous optimization stage.

0 20 40 60 0 20 40 60

Figure 16 — Graph of the dependence of the information
criterion on the radii of the recognition class containers for the

second-level hierarchy of the second stratum: a — class X} ;b —

class X¢

The analysis of Figure 16 shows that the optimal radii
of the recognition class containers are: d, =12 for
diagnostic class X and d; =13 for diagnostic class X .
information
measure (5) are E; =4.39 and E; =2.06, respectively. The

The maximum values of the Kullback

accuracy characteristics, specifically the first reliability
and the second-type error for recognition class X , are as

follows: D=1, P,=0, while for recognition class X,

they are D6=0.79, B¢=0.
At the next step, a classifier was developed for the

third-level classes of the first stratum, X, and X7 . Asin

the previous stages of the study, parallel optimization
algorithms for SCT (Fig. 17) were used, as well as
algorithms for optimizing the geometric parameters of

decision rules (Fig. 18).
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Figure 17 — Graph of the dependence of the information
criterion on the parameter of the control tolerance field for the
third-level hierarchy of the first stratum

The analysis of the graphical dependency presented in
Figure 17 shows that the maximum value of the averaged
Kullback information criterion (5) is achieved at the 12th
step of the iterative process. The numerical value of this
maximum is 4.205.

Figure 18 displays the results of optimizing the
geometric parameters, obtained through the use of the
optimal SCT, determined during the previous
optimization stage.
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Figure 18 — Graph of the dependence of the information criterion
on the radii of the recognition class containers for the third-level

hierarchy of the first stratum: a — class X|"; b—class X

The analysis of Figure 18 shows that the optimal radii
of the recognition class containers are: d, =75 for

recognition class X and d, =42 for recognition class
X; . The maximum values of the Kullback information

measure (5) are El* =4.39 and E; =4.39, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for recognition class X/ , are as

follows: D=1, B,=0, while for recognition class X,

they are Dj3=1, B;=0. Since an error-free classifier has
been built, the use of sequential optimization algorithms
for SCT for the first stratum classes of the third-level
hierarchy is unnecessary.

At the next step, a classifier was developed for the

third-level classes of the second stratum, X, and X{ . As

in the previous stages, parallel optimization algorithms for
SCT (Fig. 19) were used, as well as algorithms for
optimizing the geometric parameters of decision rules
(Fig. 20) in the classification process.
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Figure 19 — Graph of the dependence of the information
criterion on the parameter of the control tolerance field for the
third-level hierarchy of the second stratum

The analysis of the graphical dependency presented in
Figure 19 shows that the maximum value of the averaged
Kullback information criterion (5) is achieved at the
192nd step of the iterative process. The numerical value
of this maximum is 4.478. Figure 20 displays the results
of optimizing the geometric parameters, obtained through
the use of the optimal SCT, determined during the
previous optimization stage.
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Figure 20 — Graph of the dependence of the information
criterion on the radii of the recognition class containers for the

third-level hierarchy of the second stratum: a — class X7 ;
b —class X/

The analysis of Figure 20 shows that the optimal radii
of the recognition class containers are: d, =3 for

recognition class X7 and d; =10 for recognition class
X¢ . The maximum values of the Kullback information

measure (5) are E,=4.39 and E; =4.39, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for recognition class X , are as

follows: D=1, p,=0, while for recognition class X,

they are Djs=1, B=0. Since an error-free classifier has
been built for the first stratum classes of the third-level
hierarchy, the use of sequential optimization algorithms
for SCT is also unnecessary.

Thus, the comparative analysis of the training results
of the computerized ODS, which uses binary and de-
recursive hierarchical structures of decision rules,
confirms the high effectiveness of these approaches in the
task of classifying six functional states of the human eye
based on images. Both structures demonstrate the ability
to ensure the accurate formation of a classifier that
eliminates errors during the processing of the training
matrix.

OPEN a ACCESS




p-ISSN 1607-3274 Pagioenextponika, iHpopmaTuka, ynpasminss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

6 DISCUSSION

The results of information-extremal machine learning
based on a hierarchical data structure in the form of a
recursive tree open new possibilities for solving the
problem of enhancing the functional efficiency of the
ODS. Using the example of information synthesis in the
eye disease diagnosis system based on the characteristic
signs of pathologies, the possibility of forming highly
accurate diagnostic rules in the form of a three-layer
recursive tree is demonstrated. Unlike a linear rule
structure in a fixed diagnostic feature space, this method
operates with optimal tolerance systems for each
diagnostic class. Each layer of the tree uses strata
consisting of pairs of nearest neighbor classes. The
formation of decision rules is carried out using
information-extremal machine learning methods with a
depth of two levels for each such pair. It was established
that, at the first level, it is advisable to apply the standard
iterative optimization procedure for genotype parameters,
while at the second level, a parallel-sequential
optimization of phenotype functional parameters is
applied, specifically the control tolerances for diagnostic
features. This improves both the recognition accuracy and
the efficiency of the machine learning process.

CONCLUSIONS

An important task of information analysis and
synthesis of the intellectual component of the ODS,
capable of information-extreme machine learning, is
solved.

The scientific novelty of the obtained results lies in
the fact that, for the first time, a methodology for
selecting the training sample has been proposed. It
determines the weighting coefficients that characterize the
term and utility of the function for a given initial set of
precedents and a specified division of the function space.
It characterizes the individual absolute and relative
informativeness of instances relative to the centers and
boundaries of feature intervals based on the weighting
values. This allows automating the sample analysis and its
division into subsets, which, in turn, reduces the
dimensionality of the training data. This, in turn, shortens
the time and ensures acceptable accuracy for training the
neural model.

The practical significance of the obtained results lies
in the fact that software has been developed to implement
the proposed indicators, and experiments have been
conducted to study their properties. The results of the
experiment allow recommending the proposed indicators
for practical use, as well as determining the effective
conditions for applying the proposed indicators.

Prospects for further research lie in studying the
proposed set of indicators for a wide range of practical
tasks.
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IEPAPXTYHE MAIIMHHE HABUYAHHSI CHCTEMH @ YHKIIOHAJIBHOI'O JIATHOCTYBAHHS TATOJIOT! 117
OKA HA OCHOBI IHOOPMANINHO-EKCTPEMAJIBHOI'O IIAXOAY

leaexon 1. B. — xanxa. TexH. HayK, AOLEHT, NOIEHT Kad. KibepHeTnkH Ta iHGopMmaTnku, CyMChKHIl HaliOHANBHUH arpapHui
yHiBepcuter, Cymun, YKpaiHa; KaHA. TeXH. HayK, JOLEHT, AOLCHT Kad. koM’ toTepHuX HayK, CyMChKHI Jep)KaBHUI yHIBEPCHTET,
Cymu, YkpaiHa.

IIpunena JI. B. — kaHJ. TexH. HayK, acCUCTEHT Kadenpu komm’oTepHUX Hayk CyMCBKOro JiepskaBHOro yHiepcutery, Cymu,
VYkpaina.
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AHOTAULIA

AKTyaabHicTb. PO3risiHyTO 38124y iHGOPMALiHHO-EKCTPEMAIbHOIO MAIIMHHOTO HABYaHHS CHCTEMH JiarHOCTYBaHHS aTOJIOTiH
OKa 3a XapaKTepHHUMH O3HaKaMH 3axBoproBaHb. O0’€KTOM IOCIIJDKEHHS € MpOLEeC i€papXidHOro MAaIIMHHOTO HAaBYAHHS CHCTEMH
JIarHOCTYBaHHs O(TAIBMOJIOTIYHUX 3aXBOpIOBaHb. CTapiHHs HACEIEHHs Ta MOLIMPEHHS 3aXBOPIOBAHb O4YeH, TAaKMX 5K IJIayKoMa,
aTpodis 30pOBOrO HepBa, BiANIAPYBAaHHS CITKIBKM Ta [qia0CTWYHA PETUHONATIS, BUMAraloTh €(EKTHBHHUX METOJIB PaHHBOT
JIarHOCTHKHU JUls 3amobiraHHs BTpat 30py. TpaauiiiiHi METOAH MiarHOCTHKU 3HAYHOI MipOIO 3ajekaTh BiJ IOCBILY JiKaps, LI0
MOK€ NPU3BOIUTH 1O MOMWIOK. Bukopucranns mryuHoro intenekry (ILI) ta mammunoro nasuanns (MH) moxe cyrreBo
MOKPAIIUTH TOYHICTH 1 IIBUAKICTh IiarHOCTYBaHHS, [0 POOUTH II0 TEMY HaI3BHYAIHO aKTyalIbHOIO.

Mera. [lixBummeHHs QYHKIIOHATBEHOI e()EKTHBHOCTI KOMI IOTEPU30BAHOI CHCTEMH [IarHOCTYBAHHS IATOJOTiIH OKa Ha OCHOBL
300paKeHb.

Metoa. 3amponoHOBaHO MeTOX iH(OpMAaIifHO-eKCTPEeMaIbHOIO 1€PApXiYHOTO MAIIMHHOTO HAaBYaHHS JUI  CHCTEMH
JIIarHOCTYBaHHS MATOJIOTI OKa Ha OCHOBI XapaKTEPHUX O3HAK 3aXBOPIOBaHb. MeToj 0a3yeThcs Ha (YHKI[IOHATBLHOMY MiIXOdi 10
MOJIEJTIOBAHHS KOTHITHBHHX MPOLECIB IPHPOIHOTO IHTEIEKTY, IO 3a0e3euye afanTHBHICTh CHCTEMH JiarHOCTYBaHHS 3a Oy Ib-SIKHX
MOYAaTKOBUX YMOB (opMyBaHHs 300pakeHb MATOJOTiil 1 JO3BOJISE THYYKO MEPEHABYATH CHUCTEMY IMpU 30iTbIICHHS MOTY>KHOCTI
angagity knaciB posmizHaBaHHs. OCHOBOIO METOXY € MPUHLMI MaKCHUMi3allii Kputepito (yHKIioOHANBHO! eeKTUBHOCTI Ha 6as3i
MomudikoBaHoi iHpopmMarmiitHoi Mipu Kynpbaka, sika € (yHKIIOHATOM Bi TOYHOCHHX XapaTePUCTUK MiarpOCTHYHHUX TPABHIL.
[Iponiec HaBUaHHS PO3TISAAETHCS SK iTepalmiiiHa Mpolexypa ONTHMi3alii mapaMeTpiB poOOTH CHCTEMH AIarHOCTYBAaHHS 3a IIHM
inopmarniiinum kpurepieMm. Ha ocHOBI 3amponoHOBaHOi KaTeropiHol (YHKIIOHAIBHOI MOJEN pPO3pOOJICHO alrOpUTM
iH(opMaIiiiHO-eKCTPpEeMaTbHOTO MAIIMHHOTO HABYAHHS 3 1€PapXiqHOIO0 CTPYKTYpOIO HAaHHWX Yy BUIIAAI OiHApHOTO JEKypCHBHOTO
nepeBa. Taka CTPyKTypa JaHHX J03BOJISIE PO3IUIATH BEIUKY KITbKICTh KJIACIB PO3Mi3HABAHHS HA Mapu HAMOIMKYMX CYCIHiB, IS
SIKUX TapaMeTpy MalllMHHOTO HAaBYaHHS ONTHMI3YIOThCS 3a JIIHIMHUM alrOpUTMOM HEOOXiJHOT IITMONHH.

Pe3yabraTi. Po3po0iieHo iHTeNneKTyanbHy TEXHOJOI 0 IiarHOCTHKHU MATOJOTiH OKa, sKa BKJIIOYAa€E KOMIUIEKC iH(opMaliiiHoro,
aNTOPUTMIYHOTO Ta mporpamHoro 3abesnedyeHHs. [IpoBeaeHO MOPIBHSUIBHUI aHami3 e(eKTHBHOCTI PI3HHX METOAIB OpraHizauil
BUpILIANPHUX MNpaBUJI Yy MpPOLECi HaBYaHHA CHCTEMH. BHSBICHO, L0 BHKOPHUCTaHHS [EKypPCHBHHX I€papXiyHUX CTPYKTYp
kiacu(ikaTopiB JO3BOJISE JOCATTH BUIIOI TOYHOCTI AiarHOCTUKY y MOPIBHIHHI 3 O1HApHUMU KiacH(iKaTOpaMu.

BucnoBkn. Po3poOnena iHTenekTyanpHa cHCTeMa KOMII'IOTEPHOTO [iarHOCTYBAaHHS IATOJIOTiH OKa JEMOHCTPYE BHCOKY
e(eKTHBHICTh Ta TOYHICTH. BIPOBa/UKCHHS TakKol CUCTEMH Y MEAWYHY MPAKTUKY MOXKE CYTTEBO IiJIBHUIIMTH SKICTh JIarHOCTHUKH
OYHHX 3aXBOPIOBaHb, 3HU3UTH HABAaHTaKCHHs HA JIKapiB Ta MIHIMI3yBaTH PU3HMK MOMMJIKOBHX JiarHo3iB. [lomampmni JociiKeHHS
MOXYTb OYTH CIIPSIMOBaHI Ha BIOCKOHAJICHHS aJTOPUTMIB Ta PO3IIUPEHHSI iX 3aCTOCYBaHHS Ha iHII THIIM MEJUYHUX 300paKeHb.

KJIFOYOBI CJIOBA: koM toTepHa J[iarHOCTHKA MTAaTOJIOT1i OKa, INTYYHUI IHTEJICKT, MAllIMHHE HABYAHHS, 00poOKa 300paskeHb,
posmi3HaBanHs 00pas3iB, iHpopMaliiiHO-eKCTpeMaIbHa TEXHOJIOTIs, iepapXiuHa CTPYKTypa KiacHikaTopis.
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