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PARAMETRIZATION OF THE OPTICAL FLOW CAR TRACKER WITHIN
MATLAB COMPUTER VISION SYSTEM TOOLBOX FOR VISUAL
STATISTICAL SURVEILLANCE OF ONE-DIRECTION ROAD TRAFFIC

A computer vision problem is considered. The prototype is the optical flow car tracker within MATLAB Computer Vision System
Toolbox, tracking cars in one-direction road traffic. For adapting the tracker to work with other problems of moving cars stationary-
camera-detection, having different properties (video length, resolution, velocity of those cars, camera disposition, prospect), it is param-
etrized. Altogether there are 19 parameters in the created MATLAB function, fulfilling the tracking. Eight of them are influential regarding
the tracking results. Thus, these influential parameters are ranked into a nonstrict order by the testing-experience-based criterion, where
other videos are used. The preference means that the parameter shall be varied above all the rest to the right side of the ranking order. The
scope of the developed MATLAB tool is unbounded when objects of interest move near-perpendicularly and camera is stationary. For cases
when camera is vibrating or unfixed, the parametrized tracker can fit itself if vibrations are not wide. Under those restrictions, the tracker
is effective for visual statistical surveillance of one-direction road traffic.
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NOMENCLATURE

CAMS is a continuously adaptive mean shift;

CVST is Computer Vision System Toolbox™;

KLT is Kanade-Lucas-Tomasi;

MCSCD is a moving cars stationary-camera-detection;
MNF are motion numerical features;

OFCT is an optical flow car tracker;

VSS is visual statistical surveillance;

A 1s an algorithm used to compute optical flow;

Apjop 1 a Tatio between area of the blob and area of the

bounding box;

bax 18 @ maximum blob area in pixels;
b

min 1S @ minimum blob area in pixels;
bofrset 15 @ border offset in plotting motion vectors;
Cmax 1S @ maximum number of blobs in the input image;
d. is a step through horizontal axis, when coordinates
are generated for plotting motion vectors;
dfame 15 @ number of frames between reference frame
and current frame;
dine 1s a distance between centers of structuring element

members at opposite ends of the line;
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d,o 1s a step through vertical axis, when coordinates
are generated for plotting motion vectors;

Fj is a set of OFCT attributes;

F is a narrowed and ranked set of relevant OFCT
parameters;

&motion 1S a motion vectors gain;

Nioment (f) is a number of cars intersecting an
appropriate region at a moment ¢;

Niotal (t) is a total number of cars intersected the line all
over the video (first) frames;

Tplob 18 @ marginal ratio in classifying the blob as a car;

Ttactor 18 @ frame scaling percentage;

T is a total number of frames;

¢t is a moment (a frame);

Vg, is a velocity threshold, computed from the matrix of
complex velocities;

w is a width (in pixels) of a square structuring element;
Xmax 18 maximal deviation ratio of the bounding box
through horizontal axis;

YVend 18 @ value of ordinate in the frame, where tracking
ends;
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Ymax 18 maximal deviation ratio of the bounding box

through vertical axis;

Ystart 1 @ value of ordinate in the frame, where tracking
starts;

Ojine 15 an angle of the line as measured in a
counterclockwise direction from the horizontal axis;

Y is a binary classification factor;

0 is a time unit.

INTRODUCTION

Computer vision is an inseparable and high-promising
part of automation. This is a very huge scientific field,
included methods for acquiring, processing, analyzing, and
understanding multi-dimensional data from the real world in
order to produce decisions as numerical or symbolic
information [1, 2]. Particularly, these data are images and
frames from video sequences, views from cameras, or plane
projections from scanners. Computer vision efficiently uses
utilities and facilities of applied mathematics, machine
learning and artificial intelligence, image and signal
processing [1, 3, 4]. Being scientific-technological discipline,
computer vision renders its theories and models to the
construction of computer vision systems. Such systems
mainly are designed for controlling industrial processes,
autonomous vehicle navigation, detecting events for VSS,
organizing imaged and databased information, analyzing and
modeling topographical environments, computer-human
interaction [1, 5, 6].

The being described application areas employ a few
contemporary general problems of computer vision, whose
resolution depends on the application requirements and
approaches in solving. Typically, these problems are
recognition, motion analysis, scene reconstruction, image
restoration. Computer vision system methods for solving
them issue from multi-dimensional data acquisition,
preprocessing, feature extraction, detection, segmentation,
high-level processing. Eventually, the final decision required
for the application is made.

Before computer vision system projection, using hardware
(power sources, multi-dimensional data acquisition devices,
processors, control and communication cables, wireless
interconnectors, monitors, illuminators) anyway, its work must
be modeled in order to heed of the application area unpredictable
specificities. Up-to-date MATLAB® environment grants a
powerful CVST, providing algorithms and tools for the design
and simulation of computer vision and video processing systems
[4,7, 8]. CVST proposes a lot f MATLAB® functions, MATLAB
System objects™, and Simulink® blocks for feature extraction,
motion detection, object detection, object tracking, stereo vision,
video processing, and video analysis. Its tools include video file
input/output, video display, drawing graphics, and compositing.
For rapid prototyping and embedded system design, CVST
supports fixed-point arithmetic and C code generation. Also there
are demos, showing advantages of CVST. Some of those demos
are a good basis for projecting real computer vision systems.
However, for doing that there sometimes are not enough evident
parameters, whose values might have been adjusted for other
tasks within the regarded computer vision problem class. One of
the classes, demonstrated in CVST, is the optical flow object
tracking[2, 3,9, 10].

When studying methods of tracking the object and
motion estimation, one of the key demos in CVST is OFCT.
This demo tracks cars in a one-direction road traffic video
by detecting motion using the optical flow methods [2, 11,
12]. These methods, trying to calculate the motion between
two image frames which are taken at neighboring times at
every voxel position, are based on local Taylor series
approximations [2, 3, 13] of the image signal. They use partial
derivatives with respect to the spatial and temporal
coordinates. The cars are segmented from the background
by thresholding the motion vector magnitudes. Then, blob
analysis is used to identify the cars [1, 14, 15].

A blob is an image region in which some properties are
constant or vary within a prescribed range of values. All the
points in a blob can be considered in some sense to be
similar to each other. Blob detection refers to mathematical
methods that are aimed at detecting image regions that differ
in properties, such as brightness or color, compared to areas
surrounding those regions. Given some property of interest
expressed as a function of position on the digital image,
there are two main classes of blob detectors [14, 16, 17]. The
first class is differential methods, which are based on
derivatives of the function with respect to position. The
second class is methods based on finding the local maxima
and minima of the function.

CVST algorithms for video tracking are CAMS and KLT
ones [2, 4, 18, 19]. CAMS uses a moving rectangular window
that traverses the back projection of an object’s color
histogram to track the location, size, and orientation of the
object from frame to frame. KLT tracks a set of feature points
from frame to frame and can be used in video stabilization,
camera motion estimation, and object tracking applications.
CVST also provides an extensible framework to track multiple
objects in a video stream. It includes Kalman filtering to predict
a physical object’s future location, reduce noise in the
detected location, and help associate multiple objects with
their corresponding tracks [2, 3, 19]. The Hungarian algorithm
is for assigning object detections to tracks [20]. Blob analysis
and foreground detection is used for moving object detection.
Additionally, there are annotation capabilities to visualize
object location and to add object label.

Motion estimation is the process of determining the
movement of blocks between adjacent video frames. CVST
provides a variety of motion estimation algorithms —optical
flow, block matching, template matching. These algorithms
create motion vectors, which relate to the whole image,
blocks, arbitrary patches, or individual pixels [21, 22]. The
evaluation metrics, for finding the best match in the block
and template matching, includes particularly mean-square
error principle [2, 3, 21,23, 24].

OFCT within CVST shows how moving objects are
detected with a stationary camera. In series of video frames,
optical flow is calculated and detected motion is shown by
overlaying the flow field on top of each frame. But OFCT
takes the specified series of 121 video frames, and so this
demo cannot be applied outright for other moving cars
videos with different frames’ number or distinct frame size.
Besides, OFCT didn’t offer a numerical feature of motion
results in the video frames series, except instant calculation
of objects intersecting an early horizontal line at a moment.
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Therefore OFCT should be parametrized for getting some
needful numerical features of motion results in the video
frames series, and for resolving at least slightly different
tasks of MCSCD.

1 PROBLEM STATEMENT

Our goal is to view and rank the clue parameters in OFCT
for parametrizing it within MATLAB CVST, what is going to
be adapted for working with other MCSCD problems, having
different properties (video length, resolution, velocity of
those cars, camera disposition, prospect). Nominally, from
the given set Fy of OFCT attributes, we must yield a set of
relevant OFCT parameters, whereupon this set is narrowed

and ranked to F. Formally, this is a map p(FO)zﬁ,

ensuring true MNF of videos. Parametrization of OFCT within
MATLAB CVST by adding the MNF will allow projecting a
computer vision system for VSS of one-direction road traffic.
This is very important problem in organizing and optimizing
the road traffic for its safety.

The successive components of the said goal are the
following. Firstly, there must be structuring and
algorithmization of information processing stages when one-
direction road traffic is video-analyzed. Then, for VSS, MNF
at OFCT windows should be added. And, eventually, the
parametrized OFCT is going to be tested on another video.

2 REVIEW OF THE LITERATURE

Structurally, video information processing is divided into
four items [2, 3, 8]:

1) extraction of the foreground;

2) extraction and classification of moving objects;

3) tracking trajectories of the revealed objects;

4) recognition and description of objects-of-interest
activity.

Conventionally, the video foreground is of moving
objects or regions. So, extraction of the foreground consists
in separating moving fragments of the view from the
motionless ones. These ones, being stationary objects or
regions, are background of the view. Accuracy at this stage
predetermines whether a computer vision problem is going
to be satisfactorily solved. And nearly the best accuracy in
selecting moving objects can be ensured with the optical
flow methods [2, 3, 9]. The foreground extraction stage
predetermines also the requirements to computational
resources that may be needed at the rest three stages.

At the second stage, the extracted foreground is
segmented. Each segment is a compact region whose pixels
move at approximately equal velocities. Before segmentation
the image is filtered for reducing noise, including impulse
noise [1, 4, 25, 26]. Median filter as nonlinear digital filtering
technique is usually invoked for noise reduction, running
through the image entry by entry, and replacing each entry
with the median of neighboring entries [26, 27]. For removing
image defects (non-compactness), morphological dilatation
and erosion over segments are fulfilled [1]. Subsequently,
contours of the selected segments become smoother and
they contain minimal quantity of spaces (gaps) within the
object. Then those segmented regions, being moving
objects, are classified. The classification is rough, meaning
that its result is the moving object’s type — a man, a car, an
animal, etc.
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At the third stage, the revealed objects’ trajectories are
tracked. For the tracking fulfillment, the one-to-one
correspondence between the revealed objects on successive
frames must be determined.

Finally, there are recognition and description of the
revealed-and-tracked objects. In particular, for a task of
MCSCD, itis VSS. Here, major MNF are number Ny omen (£)
of cars intersecting an appropriate region (for instance,
horizontal line) at a moment ¢, and total number Ny (t ) of
cars intersected the line all over the video (first) frames:

t
Ntotal(t): ZNmoment(r) by l‘=1,_T @))]

=1

and the total number of frames 7, where the moment ¢
corresponds to the #-th video frame. The feature
Nnoment (t) is the varying number of the currently surveyed
cars. The feature (1) is the aggregate of the surveillance.
And for frame frequency per a time unit § (how many frames

pass per second, minute, hour, etc) there can be counted
the motion 7T-intensity

T

0-> N, t
_ e'Ntotal (T) Z moment( )

_ t=1 2
(1) = e —— o

implying how many cars intersect the line on average in the
time unit 9 (second, minute, hour, etc).

3 MATERIALS AND METHODS

The video in MATLAB OFCT demo has resolution 120-
by-160, where the one-direction road traffic runs
approximately vertically. Stages of this video processing
are the said above within the processing loop to track cars
along the series of 121 video frames. Initially the optical
flow estimates direction and speed of motion. The optical
flow vectors are stored as complex numbers, and the velocity
threshold from the matrix of complex velocities is computed.
Then median filter removes speckle noise introduced during
thresholding and segmentation. For thinning out the parts
of the road and other unwanted objects and filling holes in
the blobs, there are applied morphological erosion and
closing methods. After that the blob analysis method
estimates the area and bounding box of the blobs, filtering
out objects which cannot be cars with binary classification
factor

_ sign(apigh = Thiob ) +1
= 2

-sign (apiob = 7p1ob)  3)

by Hy1op = 0.4, wWhere ay,,}, is the ratio between area of the
blob and area of the bounding box, and #,, is the marginal
ratio in classifying the blob as a car. Due to (3), if y =1 then
the blob is the car, otherwise the blob is ignored. The tracked
cars are drawn around with bounding boxes.

Having analyzed the MATLAB code of OFCT demo,
there in Table 1 are its input parameters.

The original MATLAB OFCT demo displays just
N,

moment (t) and no MNF are returned. There are created
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CVST objects to display the original video, motion vector As it is well seen the demo is not ideal — there is the
video, the thresholded video and the final result. Npoment (7) missed front car, without box bounding it, and

is displayed in the viewer named «Results» (Figure 1) in its N, e (73) =2 is returned instead of N, (73) =3.
left upper corner.

Table 1 — Parameters in MATLAB OFCT demo

MATLAB OFCT Assignment Math symbol|  Value Restriction
parameter name
video file with the
filename name of the file, containing video 7" frames from a stationary camera - viptraffic.avi supported
extension
number of frames between reference frame and current frame, when
Ref F Del X . . ’ d "
clerencekramelielay optical flow method is applied frame 3 d"ﬂ‘"“ eN
distance between the centers of the structuring element members at
- opposite ends of the line, when a flat linear structuring element that is line 5 -
symmetric with respect to the neighborhood center is created
angle (in degrees) of the line as measured in a counterclockwise
direction from the horizontal axis, when a flat linear structuring
- . . . . . Aline 45 -
element that is symmetric with respect to the neighborhood center is
created
MinimumBlobArea minimum blob area in pixels bmin 250 f)m-m eNU { 0}
. . . . max = “min ?
MaximumBlobArea maximum blob area in pixels bmax 3600
bﬂlﬂ! € N
MaximumCount maximum number of blobs in the input image Crax 80 Coax € N
width (in pixels) of a square structuring element, when morphological
erosion object is created for removing portions of the road and other w 2 weNU {0}
unwanted objects
ResizeFactor for percentage scaling of the frame Feactor 100 Tactor > 0
l!Jlrn\\ € N ’
lineRow value of ordinate in the frame, where tracking starts Lrow 22 low <V
by video
resolution J' x H
motionVecGain for gaining motion vectors Emotion 20 Zmotion > 0
. . . boffset €
borderOffset border offset in plotting motion vectors boftset 5 .
emin{V, H}
decimFactorRow step through vertical axis, when~ coordinates are generated for plotting gy 5 d e m
motion vectors row
decimFactorCol step through horizontal a>.cis, whe.n coordinates are generated for do) 5 doy el H-1
plotting motion vectors co
B ratio between area of the blob and area of the bounding box, which is " 0.4 5 c ( 0: 1)
marginal in classifying the blob as a car blob ) blob ’
scales the velocity threshold, compu_ted from the matrix of complex Vi 05 vy >0
velocities

| onguist it SI=TEd] ) Fatsie =10 x| T

Fe Tods Vew Playback Hep » Fle Tooks View Playback Hep » Fe Took View Playback Heb

Fe Todk Vew Plavbeck heb  Fe Tods Vew P > Fle Tooks Vew Plaosck Heb
R R R e e R R

Processng [RGS 1200160 (74

Processing [RGB 120160 |74

Processing 1 120x160 74 Procesaing [RGE120x160 |73

Figure 1 — Four viewers, visualizing the running MATLAB OFCT demo

43



HEMUPOIHOOPMATHUKA TA IHTEJIEKTYAJIbHI CUCTEMU

Therefore the MATLAB OFCT demo may be modified over
one or several parameters from the set

P={dy..d b

frame > max ?
Irow’ g motion ? boffset’ drow’ dcol’ I blob Vth} (4)
of them. And for adding MNF at OFCT the new parameters

{y start> Y. end} are intrOduced7 Where .y start = lrow and y end is Value Of
ordinate in the frame, whereupon tracking stops. Surely, V.4 > V-

line > a‘linc > bmin > Cmax > W,

Another two parameters being introduced are {xmax > Vimax } allowing
to adjust the tracking to the car deviation through horizontal axis
and vertical axis. Here X is maximal deviation ratio of the bounding
box through horizontal axis, and y, .. is maximal deviation ratio of
the bounding box through vertical axis. Furthermore, the algorithm
A used to compute optical flow ought to be specified. The available

ones are algorithms of Horn —Schunck and of Lucas-Kanade. Thus,
the set of parameters (Table 2)

B Z{A’ Ystart> Yend> ¥max ymax} %)
is attached to the subset P\ {lrow } .

The modified OFCT code screenshot is in Figure 2. Having
been made as a MATLAB function, it works with other MCSCD
problems. But primarily it should to be adjusted to the problem,
slightly changing 19 parameters (name of the file is not reckoned
in) in sets (4) and (5). These parameters are input in the following
order:

{Aa dframea Tfactor> W» dlinea Oline bmina bmaxs Cmax > Vstart >

Yend> Tblob> *max > Ymax> &motion boffset» drow» dcola vth}

and the video file name is input at the front of them.

Table 2 — Adjustable parameters attached to the MATLAB OFCT demo

MATLAB OFCT parameter . Math -
Assignment Restriction
name symbol
either algorithm of Horn-Schunck (string name «Horn-
OpticalFlowMethod algorithm used to compute optical flow A Schunck») or of Lucas-Kanade (string name «Lucas-
Kanadey)
lineStart value of ordinate in the frame, where tracking Vtart Vaan € N, Vstart < v
s
starts by video resolution V' x H
. value of ordinate in the frame, where trackin; .
lineEnd ends ¢ Yend Yena € N > Yend > Vstart > Yend < 4
. maximal deviation ratio of the bounding box .
xDeviationMax through horizontal axis Fmax Fmax € (0’ 1)
L maximal deviation ratio of the bounding box .
yDeviationMax through vertical axis Ymax Ymax € (0’ 1)

function [hVideo4] =
alpha_line, ...

MinimumBlobArea, MaximumBlobArea, MaximumCount,

r_blob, xDeviationMax, yDeviationMax,

ofct(filename, OpticalFlowMethod, ReferenceFrameDelay, ResizeFactor, w, d_line,

lineStart, lineEnd,

motionVecGain, borderOffset, decimFactorRow, decimFactorCol, v_th)

% Create the System objects outside of the main video processing loop.

% Object for reading video file.

hVidReader = vision.VideoFileReader(filename, "ImageColorSpace”,

"single™);

"RGB", "VideoOutputDataType®,

% Optical flow object for estimating direction and speed of object motion.

hOpticalFlow = vision.OpticalFlow( ...

"OutputValue®, "Horizontal and vertical components in complex form®,

"Method ",

OpticalFlowMethod, "ReferenceFrameDelay”, ReferenceFrameDelay); %ReferenceFrameDelay=3;

% Create two objects for analyzing optical flow vectors.

hMeanl = vision.Mean;

hMean2 = vision.Mean("RunningMean®, true);

% Filter object for removing speckle noise introduced during segmentation.

hMedianFilt = vision._MedianFilter;

% Morphological closing object for filling holes in blobs.
hclose = vision_MorphologicalClose("Neighborhood®, strel(“line®, d_line, alpha_line));

% Create a blob analysis System object to segment cars in the video.

hblob = vision.BlobAnalysis("CentroidOutputPort®, false,
“double”, ...
*MinimumBlobArea®, MinimumBlobArea,

"BoundingBoxOutputPort®, true, "OutputDataType~,

"MaximumCount®, MaximumCount);

"AreaOutputPort”, true,

“MaximumBlobArea®, MaximumBlobArea,

% Morphological erosion object for removing portions of the road and other unwanted objects.

herode =

vision.MorphologicalErode("Neighborhood™, strel("square”, w)); %strel("square~,2)

% Create objects for drawing the bounding boxes and motion vectors.

hshapeinsl = vision.Shapelnserter("BorderColor”,

[255 255 0]);

"Custom®, "CustomBorderColor®, [0 1 0]);
hshapeins2 = vision.Shapelnserter( "Shape”, "Lines”,

"BorderColor®, "Custom®, "CustomBorderColor®,

Figure 2 — The modified MATLAB OFCT code, made as MATLAB function «ofct» with 19 adjustable parameters
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The flaw concerning the 73-th frame of the video in
original MATLAB OFCT demo is remedied by launching
the modified MATLAB OFCT code as follows (from the
MATLAB Command Window prompt):

ofct(“viptraffic.avi’,
150, 2, 5, 45, 400,

0.35, 0.3, 0.7, 20, 5, 5, 5,

“‘Horn-Schunck”, 1,
3600, 40, 22, 130,

0.5).
Now the previously missed front car is captured and

Npmoment (73) =3 is returned as well (Figure 3). And there
are no missed or defectively-tracked cars anymore.
Hereinafter, we will test the OFCT parametrized under (4)
and (5) for seeing how MATLAB function “ofct” performs
on other MCSCD problems for VSS of one-direction road
traffic. But the part of empirical adjustment is omitted. The
omission cause is that the adjustment is not routine.

4 EXPERIMENTS

For testing the parametrized OFCT, diverse videos
containing one-direction road traffic have been explored. It
is noteworthy that the road view is not always straight
perpendicular. Figure 4 shows that cars are successfully
tracked when they move non-perpendicularly having
different velocities and accelerations. At that, the input
arguments of the being invoked parametrized OFCT are just
slightly different. For instance, there are invocations:

ofct(“testl.avi’, “Horn-Schunck”, 1, 100,
2, 5, 45, 200, 4000, 40, 22, 250, 0.5, 0.3,
0.6, 20, 1, 1, 1, 0.1)

and

ofct(“test2.avi’, “Horn-Schunck”, 1, 100,

2, 5, 45, 200, 8000, 40, 22, 250, 0.3, 0.3,
0.8, 20, 1, 1, 1, 0.4)

at the MATLAB Command Window prompt.

) Results

While testing, some parameters from the set

{P\{lrow}} UR are not varied at all. And variation of some
parameters does not influence on the tracking visibly.
Particularly, algorithm of Lucas-Kanade for computing
optical flow is non-effective. Such non-influential parameters
are in the set

{A’ dtrame> W line> Uines Cmax > &motion > Doffset > Frow » deol» Vth}~

On the contrary, values of parameters

{r factor » bmin’ bmaxa Ystart> Yend> "blob> ¥max ymax} (6)

influence on the tracking much. Mostly, it is sensitive to #gc(or»
Benins Dinax> Tyt Xmaxs Vinaxe Reasonable values of y,. and
Vena depend rather than on video resolution and the road
disposition.

5 RESULTS

Guided by the testing experience, the influential
parameters (6) are ranked as

(X = Vs ) = (Brin = Do) = Tt ™ T = (Vi = Vens)  (7)
pointing to their importance. The nonstrict order (7) means
that the couple {Xpay, Ymax] should (is advised to) be
adjusted first. Then goes the couple {byi, bnax | defining
the size of blob area. Naturally, the marginal ratio #,, in (3)
for classifying the blob as a car is near to {bmin, bmax}. The
frame scaling 7y, . . is more important to set adjusted before
putting { Vsiar» Vend )} because is global-like.
6 DISCUSSION

The parametrized OFCT should be adjusted for every
new MCSCD problem. Fundamentally, the scope of this
MATLAB tool is unbounded when objects of interest move

Processing RGB:180x240 |73

Processing

RGE: 1802240 121

Figure 3 — The fourth viewer «Resultsy, visualizing MNF N0 0o (t ) and (1) by the message box with (2) for MCSCD problem on video
«viptraffic.avi» from MATLAB OFCT demo
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Figure 4 — Snapshots off the viewer «Resultsy», visualizing the running OFCT by MATLAB function «ofct» on other MCSCD problems for
VSS of one-direction road traffic

near-perpendicularly (but not horizontally or close to that)
and camera is stationary. Nonetheless, adjustment even on
the foremost couple {xmax, ymax} by (7) may take
substantial time. And tracking any vehicles is handled harder.

VSS of bigger vehicles causes a new problem. Trucks
having long trailers may be split into a few blobs and thus
the big long vehicle is tracked as two or more. Another great
problem is that the rectangular bounding box sometimes
disappears for a frame or two and then appears again. This
effect may cause a fail of MNF calculation.

For cases when camera is vibrating or unfixed, the
parametrized OFCT can fit itself if vibrations are not wide.
However, the influential parameters (6) and their order (7)
may become incomplete. Wider ranges of the camera
vibration will require either to re-rank the elements of the set
(6) or to re-select influential parameters from the set

{P\{lmw}}UP*. The frame scaling g, Will probably
become crucial exceeding both 7o, and {bins Pma |-
CONCLUSIONS

The testing-experience-based criterion of ranking OFCT
parameters has allowed to reduce the set of 19 non-arranged
elements down to eight ones (6) ordered as (7). The
advantage (preference) means that the parameter (of the
couple) shall be varied above all the rest (to the right side of
the ranking order). At that, there is no preference inside of

the couples {xmax> ymax}: {bmim brnax }: {ystart> yend}: and
their elements are likely to be varied simultaneously.
The adjustment is that naive heuristic optimization of

T
values in (6) giving true {Nmomem (t)}t=1 and MNF (1) for

an MCSCD problem. This is possible owing to
parametrization of the OFCT within MATLAB CVST whose
corollary is the ranking (7). Consequently, MCSCD problems
are solved via MATLAB function «ofct»y. These primitives
are indispensable to projecting a computer vision system
for VSS of one-direction road traffic and ensuring its safety.

For general VSS of one-direction road traffic, the
parametrized MATLAB function «ofct» is not going to be
used straight off. The explanation lies in that the objects-of-
interest activity is the cars’ movement which must be almost
perpendicular, and camera disposition ought to hang over
the road (hanging not low). Hence, the promising research
is in adapting the developed MATLAB tool for tracking
vehicles of any form and size, moving in one-direction under
arbitrarily disposed camera.
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Pomanrok B. B.

J1-p TexH. Hayk, npodeccop, XMeIbHULKUH HALMOHAIbHBII YHUBEPCUTET, YKpanHa

HAPAMETPU3ALIMA OTCJIEXUBATEJS JETKOBbIX ABTOMOBWIEN O ONTUYECKOMY IIOTOKY B MATLAB
COMPUTER VISION SYSTEM TOOLBOX JJI5s1 BU3YAJIBHOI'O CTATUCTHYECKOI'O HABJIOJEHUA OJHOCTOPOH-
HEIr'o JOPOKHOTI'O ABUKEHUS

PaccmarpuBaetcs 3a1a4a KOMIBIOTEPHOTO 3peHUs. [IpoTOTHIIOM SIBIIAETCS OTCIEKUBATENb JIETKOBBIX aBTOMOOMIICH 110 ONTHYECKOMY TTOTO-
ky B MATLAB Computer Vision System Toolbox, KOTOpbIii OTCIIEKHBAET aBTOMOOHIINA B OJHOCTOPOHHEM JTOPOXKHOM JBMKeHUH. [1Jist mpucio-
coOIeHNs OTCIEeXRMBATENs K paboTe ¢ APYrUMH 3a7jadaMi 00HAPY>KEHUS JBIDKYIIUXCS JITKOBBIX aBTOMOOMIIEH HEMOBI)KHOI KaMepoil, NMero-
IIMX Pa3HbIE TapaMeTPhI (JUIMTENILHOCTh BUIEO, pa3pelIeHNE, CKOPOCTh JIETKOBBIX aBTOMOOMIIEH, PacoIoKeHHe KaMepsl, 0030p), OH mapaMeT-
pusupyercs. B cosnarroit MATLAB-(yHKIMY, BBITOMHSIONMIEH OTCIEKUBaHNE, BCET0 HAaCUUTHIBaeTcs 19 mapamerpos. BoceMb 13 HUX OKa3bIBAIOT
pelaroliee BIUSHAE HA PE3YIIbTAaThl OTCICKUBAHUS. DTH BIUAIONIME TaPaMETPhI COOTBETCTBEHHO PAHXHUPYIOTCS B HEKHI HECTPOTHUi OPSIOK 10
KPHUTEPHUIO HA OCHOBAHUY OIIBITA TECTUPOBAHUS C UCIIOIb30BAHUEM APYTUX Buaeo. [Ipeamnoyrenne o3Havaer To, YTO MapaMeTp JOKEH H3Me-
HATBHCSI IEPBBIM TI€pel APYTUMH B IPABOI YacTH TOps/iKa paHXupoBaHusA. BosmoxuocTH pa3paboranHoro MATLAB-cpencTBa HeorpaHuieH-
HBI TIPH YCIIOBHH, KOTJIa COOTBETCTBYIOIIHE OOBEKTHI OCYIIECTBIIAIOT ABMKEHNE, OIM3KOE K MEPIEHANKYIIIPHOMY, I KaMepa SBJISIETCS HETTOIBHK-
HOH. B ciyuwasx, xorma kamepa BHOpPHpYET WM HE 3aKpEIUIeHa, MapaMeTPpU3UPOBAHHBIN OTCIIEKMBATENb CIIOCOOCH MOACTPANBATHCA, KOTZA
nuana3oH BUOpanuii He3HauuTeneH. [Ipu 3THX orpaHMYeHMsAX OTCIEKHBATENb 3()(EKTUBEH I BU3yaJbHOTO CTATHCTHYECKOTO HaOIOnEeHHS
OJHOCTOPOHHETO JOPOXKHOTO ABHKEHHS.

KrodeBble cj10Ba: KOMIBIOTEPHOE 3PEHHE, ONTHYECKHUIT TOTOK, ONHOCTOPOHHEE JIOPOXKHOE JIBIDKEHHUE, OTCIICKHUBATEINb JITKOBBIX aBTOMO-
oueit, mapamerpusanuss MATLAB-¢QyHKINH, BU3yaJIbHOE CTATUCTHYECKOE HAOIONEHHE.

Pomanrok B. B.

J1-p TexH. Hayk, npodecop, XMeNpHUIBKIA HALlIOHAIFHUI yHIBEpCHUTET, YKpaiHa

MNAPAMETPU3ALIA BIACTEXKYBAYA JIETKOBUX ABTOMOBLJIB 3A OIITUYHUM ITIOTOKOM Y MATLAB COMPUTER
VISION SYSTEM TOOLBOX AJIs1 BI3YAJIBHOI'O CTATUCTUYHOI'O CHOCTEPEXEHHSI OJHOCTOPOHHBOI'O J0-
POXHBOI'O PYXY

Posrsinaerbest 3amaya KOMIT IOTEPHOTO 30py. [IpOTOTHIIOM € BifCcTe)KyBad JIETKOBHX aBTOMOOLTIB 3a ONTHYHHM ToTOKoM y MATLAB
Computer Vision System Toolbox, 110 Bincrexxye aBToM0OLTi B OMHOCTOPOHHBOMY JOPOKHBOMY pyci. Jlist mprcTOCyBaHHS BiACTE)KyBada 10
poOOTH 3 IHIIMMH 3a/la4aMi BHSBIICHHS JISTKOBUX aBTOMOOLIIB Y pyci HEPYXOMOIO KaMepolo, M0 MAIOTh Pi3Hi mapaMeTpu (TPUBAIICTh BiJeo,
PO3AUIBHICTD, IIBUAKICTH JISTKOBUX ABTOMOOLIIB, pO3TalllyBaHHS KaMepH, OIS, BiH napamerpusyerbes. Y crBopeHiit MATLAB-¢yHKkiil, 1o
BHUKOHY€ BI[ICTEXEHHS, BChOTO HauyeThest 19 mapamerpiB. BiciM 3 HUX € BelbMHU BIUIMBOBUMH Ha PE3yNbTaTH BifcTexyBaHHs. L{i BImBOBI
napaMeTpy BiIMOBIIHO PAHXXYIOThCS Y ISSIKUH HECTPOTHil TOPSIIOK 38 KPUTEPIEM HA OCHOBI IOCBI/ly TECTYBaHHS 3 BUKOPUCTAHHSM iHILHX Bifl€0.
[NepeBara o3Hauae Te, 10 MApaMETP MAE 3MIHIOBATHCH NEPLINM 3a PELITY y MPAaBiil YaCTHHI MOPSAKY paHXyBaHHs. MOXIHBOCTI pPO3pOOICHOTO
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MATLAB-3aco0y HeoOMexeHi 3a yMOBHM, KOJIM BifIOBiHI 00 €KTH 3IHCHIOIOTH PYX, OMM3bKHUIA 10 NEPHEHAUKYISPHOTO, 1 KaMepa € HepyXo-
Moro. Y BHIIAJIKaX, KOJIM Kamepa Biopye abo He 3aKpirlieHa, napaMeTpu30BaHUi BiICTEXKyBay 3aTeH MiIaIlTOBYBATUCh, SKILO [ialla30H BiOpariit
€ He3HAuHUM. 3a LUX OOMEXEHb BIICTEKyBay € epEKTUBHUM IS Bi3yallbHOIO CTATHCTUYHOIO CIIOCTEPEKEHHS OZIHOCTOPOHHBOTO JOPOXKHBOTO
pyxy.
KuiouoBi ci1oBa: koMII'toTepHUM 3ip, ONTUYHHI MOTIK, ONHOCTOPOHHIN TOPOXKHINA PyX, BifCTEXKyBau JErKOBUX aBTOMOOLIIB, TapaMeTpH-
3anis MATLAB-dyHKuUii, Bi3yalbHe CTATUCTUYHE CIOCTEPEKEHHS.
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