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MULTI-MODELS IDENTIFICATION METHODS COMPARISON IN THE
NON-LINEAR DYNAMIC SYSTEM IDENTIFICATION TASK

In this article a couple of identification methods for non-linear (possibly chaotic) dynamic systems are under consideration. Advantages
and drawbacks of existent methods are mentioned. All methods under consideration make use a number of models. Different tactics for the
models parameter movement for identification task solving are proposed. The simplest tactic uses models with fixed parameters. This
method have simple realization, provide best identification speed and worst accuracy. Method with band-limited models allows us achieve
better accuracy due to each model moving to its local extremum, but suffers to high-frequency oscillation, due to ignorance of the
identification system dynamic itself. Approach with models, which movement simulates body movement under external forces and viscous
friction demonstrates minimal identification errors among with significant speed. Identification process simulations are conducted and
conclusion are made. According to simulation results advantages are highlighted and drawbacks are studied. Conclusions allows to make
correct choice in identification method selection task. Also the results allows us to correctly chose some parameters on the identification
system.
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NOMENCLATURE

n is number of models (not counting fake models);

p is parameter value in general;

p, is parameter value for object

p,,; is parameter value for model number i

D, 1s initial object parameter value of the non-steady case;
P, 18 Initial parameter value of the model number i;

p, is parameter value of the current (or “central”’) model;
p,is parameter value of the “left” model;

p, is parameter value of the “right” model;

p is relative parameter value;

Py is parameter value, estimated by the global COG
approach;

p,, s parameter value, estimated by the local COG
approach;

p,, is parameter value, estimated by the second-order
approximation for the best point;

x is object or model output;

q is criterion value;

g, is criterion value for the object;

q,, 1s criterion value for the model number i;

g, is criterion scale coefficient;

F is quality function in general;

F is relative quality function;

e is identification error in general;

€, is identification error for the global COG approach;

e, is identification error for the local COG approach;

e, is identification error for the second-order
approximation for the best point;

a, is coefficient for linear part in the criterion model;

a,, is coefficient for non-linear part;

a, is first coefficient in parabolic approximation;

a, is second coefficient in parabolic approximation;

U, is parameter amplitude;

®,, is parameter frequency;

/. is attracting “force” to the center of band;
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/, is “force” due to interacting with neighbor models;
/. is attracting “force” to the estimated local extremum;
/, is total “force”;

k_is coefficient for the f;

k_is coefficient for the f;

k, is coefficient for the f;

v, is coefficient for the “viscous” resistance.

INTRODUCTION

Identification of the complex non-linear dynamic systems,
in particular, systems with chaotic dynamic [1], systems with
dry friction in most cases is a formidable and non-trivial
task. Even simple nonlinear systems may demonstrate
complex, even chaotic behavior [2]. Some known methods
can be applied in this area, but, obviously, the is no common
solution due to non-constrained properties of such systems.
Existent identification methods mainly use one model or
pair of models, which significantly decreases identification
speed and increases probability of mis-identification due to
possible multi-extremum quality function shape.

So, the actual problem is to create new approaches to
nonlinear (possibly chaotic) dynamic systems identification,
which uses advantages of multi-model approach, investigate
its properties, compare these methods under same
conditions to provide background to select the proper one.

1 PROBLEM STATEMENT

Let’s consider an object under identification with a
parameter p (¢), and a set of models, with parameters p_ (%),
i=0...n—1. We observe output signal x(¢) both from object
(with particular measurement error) and from every of models.
According to selected identification criterion, we measure
or calculate corresponding criterions: ¢ (f) and g, (¢). Then,
this signals from models compared (according to given scale
4y) with object to form quality functions F(z).

The task of identification in this condition is to find one
model with corresponding parameter value p,, which
maximizes quality function. Moreover, all models from the



p-ISSN 1607-3274. Panioenekrponika, iHpopmaruka, ynpasiinas. 2016. Ne 4
e-ISSN 2313-688X. Radio Electronics, Computer Science, Control. 2016. Ne 4

set must provide behavior (it the sense of p_ () dynamics),
which provide fast and precise identification in the given
conditions. To achieve this task, models may exchange
among itself information about current parameter value and
quality function.

2 REVIEW OF THE LITERATURE

There is a great amount of developed method to solve
identification task. First of all, we must mention well-known
classical methods [3, 4]. This method have outstanding
mathematical background, but in the case of complex (and
chaotic) dynamic systems became inapplicable, as we cannot
provide the required information about objects and satisfy
numerous limitations.

Some modern approaches provide solution for more
complex task — structural identification [5]. But, after
investigation, this methods appears to limiting to the
supported systems set, and appears vulnerable to the
measurement noise.

Particularly to the chaotic systems, there exists a couple
of method, based on the phenomena of the chaotic
synchronization [6]. This methods prove its ability to deal
with chaotic systems, but also have some drawbacks. First
of all, synchronization is possible not only for one-to-one
parameter confidence, but for other conditions due to non-
linear object properties.

One of the most useful adaptive-searching identification
methods [8], in case of adequate criterion is provided [9],
can be successfully used for this purpose. But, in general,
this methods also have some drawbacks. First of all, this
methods spend too much time to locate criterion extremum.
Other essential drawback — measurement near one point
decreases probability of identification in case of multi-
extremum criterion shape. Some methods [10, 11]
demonstrates applicability of multi-model approaches to
non-linear and chaotic system identification, but further
investigations in this area are required.

3 MATERIALS AND METHODS

To receive identification simulation results, which is
independent of particular dynamic system properties, the
model of identification error (or the identification criterion)
is required. One of the reasons of accuracy loss assumed to
be criterion non-symmetrical form. So, the model must have
a uniformly controlled part, which describes such
phenomena. In this paper one of the simple representation
will be used:

q(po’pmi):aq(po _pn1i)+aqm|po _pmi|’ M
where p — parameter, g — identification quality criterion, a g
sensitivity coefficient, a,,, — coefficient for non-linear part.
Index “o0” designates object under identification, and index
“mi” belongs to model number i. Alternative form for (1),
with quadratic nonlinear part, appears inadequate in the
situation with large parameter range.

Quality function F will be represented by this way:

2
F(gy;)=exp| -1 |, )
9y

where ¢y — coefficient, which defines sensitivity scale. This
definition inapplicable in real identification tasks due to

ignorance object identification quality. In task under
consideration, we move coordinate system to achieve g, =
0. This allows us to control and investigate asymmetrical
properties of the criterion uniformly in any parameter space
part. Usage of definitions (1) and (2) ignores real system
dynamic, interaction between object and model outputs, and
make attempt to describe all object properties by 2 coefficients.
This simplification give us opportunity to determine common
properties of identification system itself. We assume, that
dynamic properties on identification system is much “slower”,
then in non-linear system under consideration. In real systems
this requirement is met in most cases.

One of the tasks, which appears while using multiple models,
is the method to convert models parameter and criterion values
to the final parameter value. The first approach consist in fuzzy
logic “centre of gravity” (COG) approach:

n—1
ZFmipmi
_i=0 .

3
Poe =20 A3)
szi
i=0

One obvious drawback is non-uniform usage of models
at bounds, namely number 0 and number (n—1). As a
countermeasure of we add 2 fake fixed “out of band” models.
This fake models will be designated by indexes “/I” and
“rr”. Initial parameter values distribution on working area
(and some behind) is uniform. Identification criterion for
fake models assumed to be zero.

Calculation of p , value is quite simple, but in case of
multi-extremum criterion shape, or relatively large ¢ value,
the influence of the models, which is far from real extremum,
may be significant. To drop such influence, we define value
of similar value p,. which is bound to better point. Let ¢
(center) — index of model with maximum F. And [ = c-1,
r=c+1. Thus:

_bp+Fepe +Frpy )
F+F.+F,

le

Another way to determine extremum point in the range
of 3 adjutant models is to approximate F(p) by parabolic
function. To simplify calculations, we shift the origin to the

point ( C,FC)I l~7=p—pc,1?=F—Fc. Using this
definitions, we receive:
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This approximation is adequate only in regions with
essential changes of quality function. Out of with regions
equation (5) give results far from considered points triplet. To
prevent displacement of p, out of band, defined by current 3
models, limit p, value to (pi»p,). For practical reason,
limitation may be stronger. If calculated by (5) extremum point
is near to p, or p , then central point unlikely to be the best.

The value of p, where index “c” means the best model,
we define as p_ . During simulation of identification process,
we will observe p,, p, and p,, along with corresponding
identification errors:

€ge =DPge = Po>€le = Ple ~ Po>€ee = Pee " Po.  (6)

The identification quality will be estimated as standard
deviation of identification error, measured at sufficiently
large simulation time 7.

4 EXPERIMENTS

The identification process simulation was conducted by
developed simulation program “qontrol”. Typical graphical
representation of this program is represented in fig. 1.

During simulation process, criterion approximation, given
by (1), was used instead of real or simulated dynamic objects.
To check ability to identify non-steady systems, object
parameter p, was given by one of 2 ways:

p()=po+U ,sinfw,1), %)

7
12 model: - m5p_lm_f2v_searcher.qol gontrol
File Edit

oakHO ¢

Element Qut Plot

4 0w O

Simulation

Model  Run

®REIE fF s

View Window Help

p()=po + Upsign sin(mpt), 8)

where coefficients was set to values, which allows to test
different modes: Up = 40, o, =11, py = 45. Working

parameter range was given as (0,100). Initial values of models
parameter: p; = —10, p,0 =10, ... p,4 o= 90, p,,. = 110.
When the parameter changes is defined by the equation
(7), it give us possibility to examine full parameter range
covering. Otherwise, if the parameter value is given by the
equation (8), dynamic properties and identification stability
can be under investigation.

The values of other parameters was given as: a, =5,
a,, = 0.5. The value of ¢y was changed in range [2;140].
Standard deviations of identification errors was measured,
and plots are provided for better values.

To satisfy this pager goals, three different approaches
to locate quality function extremum, and, hence, the value
of the parameter under identification is considered. First of
all, a set of model with fixed parameters was under simulation.
The second method allows every model to move in fixed
band in the parameter space, and each model every
simulation step adjust own parameter to the value, given by
(5). The third approach also allows every model to move,
but the current parameter value is given by the equation,
which simulates body dynamic under action of some forces.
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Figure 1 — “Qontrol” program main window
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For every of approaches, the identification process
simulation was held, and the plots with every model
parameter, object parameter and identification errors values
are provided. Moreover, the dependence of the RMS errors
from the quality function scale coefficient is shown.

5 RESULTS

In fig. 2 represented simulation results for identification
system with fixed models with n=5 and ¢,=60. Object
parameter behavior was given as (7) and (8). Fig. 3 represents
identification errors.

-5

=14

Fig. 4 represents RMS identification error dependencies
Ege, €j. €, from identification sensitivity scale qy.

To achieve better results, it’s worth to allow model to
change own parameter. The new parameter value p, is given
by (5). Le. every model (except fake) takes in account not
only own parameter and quality function, but the same of
nearest neighbors. But, if we allow for all models to move
freely, all models will fall in one small area, and not react to
next parameter movement. To prevent this, we assign a non-
intersecting bands for every model, which limits parameters
movement. The simulation results are shown in fig. 5, 6, 7.

100
o

Lt
o T T T

Figure 4 — RMS error dependencies from ¢y while identification with fixed models under conditions (7) and (8)
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Figure 6 — The identification errors while identification with band-limited models
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Figure 7 — RMS error dependencies from ¢+ while identification with band-limited models under conditions (7) and (8)

To achieve better results, we can treat every real model as
physical body under influence of different forces. We investigate
the influence of given “forces™:

1. f.(t)=—k, (pc —pc.o) — “the attraction force” to the
initial parameter value for current model. The presence of this
force does not allow all models to take the same values near the
extremum and thus stop the search process. It also allows to
quickly switch to the other models in the case ofa rapid change in
the object parameter.

2. f,()=k, (pr -2p.+ pl) — “the force of interaction”
with neighbours. It provides a more uniform distribution model
parameters near the extreme.

3. fo()=—k, (pc - pe) — “the force of attraction” to the

local calculated extremum, which is given by expression (5).

116

Additional forces may be added, for example, to rise strong
barriers between models, to prevent parameter confinement
in certain conditions.

Net force f;(t) = f.(t)+ f,,(t) + f.(¢) may lead to model

movement by different ways. In this paper the viscous
approach is used:

dp,
dt

=v,f,(t), )

where V¢ — proportionality factor (value, inversely
proportional to viscous friction coefficient).

The simulation results are shown in fig. 8, 9. Used
parameters: k, =1,k =1,k =5, Vy=2.
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Figure 9 — The identification errors while identification with process with moving models (9) under conditions (7) and (8)

Figure 10 — RMS error dependencies from ¢y while identification with moving models (9) under conditions (7) and (8)

6 DISCUSSION

The identification error analyses for the approach with
fixed models shows (fig. 3), that this approach demonstrates
maximal identification speed, which is determined only by
the object dynamic itself. In this environment there is no
visible difference between P and p ,. Surprisingly, the values
of p, shows the worst results. Some of the possible reasons
is considered in [12]. As predicted, error value is minimal
near one of model parameters, and essentially increased
near bounds. This approach demonstrates maximal
identification speed, which is determined only by the object
dynamic. In the current simulation conditions, identification

occurs nearly instantaneous. As a consequence, essential
identification error is observed. Also results shows, that for
every method of parameter estimation, an optimal ¢ value
exists, and optimal ¢ value for e,, is essentially large, then
for ege, €.

The identification error analyses (fig. 7) for the approach
with band-limited models shows, that, in general, this method
leads to less errors under the same conditions, then method
with fixed models. Moreover, due to moving parameters the
are no “dead zones” near working range boundaries. One
model is follows the object parameter in own band, and
provides better identification results.
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The error shapes shows one essential drawback for this
method: near the bands boundaries the are fast switching
oscillation. Switching from one active band to another
occurs with the frequency, which is defined by the simulation
time step. This behavior is due to the fact, that identification
process is dynamical too, and we should not neglect its
dynamic.

The fig. 7, especially its right part, show us this approach
is much more sensible to correct values of the identification
system parameters itself, in particular gy .

The simulation results for the approach (9) shows
(fig. 8-10), that this method shows best results among
approaches under consideration. At least 2 models follows
the object parameter, that gives good accuracy. Other models
moved to extremum too, but continues to “patrol” working
range.

CONCLUSIONS

In this paper an actual task for multi-model identifications
system synthesis, analysis and defining condition for
particular method selection is reached.

Results of identification process simulation allow us to
make some conclusions:

— identification using models with fixed parameters, in
spite of simplicity and speed, can not provide sufficient
accuracy and full range covering;

— system with band-limited parameters gives better
results, but suffer high frequency switching;

— system with models, which parameters displacement
is described as body movement under forces gives best
result;

— in conditions under consideration, there is no valuable
difference between p, and p,,

— every approach under consideration have own optimal
value for the qy.

The practical value of this work is to provide both fast
and precise methods for complex dynamic system
identification, by which modern technological systems is
characterized. Also, the results of this paper gives
background to chouse correct method among considered.
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'KaHz. TexH. HayK, JOLEHT, JOLCHT Kadeapsl HHPOPMALIMOHHBIX TEXHOIOTHI H chcTeM HarmoHansHOM MeTamryprudeckoi akageMun
VYkpaunsl, [Inunpo, Ykpanna

*JI-p TexH. Hayk, mpodeccop, 3aB. Kadeapsl HHPOPMALMOHHBIX TEXHOJOTHI U cucteM HarumoHansHol MeTamrypriudeckoil akaaeMun
VYkpaunsl, [Inunpo, Ykpauna

CPABHEHME MYJIGTUMOJIEJbHBIX METOLOB UAEHTU®UKALIMM B 3A TAYE UIEHTUGUKAIIUA HUJIAHERHBIX
JUHAMUWYECKUX CUCTEM

B crathe paccMOTpPEHO HECKOIBbKO METOJIOB HACHTH(UKALIUH AT HENMHEHHBIX (BO3MOXKHO XaOTHYECKUX) THHAMHYECKUX cucTeM. [Ipenmy-
IIECTBA M HEJOCTAaTKM CYNIECTBYIOMIMX METO/IOB yIIOMHHAIOTCS. Bce METOABI MCIONB3YIOT MHOXECTBO Mozenei. [Ipeanaratorcs pazinndHbie
TAKTHKH IS IBHKCHUS TTapaMeTPOB MOJIENH C LIENIBIO pellieH s 3aJauu naeHTHuKkanuu. [Ipocreiimas TakTHKa HCIONB3yeT MOAENH C (prukcupo-
BAaHHBIMHU TTapaMeTpaMH. DTOT METOI MMEET MPOCTYIO Pealn3anuio, 00ECIIeuNBaOT HAMIYYIIYI0 CKOPOCTh MACHTU(MHUKANY U XyALIyIO TOY-
HOCTb. MeToz ¢ MOZIENSIMU C OTPaHMYEHHOH TOJIOCOH MOMCKa MO3BOJIAET JOOUTHCS OONbIIeH TOYHOCTH, Onarofaps NCHONb30BAHUIO MOJIENICH,
HAaCTpauBAOLINIl CBOM NapaMeTp B 3HAYEHHE JIOKAJIbHOTO MAKCHMYMa, HO TIOJ[BEP)KEHA BBICOKOYACTOTHBIM KOJICOAHUAM U3-3a HTHOPHPOBAHUS
JIUHAMHKH CaMo# cucTeMbl naeHTHuKanuu. [logxon ¢ MoaensamMu, Ybe ABMKEHHE UMUTUPYET ABMKEHHE Tela IO IeHCTBHEM BHEMIHUX CHII U
BSA3KOTO TPEHHS JEMOHCTPUPYET MUHUMANbHBIE OMINOKY MACHTU(HUKAIIMY U 3HAYUTENBHYIO CKOPOCTh. [IpoBeieHO MonempoBaHus IPOIIECCOB
UAECHTU(UKALINN U cAenaHbl BIBOABL. CONIACHO pe3ybTaTaM MOEIMPOBAHMS, BBIACICHBI IPEUMYIIECTBA M HEAOCTATKH. BBIBOIBI TO3BOIIAIOT
czienarth NpaBUIIBHBINA BEIOOP B 3a/1aue BeIOOpa criocoba naeHTHuduKanmu. Kpome Toro, pe3ynbrars! 03BOJSIOT IPAaBUIIBHO BEIOPATh HEKOTOPHIE
TIapaMeTpsl B CHCTEME HACHTU(UKAIIUH.
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KawueBble ciioBa: I/LHCHTI/I(bI/IKaI_II/IS[ HEJIMHEWHBIX TUHAMUYECKUX CUCTEM, MYJIbTUMOJICIIBHBIC METOIbI I/I,HCHTI/I(bI/IKaI_II/II/I, MoAeIpoBaHue,
OLCHNBAaHUE SKCTpEMYyMa.

T'yna A. 1!, Muxansos I1. 1.2

'KaH. TexH. HAayK, JOIEHT, NOUEHT Kadenpu iHpopMmaliiHux TexHomoriit i cucrem HanjonansHoi MetanypriiiHoi akagemii Ykpainu
(HMertAY), [duinpo, Ykpaina

J1-p TexH. HayK, npodecop, 3aB. Kadeapu iHdopmariiiHux Texuonoriii i cucrem HaunionansHoi Meraiypriiinoi akagemii Ykpainu (HMe-
TAY), JHinpo, Ykpaina

MOPIBHSIHHSI BATATOMOJEJIBHUX METO/IB ITEHTU®IKAILI ¥V 3A JAYI ITEHTU®IKAILT HEJITHIAHUX TUHAMI-
YHUX CUCTEM

VY crarti po3nISIHYTO KiIbKAa METONIB ifeHTH(IKALIl /Uil HEeNiHIHHUX (MOXIIMBO XaOTHYHHUX) JUHAMIYHMX cucteM. [lepeBaru i Hemomiku
ICHYIOUMX METOIB 3raJlyloThcsl. Bci METOIM BUKOPUCTOBYIOTH MHOXHHY Mozieneil. [IporoHyIoThCst pi3HI TAKTHKH U1 PyXy IapaMeTpiB MOl
3 METOIO PO3B’sI3aHHs 3a1aui ineHTudikawii. HaiimpocTila takTika BUKOPUCTOBYE Mozieli 3 hikcoBaHuMU napamerpamu. Lleit meTon Mae npocty
peanizalito, 3a6e31e4yioTh HaiKpallly MIBUAKICTb ineHTH(IKaLii i ripiry TouHicTb. MeToz 3 MOAENIsIMHU 3 0OMEXEHOI0 CMYTOI0 MOIIYKY J03BOJISE
JIOMOTTHUCS OUIBIIOI TOYHOCTI, 3aBASKN BUKOPUCTaHHIO MOJIENIeH, sIKi HaJIAIITOBYIOTh CBiif TapaMeTp B 3HAUCHHS JIOKAILHOTO MAKCHMYMY, ajie
CXHJICHO JI0 BUCOKOYaCTOTHUM KOJMBAHHSAM 4Yepe3 IrHOpYBaHHs JUHAMIKH caMoi cucteMu ineHTudikamii. ITigxin 3 Moxensmu, ynii pyx iMitye
PyX TiIa miz Ji€ro 30BHINIHIX CHJI 1 B’3KOTO TEPTS IEMOHCTPY€ MiHIMAaJIbHI TOMIIIKY ieHTH]IKaii 1 3HaYHY IBUAKICTH. [IpoBeneHo MoneoBaH-
Hsl 11poLeciB ineHTHdikanii 1 3po6ieHi BUCHOBKH. 3T1IHO 3 pe3y/IbTaTaMU MOJIEIIIOBAaHHS, BUIUIEHI IEpeBaru Ta Heo iK1, BUCHOBKH J103BOJIAIOTH
3po0uTH NpaBUIbHUI BUOIp B 3a1aui BLOOPY criocoOy inenTudikauii. Kpim Toro, pesynbrat J03BOJSIOTH IPaBUIbHO BUOPATH JIesIKi TapaMeTpu
B CHCTeMI ieHTHiKamil.

Konatouosi cioBa: ineHTH(IKaNis HENMHIHHUX JIUHAMIYHUX CHCTEM, MYJbTIMOJEIBHI METOAM iAeHTH(]IKAIii, MOJIEIIOBAHHS, OLIHIOBAaHHS
EKCTPEMYMy.
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