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ABSTRACT

Context. The problem of data depersonalization in information systems is considered. The analysis of modern approaches to de-
personalization of data is carried out, it is revealed and proved by need of creation of the new method allowing to increase security of
the processed data and their reliability. The object of the study was a model of data depersonalization, allowing to reduce the cost of
protecting information systems.

Objective. The goal of the work is the analysis of modern methods of depersonalization and the creation of a method that elimi-
nates the identified shortcomings, with an increased level of confidentiality and use of hashing of critical data and a private key.

Method. A method of personal data depersonalization is proposed, based on the method of entering identifiers using hashing of
critical data and a private key, which allows to increase the confidentiality of information processed in information systems. Methods
are proposed for selecting key critical attributes from primary documents that uniquely identify the subject of personal data, the
method of generating initial sets, which divides the source data into two disjoint subsets, the method of generating a hash identifier
from a unique sequence and a private key that depersonalizes information and enhances its confidentiality.

Results. The developed method is implemented in software and researched while solving the problems of depersonalization.

Conclusions. The carried out experiments confirmed the efficiency of the proposed method and allow to recommend it for im-
plementation in automated information systems for processing personal data for solving problems of depersonalization. Prospects for
further research may be in the creation of hardware streamlined data depersonalization allowing to increase the speed of processing
and confidentiality of data in the information systems.

KEYWORDS: depersonalization, personal data, hash identifier, hash algorithm, private key, information system.

ABBREVIATIONS additions), the operator must ensure the confidentiality of

PD is a personal data; the data being processed, which leads to significant mate-
ISPD is an information system of personal data. rial costs [1-3]. So the cost of protecting one workplace
of an automated personal data processing system can be

NOMENCLATURE more than 1000 US dollars, and the number of worksta-

D is a personal data table; tions of an automated system can be several hundreds of
M is a total amount of attributes; dollars. Also the problem faced by many companies, col-
N is a table rows count; lecting and storing consents to the processing of personal
Ai, A; are datasets; data that require handwritten completion or using an elec-
K is a number of key attributes; tronic signature, is known. To solve this problem, the

F is a hash function; methods of depersonalization can be used [4].
ai is a rows of data of the table; The object of the research is the process of trans-
P is an original message; forming confidential personal data into anonymous, non-
f is a multi-round non-key reshuffle; confidential sequence.

The process of converting confidential personal data
into an impersonal non-confidential sequence usually
takes a lot of time, has a low resistance to attacks and has

Theta, Chi, Pi, Rho, Lota are hash functions;
A,B,C,D are arrays;

X 1s an amount; limitations at processing large amounts of personal data

1 1s a counter; with frequent changes.
Z is a hashing results; The subject of the research is the methods of deflat-

r is an array defining the count of bits of reshuffle for ing personal data.

each state; Known methods of data depersonalization [5—8] have
PK is a private key. low speed; in records relationships between attributes of
depersonalized data and their corresponding personal data
INTRODUCTION attributes are partially preserved; if the values of individ-

In modern automated systems a large amount of per-  yal attributes change, only the composition of the data can
sonal data of various security classes is processed. In ac-  change, not the depersonalization. Therefore, in order to
cordance with the Convention for the Protection of Indi- increase the Speed and Conﬁdentiality of data depersonal_
viduals with regard to Automatic Processing of Personal ization, it is necessary to develop a method to eliminate
Data (Strasbourg, January 28, 1981) (with changes and  the identified shortcomings.
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The purpose of the work is to increase the speed and
quality of the process of depersonalization of data proc-
essed in automated information systems.

1 PROBLEM STATEMENT
Let us assume that the raw data is given in a form of
preliminary values Dw(di,d>,...,dw), where M is the total
attribute count and N is the table row count. Attributes d
may be key and non-key. As the result the number of the
key values is equal to K (0<K <M). While forming of

data for hashing a private key PK with bitness of 512 is
used. For a given sequence of data, the depersonalization
function can be represented as the task of splitting data
into two sets, 41 and 4., wherein 4 contains confiden-
tial data, 4. the anonymous information, and finding a
unique do sequence  such  that, for  set
F(an, ao,...,ar, PK) , the value d, will be a unique

do=const . At the same time the following condition is
met— the inverse is impossible, finding a
(an, as,...,ax, PK) data block from any d, is impossible,

which in turn allows to establish the interrelation of the
elements of the first and second sets.

2 REVIEW OF THE LITERATURE

In the process of analysis of modern methods of PD
depersonalization the following methods were studied:
method of identifiers implementation, method of change
of composition or semantic, method of decomposition,
mixing method.

1) Method of identifiers implementation is a replace-
ment of personal data values with creation of a table
(guide) of conformity of identifiers with the initial data.
The disadvantages of this method are:

a) In the request and in the response to this request
the type of representation of PD attributes that were re-
placed with identifiers is changed.

b) In the records the relations between attributes of
depersonalized data and PD attributes corresponding to
them are saved.

c) It is applicable to a small amount of PD attrib-
utes and the small volume of a PD array.

2) Method of change of composition or semantics is
the change of composition or semantics of personal data
by replacement with statistic processing, transformation,
compilation or replacement of some information [9]. This
method has the next disadvantages:

a)  Application of this method is uneffective for PD
depersonalization, because during PD attributes extracting
it is necessary to consider the possibility of
depersonalization with the usage of these attributes.

b) During basic replacement of values of separate
attributes only change of PD composition can happen, but
not depersonalization.

¢) In record relations between attributes of deper-
sonalized data and the attributes of personal data corre-
sponding to them are partially saved.
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d) Applicable when processing tasks do not require
personalization of depersonalized data, if it is needed this
process can be used on small data arrays.

3) Method of decomposition is division of an array of
personal data into several sub-arrays with subsequent
separate storage of sub-arrays . The basic disadvantages
are:

a) It saves relations between attributes of deperson-
alized data and PD attributes corresponding to them in
records of each storage.

b) Isapplicable on large arrays of PD.

¢) Resistance to attacks depends on the complexity
of setup of relations between tables

4) Mixing method is a reshuffle of separate values or
groups of values of personal data attributed in an array of
persona data. This method has these disadvantages:

a) This method does not save relations between
attributes of depersonalized data and personal data attrib-
utes corresponding to them in records.

b) Resistance to attacks increases with growth of
the size of the array of personal data.

c) In applicable to large arrays of personal data
with frequent changes in data.

The algorithms for the implementation of the identifi-
ers’ priming method are represented by functions, some
of which consider various cryptographic approaches for
generating an identifier for the connection between the
cross-reference table and the depersonalized database. For
example, a unique and relevant identifier of an individual
is obtained by using a one-way cryptographic function
from the following attributes: the surname, name, patro-
nymic and date of birth of the individual — O.A.
Vishnyakova and D. N. Lavrov [9]. There is also a patent
for a method of identifying a subject of personal data us-
ing a SIM card as an identifier for communication, pro-
posed by E. S. Volokitina [10]. The method has been suc-
cessfully implemented in educational organizations. The
featured algorithm successfully solves the security prob-
lem during processing anonymous data. However, the use
of an additional identifier complicates the processing and
increases costs.

Algorithms for the implementation of a method of
changing the composition or semantics are presented by
I. Y. Kuchin [11], which proposes an approach of encod-
ing identifying attributes based on the developed algo-
rithm. A distinctive feature of the work is the analytical
justification for the choice of the composition of the iden-
tifying group and the provision of a given degree of ano-
nymity as part of an anonymous database. This method
has been introduced in the healthcare field, however, the
issue of ensuring security is solved only when storing
personal data, not when dealing with other information
processing modes.

Algorithms for the implementation of the mixing
method are presented by works that propose the use of
mixing algorithms aimed at the storage of PI or its trans-
mission over open communication channels. For example,
K. O. Bondarenko and V. A. Kozlov [12] have presented
a method of mixing data inside segments with sequential
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mixing of rows and sensitive attributes, as the algorithm
uses lookup tables generated by the cryptographic gamma
method. On the one hand, the use of cryptography guaran-
tees the sustaining power of the algorithm even during a
processing session, but, on the other hand, it complicates
the process of adding, deleting, searching data and in-
creases the cost of protection. These shortcomings are
obstacles for the implementation of the method.

Other research areas involve the use of mainly crypto-
graphic methods, which can be attributed to depersonal-
ization with a sufficient degree of conditionality, since
they solve the problem of the impossibility of identifying
an individual according to the processed data, but they are
not formally included in the set of methods established by
Roskomnadzor or merely partially use such methods. For
example, the work of Y. V. Trifonova and R. F. Zharinov
[13] suggests using the built-in cryptographic tools of the
CryptDB database management system. As an example of
the partial use of the identifier method, one can cite the
work of I. Azhmukhamedov, R. Y. Demina and I. V. Sa-
farov [14], wherein the cross-reference table encryption is
applied with subsequent blocking.

To generate a sequence hash, the following method is
used based on the concept of a cryptographic sponge,
which calls for two primary stages [15-16].

1)  Absorbing. The initial message P is subject to
multi-round reshuffles f, accumulation and processing of
all blocks of the message from which the hash will be
developed is conducted [17].

2)  Squeezing. The output of the received value of
Z as the shuffle result, the development of the hash value
and the output of the results until the necessary length of
the hash is reache [18].

In the absorbing phase first is set the initial state from
the zero vector with the size up to 1600 bits . Next is con-
ducted the operation xor of a fragment of the initial mes-
sage po with the fragment of the initial state with the size
of r, the remaining part of the state with capacity of ¢
remains the same.

The result is processed by the f function which is a
multiround non-key pseudo-random reshuffle and repeats
till the initial message blocks exhaust [19]. Next comes
the squeezing phase at which it is possible to extract a
hash of a random length. The flow chart of the hashing
algorithm is shown at the Fig. 1.

The function F() in this algorithm executes 24
rounds, one round includes the work of five functions
Theta, Chi,Pi,Rho,Lota , consistently processing the inner
state at each round.

The function Theta is represented by the next expres-
sions (1):

C[xFA4[x,0]D A[x1]1® A[x,2]D A[x,3]D A[x,4],x=0 ..4
D [xFC[x-1]® (C[xH]>>>1),x=0 ..4;
Alx, y]=Alx,y]® D[x],x=0...4,y=0...4. (1)
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Figure 1 — The flow chart of the hashing algorithm
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The function Chi is represented by the next expres-
sion (2):

A= B 1®(~ B +1)] & Bix+2, 71 x=0..4,y=0..4. (2)

The functions Pi, Rho are represented by the next
expression (3):

Bly,2x+3y]= Alx,y] >>>r(x,y),x=0..4,y=0..4. (3)

The function Lota is represented by the next expres-
sion (4):

A[0,0] = A4[0,0] xor RC . 4

Where B is a temporary array having the same struc-
ture as the state array; Cand D are the temporary arrays
each containing 5 64-bit words; r -array defining the
number of bits of spinage for each word of the state; in-
version of the value ~B[x+1,y].

Stepl: at the beginning of the algorithm data initializa-
tion is conducted. The size of the state is 1600 bits. Next
to the variable i the value 0 is assigned.

Step2: after this the processing of the array with func-
tions C[x], D[x], A[x, ], B[»,2x+3y], A[x,y] begins, and be-
sides these operations is conducted the summation of the
xor-round constant RC with the word A4[0,0].
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Step 3: after data processed with subfunctions goes the
check for the rounds count. If the condition i>24is true
then the output of the 4 array is conducted. If not then
we increment by 1 and make the operations until this con-
dition is true.

3 MATERIALS AND METHODS

In order to eliminate the drawbacks mentioned above a
personal data depersonalization method, based on the
method of identifiers implementation using hashing of
critical data and a private key, was developed [20]. As raw
data a personal data table Dx(d1,d>,...,dv) is reviewed, where
M is the total amount of attributes and N is table rows
count, dv is an attribute referring to key and non-key.

In this, at the first step by expert way critical data and
data clearly identifying the personal data subject is de-
fined. Corresponding attributes are defined as ley ones.

At the second step the initial array D according to
chosen key attributes is split into two non-intersecting
sub-arrays 41 and 4. It is worth noting that into each of
sub-arrays an additional attribute do is added, by which
value later the comparison of depersonalized data with the
personal data subject is conducted. As the result the num-
ber of key values is equal to K patients (0<K <M). . In
this, in 4. is stored depersonalized data that is not inter-
esting for the intruder, so it does not require protection
and is stored in the clear.

At the third step for the set of key values of each row
(an, aw, ...,an)€ A, where i=1.2,..,N the value of the

attribute do = F'(an, ai,...,ax, PK) is calculated, where
F is a unique function unknown for the user, PK is the
unique private key. As F in this case the hash function is
chosen [21].

Al(dO,al, az, ...,an), Az(do,bl,bz, ...,bn) where A is
the (a1, a2, ...,an) set of confidential data and the d.
hash, 4. is the (b1, b2,

the do hash. In addition to the above, knowing the initial

...,bn) set of anonymous data and

(ain, ai2, ...,ain) € A1 data can contribute to finding the
(b, biz, ...,bin) € A2 set.
4 EXPERIMENTS

For the experiments a computer program and a data-
base, implementing the proposed method, with the initial
data of 100 subjects of personal data of a medical institu-
tion, were developed. The developed software has been
studied at solving the problems of depersonalization.

On the basis of the initial sample, key critical attrib-
utes were identified that uniquely identify the subject of
personal data that is stored in a protected information sys-

tem. Using this data and a private key, for each record a
hash identifier is generated, which is the primary key of
the subject of the personal data in the depersonalized in-
formation system.

To search for the necessary record in an impersonal
information system, a developed subprogram for calculat-
ing the identifier hash is used, which based on the data
from the primary documents of the personal data subject
formed the primary key of the specific record.

After the formation of data for a depersonalized in-
formation system, an analysis was performed for the pres-
ence of collisions [22-23].

5 RESULTS
As an example let’s review a database of patients of
some treatment institution (see table 1).

Table 1- Patient database

Last First Patro- Se | Date of | Medical Diagn
name Name | nymic X birth insurance | osis
Ivanov | Ivan Ivano- M 12.12. 12345678 | Pneu
vich 1992 910 monia
Petrov | Denis | Yurie- M 11.11. 46548677 | Pye-
vich 1990 684 lone-
phritis

For example, for the patient Ivanov the critical per-
sonal data is: first name, last name, patronymic, date of
birth. For the hash identifier preparation we will use this
data:
{Ivanov,lvan,Ivanovich,12.12.1995}+{bPeShVkYp3s6v9
y$B&E)H@McQITjWnZq}, where the second addend is
the private key of the treatment institution. After the cal-
culation we get the hash identifier:
1628b3db5c13865aea5856a630a736653059fc7e2d7c4918
97b636428c62a26b.

In the depersonalized database the hash identifier and
the depersonalized personal data are stored (see table 2).

Table 2 — Depersonalized database

Hash identifier Medical insurance | Diagnosis
1628b3db5c13865aca 12345678910 Pneumonia
5856a630a736653059f
c7e2d7c491897b63642
8c62a26b
4d949d630cfaafe3ddl
51a2e06d7345a44a61
889a8c097622abfd6ca
0f515a7f

46548677684 Pyelonephritis

In the secure database the hash identifier and the criti-
cal personal data are stored (see table 3).

Table 3 — Secure database

Hash identifier Last name First name | Patronymic | Date of birth Hash identifier
1628b3db5c13865aca5856a630a73665 Ivanov Ivan Ivanovich 12.12.1992 1628b3db5c138652¢a58562630a73665
4d949d630cfaafe3dd151a2¢06d7345a4 | Petrov Denis Yurievich 11.11.1990 4d949d630cfaafe3dd151a2e06d7345a4
4a61889a8c097622abfd6ca0f515a7f 4a61889a8c097622abfd6ca0f515a7f
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In this, the ability to restore the original data from the
hash identifier is impossible. To obtain an identifier it is
required to fill in the necessary fields of the subject of
personal data from primary documents using the private
key in the developed software.

6 DISCUSSION

Let’s consider the application of this method sing the
famous characters Alice and Bob [24].

Alice came to see Doctor Bob. To identify Alice she
shows Bob the critical PD from her initial documents
(passport and medical insurance). Bob using the calcula-
tor for hash identifier inserts this data and the key of the
hospital and forms the hash identifier that allows getting
the access to Alice’s patient file. After diagnosing and
prescribing treatment Bob inserts data into the informa-
tion system and sings it with his electronic signature.

A curious staff member Eva wanted to know Alice’s
diagnosis but can’t find her card in the information sys-
tem because she does not know the hash identifier as well
as Alice’s critical data.

Mallorie found out Alice’s critical PD and got the ac-
cess to the calculator for hash identifier, but she does not
know the hospital’s key for calculating Alice’s identifier.

This method has the next advantages:

1) Data becomes depersonalized which reduces costs
of ISPD protection.

2) It is impossible to define the presence of a certain
subject in ISPD by known unique attributes.

3) Operator during subject’s application by his PD
gets access only to one record of ISPD.

4) The context analysis is impossible.

CONCLUSIONS

The actual problem of data depersonalization in the in-
formation system was solved by introducing identifiers
using hashing of critical data and a private key.

The scientific novelty of the obtained results is that a
method was proposed for introducing identifiers using
hashing of critical data and a private key for the first time.
This allows to increase the level of data confidentiality,
reduce the requirements for the level of information sys-
tem security, increase the speed of data processing by
convolving critical data into a hash identifier.

The practical significance of the obtained results is
that software that implements the proposed method has
been developed and experiments have been carried out to
confirm the adequacy of the proposed mathematical mod-
el. The results of the experiment allow us to recommend
the proposed method for introducing into automated in-
formation systems the processing of personal data at the
design stage or optimizing of the existing systems, which
will reduce the cost of protecting the information system.

Prospects for further research are to explore the pos-
sibility of implementing this method in a software and
hardware system that allows to increase the speed of the
information system.
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METO/I 3HEOCOBJIEHHS JAHUX B 3AXMIIEHAX ABTOMATHU30BAHUX IHOOPMAIIIMHUX CUCTEMAX
CnesakoB O.I'. — xann. TexH. Hayk, JOOoneHT Kadenpu iHdopmaniiinuii Oe3mexu, IliBneHHO-3axigHUN IepXKaBHUH YHIBEpPCHTET,
M. Kypcsk, Pocist.
CneBakoBa C. B. — acnipanT kadepu oOuucroBaibHOl TexHikd, [liBIeHHO-3axiiHuiA AepKaBHUi yHiBepcuTeT, M. Kypcebk, Pocist.
IIpumenko J. B. — acipanT kadenpu obuucoBanbHOI TexHikY, [liBnenno-3axinHuil nepxxaBHuil yHiBepcuteT, M. Kypcbk, Pocis.

AHOTALIA

AKTyalbHicTb. Po3riIsiHyTO 3aBiaHHs 3HeocoONeHHs NaHuX B iH(opmauiiiHux cucremax. IIpoBeneHo aHami3 cy4acHHMX MIiIXOJIB JIO
3HEOCOOJIIOBAHHS JTaHUX, BHSBJICHO Ta OOIPYHTOBAHO HEOOXIIHICTIO CTBOPEHHS HOBOTO METOMY, LIO JO3BOJISE MiJABUIIMTH 3aXHIICHICTH
00po0IIOBaHUX MaHUX 1 1X T0CTOBIpHICT. O0’€KTOM MOCHIIKEHHS € MO AeNepcoHami3anii JaHuX, HI0 [O3BOJISE 3HU3UTH BHUTPATH Ha
3axuCcT iHQopMalidiHUX cucTeM. Mera poOOTH — aHaji3 Cy4acHHX METOJIB 3HEOCOOJEHHs 1 CTBOPEHHS METONY, LIO YCyBa€ BUSIBIICHI
HEJIOJIIKY, 3 TIJIBUICHUM pPiBHEM KOH(]IJCHIIIITHOCTI Ta BUKOPUCTAHHAM XCITyBaHHS KPUTUYHO BOXJIMBUX JAHHX 1 IPUBATHOTO KIIIOYA.

Mera: aHami3 Cy4acHUX METOJIB 3HEOCOOJICHHS i CTBOPSHHS METONy, LIO YCyBa€ BHSBICHI HEJNONIKM, 3 IiJBUINCHUM piBHEM
KOH(DIACHIIIITHOCTI Ta BUKOPUCTAHHSIM XCIITYBaHHS KPUTUYHO BOKJIMBUX JAHUX 1 PUBATHOTO KIIFOYA.

Mertoz. 3anpornoHOBaHO METO 3HEOCOOICHHS! IEPCOHANIbHUX JIaHUX, 3aCHOBAHUI Ha METO/I BBEJECHHS iIeHTH(]IKAaTOPiB 3 BUKOPUCTAH-
HSIM XCIIYBaHHS KPUTUYHO BXKIMBHX IAaHHMX 1 NMPUBATHOTO KIFOYA, WO JO3BOJISAE JOCAITH MiJBHIICHHS KOHQIIEHIIHHOCTI iHpopMaii,
00po6ItoBaHoi B iH(OpMaLiiiHUX cHUCTeMax. 3almpOIOHOBAHO METOAM BHOODPY KIFOUOBHX KPUTHYHO Ba)XKJIMBHUX aTPUOYTIB 3 MEPBHHHHUX
JIOKYMEHTIB, 1[0 JO3BOJISIOTH OJHO3HAYHO 1IEHTU(IKYBaTH Cy0’€KTa NEPCOHAIBHHUX AaHUX, METONY (OPMYyBaHHS BUXIIHHUX MHOXHH,
po30uBae BUXiJIHI JaHi HA []Ba HENEPECIYHUX IIMHOKHHHU, METOoy (JOpMyBaHHs Xell ineHTH]IkaTopa 3 yHIKaJIbHOI MOCIiIOBHOCTI 1 MpHU-
BaTHOTO KJII04a, 00e3 iviBaroniero iHhpopmariito i masuirye il KOH(iJeHIiHHICTS.

Pe3yabraTu. Po3pobienuit MeTo | peani3oBaHui MPOrpaMHo i JOCIIKEHHUI IPU BUPIIICHHI 3aBAaHb 3HEOCOOICHHSI.

BucnoBku. IIpoBeneHi ekCriepUMEHTH MIATBEPIMIN MPALE3JaTHICTh 3alPONIOHOBAHOIO METOJY Ta J03BOJISIIOTH PEKOMEHAYBaTH HOro
U1 BIPOBADKCHHS B aBTOMATU30BaHMX iH(OpMaUiifHUX cHcTeMax 00pOOKU IEpCOHATBHUX AAQHUX JUIS BUPILMICHHS 3aBIaHb 3HEOCOOJICHHS.
IepcrieKTHBH MOAANIBIIHMX JOCII/DKEHh MOXYTh HOJISITATH Y CTBOPEHHI aapaTHUX 3ac001B IIOTOKOBOTO 3HEOCOOJICHHSI TAHUX, L0 J03BOJIS-
I0Th MiJIBUIINTH IIBUKICTH 00pPOOKH 1 KOH(IACHIIHHICTh TaHUX B iHQOPMALIIITHUX cHCTeMaX.

KJIFOYOBI CJIOBA: 31e0co0eHHs], IepCOHaNbHI [aHi, Xell 1JeHTu(iKaTop, alrOpUTM XellyBaHHs, IPUBATHUHN Kitoy, iH(opMauiiina
cHCTeMa.

V]IK 004.058.5
METO/J OBE3JIMYUBAHUSA JAHHBIX B SAIIIUINEHHBIX ABTOMATHU3UPOBAHHBIX HH®OPMALIMOHHBIX
CUCTEMAX
CueBakoB A. I'. — kaH/. TexH. HayK, JOLEHT Kadeapsl nHPOPMAIMOHHBIN Oe3omacHocTH, FOro-3amaaHeiii TOCYy1apCTBEHHBIN YHHBEP-
curert, I. Kypck, Poccus.
CneBakoBa C. B. — acriupant xadenps! BbIUHCINTENbHONM TeXHUKH, FOro-3anaHelil rocy1apcTBeHHbIN yHUBEpCHTeT, I. Kypck, Poceust.
Ipumenko JI. B. — aciupanT Kadenps! BEIYUCIUTEIPHON TeXHUKY, Oro-3anmanHblii rocynapcTBeHHBIH yHUBEpcuTeT, I. Kypck, Poccnst.
AHHOTALUA
AKTyalIbHOCTB. PaccMoTpeHa 3a1aua 00e31MuMBaHus JaHHBIX B HH()OPMALMOHHBIX cucTeMax. [IpoBe/ieH aHaIn3 COBPEMEHHBIX MOIX0-
JI0B K 00€31IMYMBAHUIO JAaHHBIX, BBIABICHA X 0OOCHOBaHA HEOOXOAUMOCTBIO CO3JaHMS HOBOTO METO/IA, TI03BOJIAIONIETO MOBBICUTH 3aIHIICH-
HOCTh 00pabaThIBaeMbIX JAHHBIX U HX JOCTOBEPHOCTb. OOBEKTOM HCCIIEOBAHUS SBIIACH MOZENb ACHEPCOHAIM3AINN NAaHHBIX, IO3BO-
JISTIOIAst CHU3UTH 3aTPAThl HA 3aIUTY MHQOPMAIMOHHBIX cucTeM. Llens paboThl — aHaIN3 COBPEMEHHBIX METO/I0B 00€3IMYMBAHUS U CO3/a-
HUSI METOJIa, YCTPAHSIIOIIETO BbISABICHHBIC HEOCTATKH, C MOBBILIEHHBIM YPOBHEM KOH(MHEHINAILHOCTU U MCIOJIB30BAHUEM XEIIHMPOBAHUS
KPUTHYECKH BaXKHBIX JaHHBIX M IIPUBATHOT'O KIIIOYA.
Iesb paGoThbl: aHAIN3 COBPEMEHHBIX METOAOB 00€3IMYMBAHUS U CO3NAHUA METO, YCTPAHAIONIETO BBISBICHHbIC HEJOCTATKHU, C TIOBBI-
IIEHHBIM YPOBHEM KOHGUAEHIMATBHOCTH U HCIOIb30BAHHEM XEIIMPOBAHUS KPUTUUECKH BaXKHBIX JAHHBIX M IIPUBATHOT'O KJIIOYA.
Merton. IIpensnoxken MeTo 00e3IMUMBAHMS NEPCOHAIBHBIX JaHHBIX, OCHOBAaHHBII HAa METOJIE BBE/ICHUS MIEHTU(PUKATOPOB C UCIIONB30-
BaHHEM XCIIMPOBAHMA KPUTUUECKH BAXKHBIX TAHHBIX U MPHBATHOTO KJII0YA, IIO3BOJIAIOMIETO JOOUTHCS MOBBIMICHU KOHGOHICHIHAIBHOCTH
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nHpopManun, oo6padaTeIBaeMoil B HHPOPMAIMOHHBIX CHCTeMaX. [IpeioskeHsl MeTOIbI BEIOOPA KIFOYEBBIX KPUTHUCCKH BAXKHBIX aTpHOYTOB
13 HEePBUYHBIX JIOKyMEHTOB, IIO3BOJIIOMIUX OJHO3HAYHO HACHTH(GUIMPOBATH CyOBEKTa HMEPCOHABHBIX NAHHBIX, METOda (POPMHPOBAHUA
HCXOJHBIX MHOYKECTB, Pa30MBarOIIMii HCXOJHbIC JaHHbIC Ha J1BA HENEPECEKaoNMXCs MOIMHOKECTBA, METOja (OPMUPOBAHUS X1 UJICHTH-
(uKaTopa U3 YHUKAJIBHOMN 110CIIEI0BATEILHOCTH M MPUBATHOTO KIII0Ya, 00€3IMYMBAIOIIEr0 HH(YOPMALIMIO U MOBBIIIAOIIET0 €€ KOH(PUASHIH-
aJIbHOCTb.
PesyabTaTel. PazpaboTanHbIl MeTO peaan30BaH NIPOrPaMMHO U HCCIICAOBAH MIPH PELICHUH 3a1a4 00e3IHYNBaHHUS.

BriBoasl. [IpoBeieHHbBIE 3KCIIEPUMEHTHI TOATBEPAUIH PAOOTOCIOCOOHOCTH MPETIOKEHHOTO METO/Ia U IO3BOJIAIOT PEKOMEH/I0BATh €ro
JUISL BHEZIPEHUS! B aBTOMATH3UPOBAHHBIX MH(POPMALMOHHBIX CUCTeMaX 00pabOTKU MEepCOHATIBbHBIX AAHHBIX AJIS PEIIeHus 3a1a4 00e3IMurBa-
Hus. [lepcrieKTHBBI JadbHEHIINX HCCIeNOBAHUH MOTYT 3aKII0UaThCS B CO3/IaHUHU alNIapaTHBIX CPEICTB OTOYHOTO 0OE3MHYNBAHUS JaHHBIX,
HO3BOJIAIONINX MOBBICUTH CKOPOCTH 00pabOTKH 1 KOHGHICHIIHAIBHOCTD JAHHBIX B HH(OPMALIHOHHBIX CHCTEMAX.

KJUIFOYEBBIE CJIOBA: o6e3nuunBanye, NepcoHalIbHbIE JaHHbIE, Xell HICHTU(HHUKATOP, alrOPUTM XEIIUPOBAHUS, IPUBATHBII KIIIOY,
nH(MOPMAMOHHAS CHCTEMA.
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OF AGGREGATES RELATIONS
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of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, Kyiv, Ukraine.

ABSTRACT

Context. In many engineering tasks where the monitoring of changes in the characteristics of an observation object, subject, or
process is required, it is necessary to process multimodal data recorded with respect to time moments when these characteristics are
registered. In this paper, the author presents a new approach to solving the problem of multimodal data structures timewise process-
ing, which allows to simplify the processing of such data by using the mathematical apparatus of an algebraic system of aggregates
and thereby reduce the requirements to computing resources. The algebraic system of aggregates operates with such specific data
structures as aggregates and multi-images. These complex data structures can be obtained as a result of data measuring, generating,
recording, etc. The processing of such multimodal data can also require discrete intervals processing.

Objective. The goal of the work is to formalise the relations between basic mathematical objects defined in the algebraic system
of aggregates, such as elements, tuples and aggregates, as well as the data structures based on these mathematical objects, namely,
discreet intervals and multi-images.

Method. The research presented in this paper is based on both the algebraic system of aggregates and the concept of multi-image
which enable multimodal data timewise processing. A carrier of the algebraic system of aggregates is an arbitrary set of specific
structures — aggregates. An aggregate is a tuple of arbitrary tuples, elements of which belong to predefined sets. Aggregates can be
processed by using logical, ordering, and arithmetical operations defined in the algebraic system of aggregates. A multi-image is a
non-empty aggregate, the first tuple of which is a tuple of time values. Such tuple of time values represents a certain discrete interval.
To process discrete intervals and multi-images, a set of relations is defined in the algebraic system of aggregates. This set includes
relations between tuple elements, relations between tuples, and relations between aggregates. The relations between tuples enable
arithmetical comparison, frequency comparison, and interval comparison. This mathematical apparatus can be used for both complex
representation of object (process) multimodal characteristics and further timewise processing of data represented as multi-images.

Results. The approach to discrete intervals and multi-images processing based on relations, which are defined in the algebraic
system of aggregates, has been developed and presented in the paper. The author provides examples of the developed approach prac-
tical implementation.

Conclusions. The results obtained in the research presented in this paper has shown that the relations defined in algebraic system
of aggregates enable processing of complex data structures named multi-images in data modelling, prediction and other tasks. To
allow data processing with respect to time scale, discrete intervals can be employed. A discrete interval is a tuple of time values. In
the paper, the author shows how relations for discrete intervals comparison can be used for solving practical tasks. Besides, the au-
thor presents the software tools which can be used for practical implementation of the given theoretical approach by employing the
domain-specific language ASAMPL.

KEYWORDS: Multimodal Data Processing, Aggregate, Multi-Image, Discrete Interval.

ABBREVIATIONS dT i< 2 tunle of diastol; lues:
ASA is the algebraic system of aggregates; dp 15 @ tupic of C1astolic pressure values,

. ASAMPL is .the programming language for mulseme- aij , aik , ai1, ai2: ail , ai2 ,ab a(lp a%, aé’ a}e’ ag, rl1 , ﬁ
dia data processing based on algebraic system of aggre- L
gates. are tuple elements;

N1, Ny, N;j are tuple lengths;

NOMENCLATURE My, Ms, Mw, M, M; are sets;
A is an aggregate; N, Np, Ng, Ne are powers of sets;
. is a non-empty set (carrier); Tis a set of time values;
7 is a set of operations; T 18 atime valu.e';
2 is a set of relations; I, I, 1, are multi-images;
i, 0y, J, K, g, p are indices; M; is a set of temperature values;
a,a, a’, al , a_t, gare tuples of arbitrary val- M, is a set of pulse values;

ues: Mgp is a set of systolic pressure values;

t_ , t_2 are tuples of time values; Mgp is a set of diastolic pressure values.
d{ , d? are tuples of temperature values;
o T e P INTRODUCTION
d}) , d% are tuples of pulse values; Nowadays, there is a wide range of tasks in engineer-
— ing, health care, education, and other fields [1-3], where
dép is a tuple of systolic pressure values; data are complex structures, values of which are defined,
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measured, generated, recorded in terms of time. Since
such data can be obtained in arbitrary time moments as
well as they are a subject of digital processing in com-
puter systems, time readings defining moments when
certain data values are obtained are digital values which
belong to discrete intervals.

Complex data in this context can be presented as a
multi-image [4-6]. A multi-image is a complex represen-
tation of multiple data sets describing an object (subject,
process) of observation which are obtained (measured,
generated, recorded) in the course of time. In mathemati-
cal sense, the multi-image is an aggregate, the first data
tuple of which is a non-empty tuple of time values. These
values can be natural numbers or values of any other type
which can be used for evident and monosemantic repre-
sentation of time. The advantage of multi-image use is
that since we have a complex representation of multimo-
dal data sequences defined in terms of time, it gives new
opportunities for data modelling, prediction and other
similar tasks. To process multi-images, we need to oper-
ate with relations between them and their components.
Since a multi-image is an aggregate, relations defined in
the Algebraic System of Aggregates (ASA) are used. In
this paper we present the relations of ASA and propose a
general approach for their use.

The object of study is the process of multimodal data
processing with respect to time stamps of data values.

The subject of study is relations between compo-
nents of complex data structures, namely, between dis-
crete intervals and between multi-images.

The purpose of the work is to formalise logical ap-
paratus of the algebraic system of aggregates and elabo-
rate an approach to its practical implementation.

1 PROBLEM STATEMENT
- n Y n
Let tuples a' :<ai1> ' and a’ :< ,2>2

) , elements of
i=1 i=

which are unique discrete values such as either aik < aikﬂ ,

k k

or & >a, is true for all (aik,aik+1),

Vie[l..n-1], aik eR, k = [1, 2] be discrete intervals.
Then the problem is to establish relations between these
discrete intervals which enable their arithmetical, fre-

quency, and interval comparison which can be used for
multi-image logical processing.

pairs

2 REVIEW OF THE LITERATURE

The foundations of interval algebra and interval-based
temporal logic were presented in [7] where Allen pro-
posed 13 relations between intervals. Allen and Hayes [8]
extended Allen's interval-based theory by formally defin-
ing the beginnings and endings of intervals which have
properties normally associated with points.

Nebel and Biirckert, in [9], introduced a new subclass
of Allen’s interval algebra called ORD-Horn subclass.
The authors proved that reasoning in the ORD-Horn sub-
class is a polynomial-time problem and showed that the
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path-consistency method is sufficient for deciding satisfi-
ability. Allen and Ferguson, in [10], presented a represen-
tation of events and actions based on interval temporal
logic. One of important features of the logic is that it can
express complex temporal relations because of its under-
lying temporal logic.

n [11], Schockaert, De Cock, and Kerre formulated a
notion of a fuzzy time interval and proposed fuzzy Allen
relations which are the generalization of Allen’s interval
relations. The authors applied the relatedness measures to
define fuzzy temporal relations between vague events.

In [12], Bozzelli et al. studied the expressiveness of
Halpern and Shoham’s interval temporal logic which is
“interval-wise” interpreted and enables expressing prop-
erties of computation stretches, spanning a sequence of
states, or properties involving temporal aggregations,
which are inherently “interval-based”. Griininger and Li,
n [13], identified the first-order ontology that is logically
synonymous with Allen’s interval algebra, so that there is
a one-to-one correspondence between models of the on-
tology and solutions to temporal constraints that are
specified using the temporal relations.

These and other similar researches consider time as
intervals and moments as well as such time values con-
sidered as single data, without structuring with data of
other types. Thus, in our research we work on another
approach which stipulates complex representation of mul-
timodal data as aggregates and multi-images.

3 MATERIALS AND METHODS
ASA is an algebraic system, a carrier of which is an
arbitrary set of specific structures — aggregates
[4,5].
Definition 1. An aggregate A is a tuple of arbitrary tu-
ples, elements of which belong to predefined sets:

A= vy I(a) 1= A (AL )

where {A} is a tuple of sets M;, (A) is a tuple of ele-
AN

ments tuples <aiJ > 11 corresponding to the tuple of sets
i=

Since ASA is an algebraic system [14], it consists of
sets (4, 7, R),, where .« is a non-empty set (carrier),
elements of which are elements of the system; # is a set
of operations; # is a set of relations. The carrier of ASA
is an arbitrary set of specific structures called aggregates.

Aggregates can be compatible, quasi-compatible or
incompatible [4, 5].

Operations on aggregates include logical operations,
ordering operations, and arithmetical operations.

The logical operations on aggregates are: Union, In-
tersection, Difference, Symmetric Difference, and Exclu-
sive Intersection [4].

Ordering operations include: Sets Ordering, Sorting,
Singling, Extraction, and Insertion [5].
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Arithmetical operations include: Elementwise Addi-
tion, Scalar Addition, Elementwise Subtraction, Scalar
Subtraction, Elementwise Multiplication, Scalar Multipli-
cation, Elementwise Division, and Scalar Division.

The basic relations in ASA [4, 5] includes Is Equal, Is
Less, Is Greater, Is Equivalent, Includes, Is Included,
Precedes, Succeeds. Let us present the whole set of the
relations in detail.

Relations in ASA include:

— Relations between tuple elements;

— Relations between tuples;

— Relations between aggregates.

Relations between tuple elements are Is Greater (>), Is
Less (<), Is Equal (=), Proceeds (<), Succeeds (>). The
first three relations (<, >, and =) are based on elements
value and the last two relations (< and >) concern ele-
ments position in a tuple. Naturally, elements must be-
long to the same tuple.

Let us consider elements of the following tuple:

a=(a.a,a3,8,)=(119,1118).

Then we can establish the fact of the following rela-
tions between the tuple elements:

Qy\<yPy;a=azsa; < &z a >ap.

Relations between tuples enable the following types
of tuples comparison:

—  Arithmetical comparison;

—  Frequency comparison;

—  Interval comparison.

Arithmetical comparison can be applied to two tuples

N N I n ) n
a' and a?, where a! :<ai1 > and a’ = <ai2> , if
1 /iy=1 2[iy=1

ai1 eM and ai2 € M . Arithmetical comparison is ele-
1 2

mentwise and based on the following relations:
— Is Strictly Greater (>);
— Is Majority-Vote Greater (3»);
—Is Strictly Less (<);
— Is Majority-Vote Less (<<);
— Is Strictly Equal (=);
— Is Majority-Vote Equal (<>).
The relation Is Strictly Greater between two tuples al

and a° is defined as follows:

a1>a2ifai1>ai2,i=[1 Nl np=n,. 2)

The relation Is Majority-Vote Greater between two

tuples a! and @’ can be defined as follows.
Let N :<1,2,...,n>,where

nl, if nl < nz;
n= .
nz,lf nl > nz,
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and let EINp;t@, EiNq;«t@ such as Npqu:N,
NpANg=@ and |Np|>[Ng|. Then vpeN,,
VgeNg:

1 201 2 1 .2
a »a’ifay>ap, a;<ag. 3)

The relation Is Strictly Less between two tuples

a' and a? is defined as follows:

al<a?ifal <a?,vi=[l.n],n =n,. (4)

The relation Is Majority-Vote Less between two tu-

ples a! and a® can be defined as follows.
Let N =(1,2,...,n), where

n,if np<n,
. b
nz,lf nl >n2

and let EINp;t@, EiNq;t@ such as Npqu:N,

NpANg=@ and |Np|<[Ng|. Then wpeN,,
Vg eNg:

A 2ol o2 2

a «xa 1fap2ap,aq<aq. ®)

The relation Is Strictly Equal between two tuples

a' and a2 is defined as follows:

al =a? ifail=ai2,Vi=[1..n1],n1:n2. (6)

The relation Is Majority-Vote Equal between two tu-

ples a! and a® can be defined as follows.
Let N :<1,2,...,n>,where

nl,if nl ﬁnz;
ny,if Ny >n,,

and let INg =D, such as
NpUNgUNe =N,
INe|>[Np|, [N
JeeNg:

HNp¢®, EINq:t@
NpMNgMNe =9 and
|Nq|. Then VpeN,, VqeN,,

p|’ p|:

2 .1 _ .2 1 _ .2
ag <ag,a =ag . 7

1201
a <>a 1fap>ap, q

Let us consider the following tuples:

al :<a},a§,a§,a§>:(l 1,9,11,18);

a’ :<a12,a22,a32,a§>:(2,7,4,10) :

171
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a’ :<af,a§,a§,ai,a§>=(7,19,4,10,8);
at = <a14,a2,a3 a4> (11,9,11,18);

ad = <af,a§,a§,a2,a5> (14,9,11,10,8).

Then we can establish the fact of the following arith-
metical relations between these tuples:

cat<at;
R

o))
\

Frequency comparison can be applied to two tuples

- iy - n - n

va' and Va® where a' =<a.1>1 and a’ =<a.2> t

h/ij=1 2 /i,=1

Frequency comparison is based on the following rela-
tions:

— Is Thicker ();
— Is Rarer (<);
—Is Equally Frequent (~).
The relation Is Thicker between two tuples a' and
2 is defined as follows:
al>a’iflal|> az‘. (8)

The relation Is Rarer between two tuples a! and a®
is defined as follows:

al <a?if

al

<a2.

)

The relatlon Is Equally Frequent between two tuples

is defined as follows:

al|-e].

Thus, if there are three tuples:

a' and a’

a1~

(10)

al —<a11,a£,a§,a}1,a5> (14,9,15,18,6);

2

a <a1 ,az,a3,a4> 2 7,4, 10

a3 = <al3,a2,a3,a4, ~(7,19,4,10,8).

To define how much thicker or how much rarer is a
certain tuple in comparison with another tuple, we intro-
duce a frequency measure which can be calculated as
follows:
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D . (11)

For example, for tuples al , a’
Ni2 :125, N73 208, N3 =1.

and a’ given above:

Interval comparison can be applied to two tuples a'

and a’, where a1 = <a1 >nl and a2 <a2 >n2 , if

I i=l 2 ih=1
aill eM and ai22 € M . Interval comparison [6] is based
on relations of Allen’s Interval Algebra. However, it has
a significant difference from Allen’s Interval Algebra in
that it operates with discrete intervals. Let us define this
notion and introduce the compact notation for relations
between discrete intervals.

Definition 2. A discrete interval is a tuple, elements of
which are unique values ordered either in ascending or in
descending order.

The relation Is Before between two discrete intervals

a' and a® is defined as follows:

al «a’if arl] < alz. (12)
1

The relation Is After between two discrete intervals

a' and a2 is defined as follows:

a' >a’ifa >a’ . (13)
2

The relation Coincides With between two discrete in-

tervals a' and a2 is defined as follows:

A 2012 .1 2
a©oa“ifa =a 8, =ay andny=n,. (14)

Note that this relation does not fully correspond to re-
lation Equal of Allen’s Interval Algebra because in ASA
we deal with discrete intervals, thus, two discrete inter-
vals can coincide in the first and last values, but other

values can be unequal. For example, if we have two tu-
ples (2,3,8,10) and (2,5,6,10), their discrete intervals
coincide but are unequal.

The relation Meets between two discrete intervals a'

and a2 is defined as follows:

Al 220l 2
a «a“ifa =af. (15)

1

The relation Is Met By between two discrete intervals

a' and a2 is defined as follows:
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The relation Is Finished By between two discrete in-

1 202 1 tervals a! and a’ is defined as follows:
a —a“if an2 =q. (16) ervals a’ an is defined as follows

The relation Overlaps between two discrete intervals a' »a’if all < a12 and a}ll = aﬁz : (24)
a! and a’ is defined as follows:
Relations between aggregates consist of relations be-
- — tween sets of aggregates and relations between tuples of
al ea?if all < a12 and arl1 < ar21 and alz < ail . (17)  aggregates.
' ? ! Relations between sets of aggregates are
Is Equivalent (=), Includes (2), Is Included (c).
The relation Is Overlapped By between two discrete The result of these relations depends of the aggregates
compatibility [4, 5]. Let us consider aggregates Aj, A,,
A;, Ay, As, and Ag defined according to (1):

intervals a' and a® is defined as follows:

Lya2ira2 _al 2 1 1_.2 1
a ca“ifa <ajanda’ <a_ anda; <a . (18) n ny
- 1 1
n, ] Ny Al_[IMl’MZ"“ MN|<aI1> ,...,<a >

iy =1

The relation During between two discrete intervals

a! and a’ is defined as follows: 0 n
Ar=[M{M,,...M <a.2> <a2>
- 2= [My,M; N {3 - v /i
a' wa’ifal >af andal <a’ . (19)
1 2
3
. . . . 3 3 3 n 3 ns
The relation Contains between two discrete intervals As=[M{,M5,...,Mg |<ai > ""’<ai >
— — 1/i=1 S lig=1
a! and a2 is defined as follows: :
A2l 22 1 2 nt 4
a ~a“ifa <a a >a‘ . 2 4 4/ 4\M 4\
ifal <a? anda, >a2 (20) A4:[[M1,_..,MW|<ai > <aw> I (@5
Hiy= by =1
The relation Starts between two discrete intervals a'
- nd n
and a’ is defined as follows: As=[M,M, |<a_5> i ’<a:5 > > L
Il i1=1 i2 1h=1
a' «a’ifaj =a anda <a . @1
1 2

s\ g\
. . . A6:[[M2,M1|<ai > ,<ai_ > ]]
The relation Is Started By between two discrete inter- 2=\ /=

Is a' and a2 is defined as follows:
vam an 18 delined as Torows Thus, compatibility of the aggregates in (25) is as fol-

lows: A = Ay A= A A= As; Ay = As; A=Ay

a' »a’ifal =a’anda! >a2 . @2 AEA.
L Then relations between sets of these aggregates are:
A=At (A DA {ATc{A.
The relation Finishes between two discrete intervals The rest of aggregates do not have these relations be-

al and a2 is defined as follows: tween their sets. It can be indicated by using negation:

Al walif al > a2 and arl]1 _ aﬁz . (23) (A ZE {Ash; (A 2 {As] {Ash & {Ag)

Let us note that in spite of that {Al1} D {A3} the sets
of these aggregates have common set M1. To establish
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this fact formally, we can employ logical operation Inter-

section [4]: {A}Nn{A}=M; or more formally
Afn{A}=D.

Let us formulate relations between sets for any two
aggregates.

The relation Is Equivalent between two aggregates A;
and A, can be defined as:

(A} = (A} ifA, = A, (26)

The relation Includes between two aggregates A, and
A, can be defined as:

(A} D {A} i A=Ay and|A]> A

and {Ay} =(My,....My ), (M,...Mg ) e {A}. (27)
The relation Is Included between two aggregates A,
and A, can be defined as:

(AL {A} if A=Ay and |A|<|Ay]

and {A} =(Myp...., My ), (M,....M ) e {Ay}. (28)

Relations between tuples of aggregates are identical to

relations between single tuples defined above relations of
three types:

— Arithmetical relations;

— Frequency relations;

— Interval relations.

However, possibility of their application depends of
the aggregates compatibility: relations between tuples can
be established only for compatible and quasi-compatible
aggregates.

Hiddenly compatible aggregates must be first trans-
formed to compatible [5] and then a relation between
tuples can be considered.

Let us also note that if tuples to be a subject of inter-
val comparison are not discrete intervals (see Definition
2), at first, they must be sorted by using operator Sorting
[5] and next they can be compared.

Relations between tuples of aggregates can be estab-
lished with evident indication of the tuples to be com-
pared:

(m@h)-(mEh)s (A} «(aeh).

If a certain relation is true for several tuples, it can be
indicated in the following way:

<A1(a1,a2)>l><A2(a1,a2)>.
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If a relation is established for all tuples, it can be de-
clared as follows:

(A)=(A).

Let us give several examples. At first, we consider
two aggregates A;, A, such as A; =A;:

Ar= [M,M;,M3(3,4,8,9),(3,1,16,12),(48,13)] ,

A= [M,M5,M53(1,5,7,8),(8,10,11,12),(12,15)] .

The following relations can be established between
these aggregates:

(A1= 1k (A)~(A): (A@)) > (m@h).

Next, let us consider two aggregates Az, Aq (As = Ay):
A= [M[,M,[(8,10,11,12),(17,31)],
A= M}, My, My [(2,4,8),(5,7,2,6,1)] .

These aggregates can be compared by using the fol-
lowing relations:

iy (A@h) = (Aa))

In all examples given above we operate with integer
elements, but any other data types can be handled in a
similar way.

Besides both relations between aggregates and rela-
tions between their components, we consider relations
between multi-images.

Definition 3. A multi-image is a non-empty aggregate
such as:

= [T,Mp,...My [{t,...t),

1 1 N N
(i ool

where T is a set of time values; t>n;,ie[l,...,N].

(29)

Since a multi-image, by definition, includes a tuple of
time values as the first tuple, let us formulate the follow-
ing lemma.

Lemma 1. If |, and |, are multi-images, then |; = I,.

Since compatibility is a special case of quasi-
compatibility, let us state Lemma 2 which follows from
Lemma 1.

Lemma 2. 31; and 31, suchas |, = I,.

These lemmas allow us to conclude that all types of
relations defined in ASA can be used for any set of multi-
images.

Let us employ this theoretical background for solving
practical tasks.
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4 EXPERIMENTS
Let us consider the following discrete intervals:

a —<alaaz’a3> (13,4);
< a3.a3.a7,a3 )= (8,9.12,13,16);
<al 8,4, a4> (1,3,5,6);

at - (ai'.a3.af.af) = (8,10.14,16);
a_s:<a15,a§,a§,a§,a§,ag>:(2,4,5,6,7,8);
.- (.10

a’ <a17 al.al, aZ,a5> (5,7,10,15,18) ;

el

8 =<a{g a§,a§,a4> (8,10,11,12)
a’ =<a{’ ag,ag,az,a5> (5,7,12,15,16);

al0 = <a110,a§° > (4,7,8) .

Then, we can establish the fact of the following inter-
val relations between these tuples (Fig. 1):

al «a’; a® 5 a; a2 wat; a’—a%;

Now let us solve the task related to health care. There
are two patients whose health status was being monitored
during a month by using several digital sensors: ther-
mometer, pulsometer, and sphygmomanometer.

Four parameters, namely, temperature, pulse rate, sys-
tolic pressure and diastolic pressure values were being
measured in the first patient and only two parameters
(temperature and pulse rate) were being measured for the
second patient.As a result of the monitoring, several data
sequences have been obtained and composed as two
multi-images: by one multi-image for each patient.

Our task is to compare these multi-images in order to
let doctors conclude on comparative health status of two
patients.

The data obtained from sensors belong to the follow-
ing data sets:

M; =[35.0,...,39.9] is a set of temperature values (°C);
Mp =[50,...,110] is a set of pulse values (bpm);
Mgp =[80,...,190] is a set of systolic pressure values
(mmHg);
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Mgp =[55....,

(mmHg).

There is also T=T[1, ...,
values (days of a month).

Let the data collected from sensors during the moni-
toring process of the first patient’s health status be as
follows:

100] is a set of diastolic pressure values

31] which is a set of time

t' =(2,3,7,11,14,20);
d = (36.4,36.1,36.3,36.2,36.5,36.3);
_}O (75,76,74,76,75,75);
dl) = (185,166,175,166,171,152);

ddp (66,70,70,68,71,72).

Then the obtained multi-image of the first patient’s
health status is:

L= [T.M{,M Mgy, Mg, [t'.d{,d},dgy. dg, 1=
= [T.M{, M, Mgy, Mgy [(2.3,7.11,14,20),
(36.4,36.1,36.3,36.2,36.5,36.3),(75,76,74,76,75,75),

(185,166,175,166,171,152),(66,70,70,68,71,72)] .

Also let the data collected from sensors during the
monitoring process of the second patient’s health status
be as follows:

sp>

t? =(2,7,12,16,20);

df =(36.8,36.6,36.3,36.4,37.0);

d2 =(72,81,76,93,97).

Then the obtained multi-image of the second patient’s
health status is as follows:

|2 = I]:TaMtaM p |t23dt29d%)]] =
= [T.M{,M [(2,7,12,16,20)] =
= [(36.8,36.6,36.3,36.4,37.0),(72,81,76,93,97)].
5RESULTS

We can establish the following relations between
these multi-images:

I} >y, (30)
(ho) o (L), (31)
o1y, (32)
(h@)) < (@), (33)
(KT ap)o(1(Tap). (34)
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Figure 1 — Relations between discrete intervals
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The relations (30), (31), and (32) give general com- 16
paration of multi-images and allow us to conclude that
some of measurements in both aggregates belong to the
same data sets and, therefore, they can be compared 8
({1} o {l,}); data have been measured at the same pe- :’

riod of time (<I1(f)> © <I 5 ('E)> ); the first multi-image
provides us with large amount of data (1; > 1, ). ASAMPL

The relations (33) and (34) enable comparison of pa-
tients’ health status: in most cases the second patient had

higher temperature (<I1(a_t)> < <I2(a_t)> ); the heart rate

of the first patient was more stable because spread of val-

m Testcode 1

Figure 2 — ASAMPL program code comparison

To allow the work with program code in ASAMPL,
the software tools for ASAMPL program code compila-

0 - . .

G++

= Test code 2

ues is less in the corresponding tuple of the first multi-
image (<|1(T %)>L)<I2(T £)>, where T means that

each tuple has been sorted in ascending order [5] before

interval comparison).

These relations are supposed to be applied to logical
rules used in data analysis software which can be devel-
oped by employing a domain-specific programming lan-

guage such as ASAMPL [6].

6 DISCUSSION
The proposed theoretical approach has been realized

for multimodal data processing by using programming
language ASAMPL. The experiments showed that the
proposed approach of timewise aggregated data process-
ing enables considerable decreasing of the code size

tion and execution have been developed. They include the
complier [15] and the integrated development environ-
ment (IDE) [16]. The developed ASAMPL compiler en-
ables lexical analysis, parsing, and interpretation of the
program code. The compiler is interconnected with the
IDE. The developed ASAMPL IDE allows a programmer
to develop code in programming language ASAMPL and
debug it by analyzing the syntax errors. The developed
IDE simplifies the work on a program code development
by allowing the user to edit it in the full-fledged text edi-
tor with the functions of automatic code completion, color
highlighting of key words, compiling and running devel-
oped programs. Fig. 3 shows the program code analysis
and compilation process in ASAMPL IDE.

CONCLUSIONS
The Algebraic System of Aggregates provides the
theoretical background for timewise multimodal data
processing. In particular, it defines relations between tu-

(Fig. 2). ple elements, tuples, and aggregates. This set of relations
enables wide range of algorithms of processing the com-
plex data structures such as multi-images.

@ ASAMPL-IDE - [ TestProject | -8
File Edit View Run Window Help
BB EA L BOwaC |7
Project Explorer Test3.asampl Testd.asampl testS.asampl Test2.asampl
) [ TestProject 1| PROGRAM FlayAndSaveVideo { ~
1] Testt.txt o Libraries |
[ Test2.asampl B3 }
[B) Test3.asampl il Handlers {
[B) Testa.asampl : }
[ tests.asampl b Renderers {
B
9 }
10 Sources {
il
12 videoln from
13 audioln from
14 audioOut from
15 }
16 Sets {
17
18}
19 Elements {
[20 time =
(21 num=5;
22 }
3. Tuples{ e
< >R
Build log..
Program Compiled Successfully...!
Testd.asampl

D:\Code\example\TestProject\Testd.asampl

Figure 3 — ASAMPL program code in the IDE
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A multi-image is a complex representation of multiple
data sets describing an object (subject, process) of obser-
vation which are obtained (measured, generated, re-
corded) in the course of time. Thus, the relations defined
in ASA enable processing of complex data structures pre-
sented as multi-images in data modelling, prediction and
other tasks.

To allow data processing with respect to time scale,
discrete intervals can be employed. A discrete interval is a
tuple of time values. In the paper, we show how relations
for discrete intervals comparison can be used for solving
practical tasks. Besides, we present the software tools
which can be used for practical implementation of the
given theoretical approach by employing the domain-
specific language ASAMPL.

The scientific novelty of the obtained results consists
in the development of a new mathematical approach to
timewise multimodal data processing which differs from
the theory of sets by both including the feature of ordering
and introducing new relations between elements, tuples,
and complex mathematical structures called aggregates.

The practical significance of the proposed approach
consists in simplification of timewise multimodal data
processing and minimisation of requirements to comput-
ing resources.

Prospects for further research are to develop meth-
ods and algorithms of multimodal data processing based
on ASA, including methods and algorithms of dynamic
synchronization and aggregation.
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OBPOBJEHHSA MYJbTAMOJAJTBHAX JAHAX 3A JOITOMOI'OIO BTHOIMEHD AJITEBPATYHOI CHCTEMH
ATPET'ATIB
Cyaema €.C. — kaHl. TexH. HayK, IOLEHT Kaeapu MPOrpaMHOro 3a0e3NeueHH s KOMII IOTepHUX cucTeM HalioHanbHOro Tex-
HIYHOTO yHiBepcuteTy YKpainu «KuiBcekuii mositexHiunuii inctutyT iMeri Iropst Cikopebkoroy, Kuis, Ykpaina.

AHOTALIA
AKTyanbHicTh. B 0arateox iH)KCHEpHHMX 3ajavax, IMOB’S3aHUX 3 HEOOXITHICTIO MOHITOPHHTY 3MiH XapaKTepHCTHK 00’ €KTa,
cy6’ekTa abo mpolecy CIOCTEpeKEeHHs, € moTpeda y 00poOIeHHI MyITbTUMOJABHAX JaHUX, IO PEECTPYIOTHCS 31 BCTAHOBICHHIM
MOMEHTY 4Yacy iX BUMiproBaHHs. Y Il CTaTTi aBTOp MpPEACTaBIIsIE HOBUIA MiAX1A O BUPIMIEHHS 3a/1a4i Y4aCOBOTO OOPOOJICHHS CTPYK-
TYp MyJIbTUMOJAIBHUX IAHHX, SIKMH JTO3BOJISIE CIIPOCTHTH OOPOOJIEHHS TaKMX JAHHUX 3a PaxXyHOK BUKOPHCTAHHS MaT€MaTHIHOTO
amapara anreOpaidHOi CHCTEMH arperariB if THM caMHUM 3MEHIIHTH BUMOTH, III0 BICYBAIOTHCS JI0 OOUMCITIOBAIBHHUX pecypciB. Anre-
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OpaiduHa cuCTeMa arperaTiB ornepye TAKUMHU CrelniuHUME CTPYKTYpaMH JaHUX SIK arperatd, MyJIbTHOOpa3y Ta AUCKPETHI iHTepBa-
. Metoro miei po6oTH € opmarizamis BiJHOICHh MEX 0a30BUMH MaTeMaTHYHUMHE 00’ €KTaMH, 10 BU3HAYCHI B ayreOpaiuHiil cuc-
TEeMi arperaTis, a came, eJIeMEHTaMH, KOPTE)KaMH Ta arperataMu, a TAKOX CTPYKTYPaMH JaHHX, SIKi IPYHTYIOTbCS Ha [IMX MaTeMaTH-
YHHUX 00’€KTax, a came, AUCKPETHUMH iHTepBaJlaMil Ta MyJIbTHOOpa3aMu, 110 I03BOJIHMTH BUKOHYBAaTH ¢(pEKTUBHE OOPOOICHHS MyJib-
THMOJIAJIBHHX JIAHUX, 1[0 BU3HAUYCHI 3 ypaXyBaHHAM 4acy IX peecTparlii.

Mertona. [locnipkeHHs, pe3yJIbTaTH SKOTO IPEJCTaBIIeH] y Liil CTaTTi, IPyHTYEThCS HA BUKOPHCTaHHI OCHOBHHX ITOJIOKEHb aJre-
OpaiyHOi cHMCTeMH arperaTiB Ta KOHIEMIii MyJbTHOOpa3y, sSKi JO3BOJSIOTH CIIPOCTHTH OOPOOJIEHHS CTPYKTYP MYJIBTHMOJATBHUX
JaHMX, 10 BuU3HaueHi y yaci. HocieM anreGpaiyHOl cucTeMM arperartiB € MHOXKHMHA CTPYKTYp JaHHX, IO HAa3HBAIOTh arperaraMu.
ArperaT sBIsie cO00I0 KOPTEXK KOPTEXKIB, €IEMEHTH SKUX HAJISKATh Hamepe] BU3HAYCHHM MHOXKHHAM. B anreGpailuniil cuctemi ar-
peraTiB BU3HAYCHI JIOTi4YHI omepaLii, oneparii BIOpsAAKYBaHHA Ta apUpMeTHUYHI onepamii Hag arperataMu. MynsTHOOpa3oM Ha3uBa-
IOTh HETIOPOXKHIN arperar, MepIInii KOPTEX SIKOTO € KOPTEKOM 3HAYCHb Yacy. Takuid KOPTEK YaCOBUX MITOK SIBIISIE COOOIO TUCKPET-
Huil iHTepBain. s oOpoOiaeHHS AUCKPEeTHUX iHTEPBAJIB Ta MyJIFTHOOPa3iB B anreOpaidHiil CHCTEMI arperariB BUZHAY€HO MHOXKHHY
BifHOIIEHb. L[ MHOXMHA BKJIIOYAE BiJHOMIECHHS MiX €JIEMEHTaMH KOPTEXKIB, BITHONMIEHHS MiX KOPTEKaMH Ta BiJHONIEHHS MDX ar-
peratamu. 30KpeMa, BiIHOLICHHS MK KOPTEXKaMHU JI03BOJISIOTh BUKOHYBAaTH apr()METHYHE IOPIBHSIHHS, YaCTOTHE MOPIBHSIHHS Ta
iHTepBaJIbHE MOPIBHAHHSA. MaTeMaTHuHHI anapat anreOpaiyHoi CHCTEMH arperaTiB MOKe BUKOPUCTOBYBATHCH SIK IS KOMIJIEKCHOTO
MOJIaHHSI MYJIBTHMOJAIBHHUX XapaKTepHCTHK 00’ekTa (Cy0’eKTa, MpOLecy) MOCIHiKEHHS, TaK 1 A MOJAIbIIOr0 0OpOOIeHHS IUX
JaHMX, 3B’ 3aHUX 3 YACOBUMH MITKaMH i OJAHUX y BUIIIAI MyJIbTHOOPA3y.

PesyabTaTi. Y cTaTTi po3p00ieHo Ta MPEACTABICHO HOBHHM MMi/XiA 10 00pOOICHHS MYIbTUMOJAIBHUX JIAHHUX, 30KpeMa, TUCKpe-
THHX 1HTEpBAJiB Ta MyJIbTHOOPA3iB, KU IPYHTY€EThCSA HA BIIHOIICHHAX, 0 BU3HAUCHI B anreOpaiuHiii cucreMi arperaris. Hasene-
HO MPHUKJIAAN IPAaKTHYHOTO 3aCTOCYBaHHs PO3POOJICHOTO MiAXO0Iy.

BucnoBku. Pe3ynpraty, mo oTpuMaHi y oMy JOCHTIIPKEHI, TO3BOJISIOTH 3pOOUTH BHCHOBOK IIPO T€, IO BiHOLICHHS, SIKi BH-
3HaueHi B anreOpaivHiii cucTeMi arperariB, MOXyTh OyTH 3aCTOCOBaHI 11 0OPOOIEHHS CKIIaJHNUX CTPYKTYp JAaHUX, IO MAlOTh Ha3By
MyJIbTHOOpPA3y, B 3aja4ax aHali3y JaHHX, MOJEIIOBAHHS, IPOTHO3YBaHHs Towo. J{isi 00poOiIeHHs JaHuX, [0 BU3HAYEH] y MPUB’ 311
JI0 JIesIKoT LIKaJIN Yacy, MOXKYTh 3aCTOCOBYBATHUCH IU(MPOBI iHTEpBaIK. Y CTATTE aBTOP JIEMOHCTPYE, K BiJHOIICHHS VIS TOPIBHSIHHS
uudpoBHX iHTEPBaAIIB MOXYTh BUKOPUCTOBYBATHCH ISl BUPIILICHHS MPaKTUYHUX 3a1ad. KpiM TOro, aBTop mpeacrapisie mporpamHi
IHCTPYMEHTH, SIKi MOXYTb OyTH 3aCTOCOBaHi JJIsl IPAKTUYHOI peaizamii 3apornoHOBAHOTO TEOPETUIHOTO MiIX0LY 3 BAKOPHCTAHHIM
crenianxi3oBaHoOi MOBH mporpamyBaHHs ASAMPL.

KJIFOYOBI CJIOBA: 06po06iieHHsT MyTbTUMOAANBHIX IaHHUX, arperar, MyJIbTHOOpa3, AUCKPETHUH iHTEpBal.

VJIK 004.6

OBPABOTKA MYJbTUMOJAJBHBIX TAHHBIX C UCTTOJIb30BAHAEM OTHOIIEHUI AJITEBPAMYECKOM
CUCTEMBI ATPET'ATOB
Cyaema E. C. — kanza. texn. Hayk, JOIEHT Kadeaphl MPOrpaMMHOTO 00eCIeUeH s KOMIIBIOTEPHBIX CUCTeM HaruoHaibHOTO
TEXHUYECKOT0 YHUBepcuTeTa YKpaunsl «KueBckuii monurexHuuecknit MHCTUTYT uMeHH Urops Cuxopckoro», Kues, Ykpanna.

AHHOTAIUA

AKTYyaJIbHOCTb. BO MHOTMX MH)KCHEPHBIX 3aj1auax, CBS3aHHBIX ¢ HEOOXOAMMOCTHIO MOHUTOPHMHIA U3MEHEHUH XapaKTEPUCTHK
00BeKTa, CyObeKTa WM Ipoliecca HabIIoeHHs, TPeOyeTCsl OCYIIECTBISATh 00pabOTKy MyJIbTUMOJATIBHBIX JaHHBIX, PETUCTPUPYEMBIX
C YCTAQHOBJICHHEM MOMEHTa BPEMEHH UX M3MepeHus. B maHHoi cTaTthe aBTOp IpecTaBisieT HOBBIM MOAXOM K PEIICHUIO 3a/ladl Bpe-
MEHHOH 00paboTKU CTPYKTYp MYJIbTHMOIAIBHBIX IAaHHBIX, KOTOPBII MO3BOJIIET YNPOCTUTH OOPabOTKY TaKMX NAHHBIX 3a CUET
UCIIOJIG30BaHMUSI MAaTEMAaTHYECKOro ammapara anre0pandeckoil CHCTEMbl arperaroB M TEM CaMbIM YMEHBIIUTh TpeOoBaHMS,
HPEIbSBIACMbIE K BBIYHCIUTEIBHBIM pecypcaM. AureOpanueckas CHCTEMa arperaroB OIEPUPYET TaKMMM CHeLU(PHIECKUMU
CTPYKTYPaMH JaHHBIX KaK arperaTbl, MyJIbTHOOpa3bl U JUCKpPETHbIC MHTEpBaIbL. Llenbio naHHOM pabGoThl sABIseTCS (hopManu3ams
OTHOLICHUH MeX/y 0a30BbIMH MaTeMaTHYECKMUMH OOBEKTAMH, OIPEICICHHBIMH B alreOpandeckoi CHCTEME arperaToB, TAKUMH KakK
9JIEMEHTBI, KOPTEKH U arperarhbl, a TakkKe CTPYKTYpaMH IaHHBIX, OCHOBAHHBIMHM Ha 3THX MaTEeMaTHYECKHX OOBEKTaX, a MMEHHO
JUCKPETHBIMH HHTEpBAIAMH M MyJbTHOOpa3aMM, YTO MO3BOJHT OCYIIECTBISITH 3(Q(PEKTHBHYI0 00pabOTKY MyJIETHMOIANTBHBIX
JAHHBIX, ONIPE/ICJICHHBIX C y4ETOM BPEMEHH X PETHCTPALUH.

Mertoa. HccnenoBanue, pe3yabTaThl KOTOPOTO MIPEJICTABICHB] B JAHHON CTaThe, OCHOBAHO HA MCIIOIB30BAHHU OCHOBHBIX I10JI0-
JKEHHH anreOpanyeckol CHCTEMBI arperaToB M KOHIEHIINY MYJIbTHOOpa3a, KOTOPBIE YIPOIIAIOT 00paboTKy MyJIbTUMOJAIIBHBIX JIaH-
HBIX, NIPE/ICTaBICHHBIX BO BpeMeHH. Hocurenem anredpanyeckoil CUCTEMbI arperaToB SBISETCS MHOXXECTBO CTPYKTYP IaHHbBIX, Ha-
3bIBaGMbIX arperaramu. Arperar HpeicTaBiisieT co00H KOPTEK KOPTEXEH, 3JIeMEHThl KOTOPbIX NPUHAUICHKAT NPEAONpPEIeICHHbIM
MHOXeCTBaM. B anrebpanueckoii cucTemMe arperaToB OIpe/iesIeHbl JIOTHYECKUe ONepaliy, ONepalii YHIOPSIoueH s U apudMeTHye-
CKHE OIepaliy HaJ arperaraMu. MynabTHOOpa3oM Has3bIBAacTCS HEIYCTOH arperar, HEepBblii KOPTEXK KOTOPOTO SBIISETCS KOPTEXEM
3HAUCHUH BpeMeHH. Takol KOPTeX BPEMEHHBIX METOK IPEACTABIAET CO00H MUCKPeTHBIN MHTepBa. [yt 00paboTKM AUCKPETHBIX
HMHTEPBAJIOB U MYJIBETHOOPA30B B alnreOpandecKoil CHCTEMe arperaTtoB ONpeeineHO MHOKECTBO OTHOIICHUH. DTO MHOXKECTBO BKIIIO-
YaeT OTHOIICHUSI MEXy DIEMEHTaMH KOpPTeXell, OTHOIIEHHS MeXIy KOPTeXaMH M OTHOIICHHS MEXIy arperatamu. B gactHocTH,
OTHOILCHUSI MEXIY KOPTEXaMHU ITO03BOJISIIOT OCYIIECTBIIATH apu(hMETHUECKOE CPaBHEHHE, YaCTOTHOE CPABHEHHE M MHTEPBaJbHOE
CpaBHEHHME. JTOT MAaTeMaTHYECKHIl amnmapaTr MOXKET MCIOJB30BaThCsl KaK JUIl KOMILIEKCHOTO IPECTaBICHUS MYJIbTHMOAAIBHBIX
XapaKTEepUCTHK 00BeKTa (CyOBeKTa, mpolecca) UCCIeI0BaHus, TaK U Mocieayomell o0paboTKu 3TUX AaHHBIX, CBSI3aHHBIX CO Bpe-
MEHHBIMHM METKaMH U HPEJCTABICHHBIX B BUJIC MyJIbTHOOpa3a.

PesyabTarbl. B craTbe pa3paboTaH U NPEACTaBICH HOBBII MOAX0] K 00pab0oTKe MyJIbTUMOAIBHBIX JaHHBIX, B YACTHOCTH, JIUC-
KPETHBIX MHTEPBAJIIOB M MYJIETHOOPA30B, OCHOBaHHbIN Ha OTHOIICHHUSX, KOTOPBIC OINpEJEICHbl B alireOpandyeckoil cucTeMe arpera-
TOB. [IpHuBeIeHBI IPUMEPHI IPAKTHIECKOTO UCIIONB30BaHMs pa3paboTaHHOTO OAXO0A.
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BriBoabl. Pe3ynbrarhl, momyyeHHbIE B JaHHOM HCCIIEIOBAaHNUH, O3BOJISIOT CAENATh BBIBOA O TOM, YTO OTHOIUEHHS, ONpeIesICH-
HBIE B aNIreOpandecKoi CHCTEME arperaToB, MOTYT OBITh UCIIONB30BaHBI 111 00OpaOOTKH CIOKHBIX CTPYKTYP JaHHBIX, HA3bIBAEMBIMU
MyJIbTHOOpa3aMu, B 33/1a4aX aHaIM3a JAaHHBIX, MOJACIHUPOBAHNUS, IPOTHO3UPOBAHUS U APYTrHX. {11 0OpabOTKH HaHHBIX, OTPEIeIICH-
HBIX B IPUBSI3KE K HEKOTOPOW IIKale BPEMEHH, MOTYT HCIONB30BaThCs IU(POBEIE UHTEPBANEL. B cTaThe aBTOp IOKa3bIBAET, KAk
OTHOIICHHUS JJI CPaBHEHHS LU(PPOBBIX HHTEPBAJIOB MOTYT HUCIIOIb30BATHCS [UIS PEIICHNUS IPaKTHIeCKUX 3anad. Kpome Toro, aBTOp
HPEJICTABIISIET IPOrpaMMHBIE HHCTPYMEHTBI, KOTOPbIE MOT'YT OBITh HCIIOJIb30BAHBI JUIS NPAKTHYECKON pealn3aluy JaHHOTO Teope-
THYECKOI0 MOJIX0/1a C UCIIOJIb30BAHUEM CIICUAIM3UPOBAHHOIO A3bIKa MporpammupoBanus ASAMPL.

KJ/IFOYEBBIE CJIOBA: 06paboTka MyIbTUMOJAIBHBIX JAHHBIX, arperat, MyJabTHo0pa3, TUCKPETHBIH HHTEPBaI.
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ABSTRACT

Context. For the proper operation of the hardware and software systems, it is necessary that the hardware component receives da-
ta only from the corresponding software. Otherwise, the data received from extraneous programs that can be perceived and processed
by the device, which can lead to errors in the operation of the device or even a complete loss of its functionality or data.

Objective. In order to increase the reliability of legal software data and identify the challenges of the transfer of blocks, this arti-
cle focuses on a comprehensive study of the problems arising from the transmission of information in the form of separate data
blocks.

Method. The methods of integrity control in modes of transmission are described. The method based on hashes and block deliv-
ery time is analyzed in detail, analysis the methods of reducing the probability of errors occurring in the receiver and the possibility
of reducing the reception of the extraneous blocks when receiving individual blocks of information. This is done by using a set of
mathematical equations. And measure the extent of the effect of intensity of receiving extraneous blocks and hash field length.

Results. In the process of analyzing systems in which information is transmitted by block, when using the method of formation
of information chains based on the method the hashes and the delivery time of the block, where we note, when the value of the hash
field is equal to 6 or more, the probability of occurrence of duplicate branches is acceptably low. Where, when hash field more then
6, the parameter of length of a chain practically does not affect the final probability of constructing a chain from the extraneous
blocks. The very same value of the probability of constructing a false chain, the length exceeding the chain of legal blocks at hash

field more 6 is about1 10-3, which it’s acceptable for real information transmission systems.
Conclusions. Based on the analysis, we can conclude that in systems in which information is transmitted block by block, when
using the method of generating information chains based on the hash and block arrival time, with a hash field of 6 or more, the prob-

ability of occurrence of duplicate branches is acceptably low.

KEYWORDS: probability calculation, messages limited in length, authentication control, hash field length, duplicating branches

in a chain.

ABBREVIATIONS
FB is a foreign block;
FC is a foreign chain.

NOMENCLATURE
Fhash 1S @ hash-function;

H is a length of the hash field;

K is a parameter of simulated (intensity of receiving
extraneous block);

L is a length of a chain;

N is a number of block;

Pg — probability of receiving blocks from of the cor-
rect chain;

Ppc is a probability of adding the first incoming foreign
block to the chain;

p(i) is a binomial law of the received blocks are dis-
tributed;

Prg — probability of receiving the foreign block;

p(ngeg,l) — probability of obtaining the receiver exactly
neg blocks during the time of obtaining | legal blocks;

Sgyise 18 @ block from another chain;

S__ is an incoming data block;
rec

$™" is a hash part of the incoming block;

rec
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inf . . . .
S;n is an information part of the incoming block

number I.

INTRODUCTION

Technology block-chain, that integration into a struc-
tured sequence of information, which represented in the
form of separate blocks due to the use of the crypto-
graphic hashing functions, it has recently gained wide
popularity.

The identification information of the received block is
compared with the information processed according to
rules of information from the information blocks that al-
ready received by the receiver to the present moment,
and, in case of coincidence, the block is added to the se-
quence as shown in Figure (1).

As practice shows, the approaches used in modern
blockchain systems, where the large blocks of information
are structured and unacceptable for chains consisting of
small size blocks, accordingly, having hashes with a
length that does not allow us to talk about a negligible
probability of their coincidence, as in the case of stan-
dardized algorithms for cryptographic hashing. We are
talking about blocks of information that size up to several
tens of bits, which are used in radio identification sys-
tems, as instructions for the program the control of de-
vices, etc. [6].
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BLOCK #1

CONTENT

HASH 1
BLOCK #2

CONTENT

HASH 2

BLOCK #N

CONTENT

HASHN

Figure 1 — Blocks that are combined into a sequence based on
the identification information

The object of study is a comprehensive study of the
problems arising from the transmission of information in
the form of separate data blocks.

The subject of study is the methods of integrity
control in modes of transmission are described. The
method based on hashes and block delivery time is
analyzed in detail, analysis the methods of reducing the
probability of errors occurring in the receiver and the
possibility of reducing the reception of the extraneous
blocks when receiving individual blocks of information.

The purpose of the work is to increase the reliability
of legal software data and identify the challenges of the
transfer of blocks.

1 PROBLEM STATEMENT

There are many options for formation of identification
data of information blocks and their analysis.

1. Only the hash of the previous blocks is used as
identification data. The receiver analyzes the hashes of all
received blocks and determines the location of the newly
received blocks.

2. Only the hash of the previous blocks is used as
identification data, but the receiver when determining the
location of the block in the chain, takes account the time
of its receipt. That means, if the one block arrived at the
receiver later than the other, then in the formed chain it
should take place with a higher index.

3. The hash of the previous blocks and the block index
in the chain are used as identification data. The block in-
dex in the chain refers to uniquely positions of the block
in the chain, while the hash is used exclusively to prevent
extraneous blocks from entering to the chain.

Each of the described approaches has advantages and
disadvantages for determining the membership of the
chain block.

Based on the calculation of hashes, there is a little rep-
etition of the information if it is compared with a method
based on the calculation of hashes and the block index in
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the chain. The disadvantage is the complexity of deter-
mining the location of the block in the chain, because this
requires comparing with the all hashes blocks in the
chain. And if the chain is longer, that mean, this process
will take a long time.

The disadvantage of the method based on the calcula-
tion of hashes and the delivery time of the block is the
impossibility of responding this situation, when the in-
formation block issued earlier came as a result of delays
later than the subsequent one. This situation is possible in
telecommunication networks (wired and remote commu-
nication). In addition, the algorithm becomes more com-
plicated to separate the blocks from several chains, in the
case, when the blocks formed by several sources are
transmitted through one communication channel. The
advantage of this method includes the fact that the deliv-
ery time of the block itself adds more information about
the block and its place in the chain. At the same time, it
does not create additional redundancy information, which
allows achieving the same reliability transmission charac-
teristics as in the method based on hash functions, with a
shorter length of the hash field itself.

The method of identifying the block based on the hash
and the block index in the chain is the most reliable, both
in terms of the reliability of the receiver separation of
information blocks of different chains, and in terms of the
algorithmic complexity of the formation of the block
chains themselves. In the latter case, the block index de-
termines a uniquely place in the chain [10]. But this is
causing the main drawback of this method — the length of
the chain is limited because the maximum size which is
determined by the bit width of the index field. In addition,
we obtain additional information redundancy, since in-
stead of a probabilistic approach to determining the place
of a block in chains by its hash (which means losing some
of the information, and hence a decrease in the length of
additional fields) we have a strictly defined index value
[11,12].

Let’s consider in more detail one of the methods —
based on hashes and block delivery time. The incoming

. . . inf
data block S__ consists of the information part S;:C and

the hash result Sf::h , that obtained from the data of the
previous block of the chain [13, 14]:

Srec _ {Sinf |Shash} ) (1)

rec rec

If the hash, calculated from block number r, the last
chain block at the current moment, coincides with the

hash S then the block S__ will be added to the chain

and becomes the last one:

Srhcez:Sh = Fhash (S }nf ) 2

It is natural, with this approach raises the issue of col-

lisions. If a block from another chain S (while we do

false
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not consider how it was formed as a result of the actions
of intruders or because availability of several sources of
chain formation) arrives to the receiver, and its hash
matches with the hash that obtained from the last block of
the current chain:

SERE — Fyoan (S77), 3)

this “extraneous” block will be added to the chain as
block number r+1, and the “correct” block number r+1
that comes after it will be ignored because of the mis-
match of its own hash with another hash, that obtained
from the data of the “extraneous” block:

Srhﬁh # I:hash (S %glfse ) 4)

To prevent this situation, it is necessary to compare
the hash of the received block not only with the hash from
the last block of the chain, but also with all hashes that
obtained from all the blocks that make up the chain until

the present moment. Let a jrl is a number of words,

received in the receiver, the hash of which coincided with
the hash formed from the j-th word in the chain:

S, =S..a. =a.+1,
b )
if SES" =R, (ST), i =1r.

rec

But as a result, the chain of blocks is processed by the
receiver and transformed into a tree, as shown in Figure
(2), where the numbers refer to the block numbers in the
corresponding chain, and the number in bracket refer to
the branch number of the block in the block tree.

In addition to the complexity of storing that similar to
the tree structure, like this approach leads to a number of
problems that we will be considered below.

The problem of duplicating branches in a chain occurs
when the hash of the received block coincides not only
with the hash of the last block of the chain, but also with a
hash that obtained from one of the earlier blocks. As a
result of this situation, when receiving subsequent blocks,
they will be attributed not only of the main chain as
shown in the figure (2), but also to the secondary, since
their hashes will completely satisfy the inclusion condi-
tion both one, and another branch of the chain.

There are three methods to resolve this problem. The
first method is to choose the longest chain from all the
possible branches of the chain.

The second method involves changing the format of
the blocks, where there is one hash from several consecu-
tive blocks of a chain that controls on the sequence of
these blocks. This would reduce, though not completely
exclude, the possibility of the formation of such side
branches in the chain [15, 16].
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Figure 2 — Block tree, arising as a result of the coincidence
of the hash of the received block with the hash of the last block
in the chain

The third method is to periodically check the length of
all the chains and cutting those that do not correspond to
the threshold conditions. For example, the length of the
chain is less than the length of the maximum chain by a
fixed value L. In this case, we allow the erroneous to the
removal of the correct chain. The present work is devoted
to the consideration of this method and the study of its
characteristics.

In system where the positioning of the block is carried
out exclusively by matching the hash of the current block,
the probability of duplicate chains is determined only by
the hash field length H in bits. In turn, the probability of
incorrect selection of chains depends on the value of L —
the difference between the length of the longest chain in
the tree and the shortest one that has not yet been cut off.
Below we describe a method that allows you to determine
the relationship between these two parameters and the
probability of erroneous deletion of the correct chain.

2 REVIEW OF THE LITERATURE

At the same time, similar approaches have been used
earlier to authentication of two subjects of exchange in-
formation [1-3]. The principle of interaction between the
source (the generator of information blocks) and the re-
ceiver (recipient of information blocks) is based on the
fact that identification information generated in some way
is added to a block and usually add a hash of one or sev-
eral previous information blocks, which allows to accu-
rately determine, firstly, the identity of the specific se-
quence of the information block, secondly, the place of
the block in sequence.

Once recorded, the data in any given block cannot be
altered retroactively without the alteration of all subse-
quent blocks, which requires collusion of the network
majority. This iterative process confirms the integrity of
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the previous block, all the way back to the original gene-
sis block. Because of the properties of hash functions, a
slight change in data will change the hash drastically. This
means that any slight changes made in any block, will
change the hash which is stored before this block and so
on and so forth [4, 5]. This will completely change the
chain, which is impossible.

With the rapid development of transfer blocks tech-
nology, different industries gradually realize technologi-
cal superiority. In the meantime, there are still some tech-
nical challenges and limitations in mass transfer tech-
nologies and data to the real source. A good example for
this is the problems and security risks in blockchain ap-
plication are becoming more and more obvious, such as
51% attack [7] and limited size of block [8]. Sometimes
separate blocks can be produced concurrently, creating a
temporary fork. In addition to a secure hash-based history,
any transfer blocks technology has a specified algorithm
for scoring different versions of the history so that one
with a higher value can be selected over others. In order
to identify the challenges of the transfer of blocks, this
paper is a comprehensive study of the problems that arise
from the use of the method the hashes and the delivery
time of the block and the possibility of reducing the re-
ception of extraneous blocks [9].

The problem of embedding the extraneous block in a
chain occurs when the one or several blocks of extraneous
chains fall into the gap between two adjacent blocks of
the chain, the hashes of which satisfy the condition of
their inclusion in the chain. As a result, the chain extends
over these several extraneous blocks. If, by analogy with
the problem of duplicating chains, compare the hash of
the incoming block not only with the hash from the last
block of the chain, but also with all hashes that obtained
from all the blocks included in the chain until the present
moment, then we get a tree in which the longest chain is a
chain with extraneous blocks. The correct chain is shorter
than the maximum chain by one or more blocks. Accord-
ingly, of the methods described above to counter the for-
mation of erroneous chains, the only acceptable can only
be the control of individual consecutive blocks by using
an additional hash field [17, 18].

3 MATERIALS AND METHODS

To find the dependence between values L and H and
the probability of incorrect chain clipping, we apply the
same mathematical model as in [19]. Let’s imagine the
process of receiving information blocks by the receiver
(both blocks of the correct chain, and the extraneous
blocks — blocks of other chains and random blocks that
received by the receiver) as a random Poisson process,
this a process without a background in which the prob-
ability of obtaining the next block does not depend on
how much the period that blocks were received before it.
Let the intensity of obtaining extraneous blocks K times
more than the intensity of the formation of blocks of the
legal or correct chain:
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PFB =Kx PB‘ (6)
Since we are using a method based on the elimination
of those chains that are less than the maximum by any
number L, it’s logical to check the hash of each newly
obtained block for a match with the hashes of not all
blocks and branches of the chain, but only with those that
belong to the branches that depart from the last L blocks
of the longest chain to the present moment. To do this we
assume that the longest chain to the beginning of the sim-
ulation consists entirely of legal blocks and the number of
these blocks is N.
Let in this time, during the receiver receives | blocks,
the number of extraneous blocks will be ngg. This num-

ber will be distributed according to the Poisson law with
the expectation K x| :

(K -1)"ee (KD

n,:B!

P(Neg.1) = (7

The probability of adding a block to any chain is de-
termined by the width of the hash field: pc = 2_H, where
H — is the length of the hash field in bits.

Next, we will implement the following reasoning.
Each block comes independently of the other and can be
simultaneously added to the several branches. If we con-
sider a specific block, the first incoming foreign block
will be added to the chain after it with probability pc, and
ignored with probability (1 — p¢). For the second and third
block that came, the probabilities are similar. The prob-
ability of forming a chain of three blocks will be (pc)®, the
probability of forming a chain of two blocks will be the
sum of three terms:

—Pc % pc % (1 — pc) — The probability that the first two
blocks are added and the third is ignored.

—Pc *x (1 = pc) % pc — The probability that the first and
third blocks will be added and the second is ignored.

— (1 = pc) X pc * pc — The probability that the second
and third blocks will be added and the first is ignored.

The probability of forming a chain from one block
will also be equal to the sum of three terms:

— pc x (1 = pc) x (1 = pc) — probability that the first
block will be added,

— (1 =pc) x pc x (1 — pc) — probability that the second
block will be added,

— (1 = pc) x (1 —pc) x pc — probability that the third
block will be added.

The probability of ignoring all the blocks (the con-
struction of length a chain is zero) will be (1 — pc)’. Simi-
lar reasoning can be carried out for an arbitrary number of
extraneous blocks. It can be seen, the probability of add-
ing to an arbitrary block of a branched chain of length i of

blocks from Ny of the received blocks are distributed
according to the binomial law:

pi)=Cp_ -(Pc) -(=pc) ™. (®)
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Let us define the probability pgc of constructing a

chain from the extraneous blocks, where length longer
than the number of legal blocks. This will happen in the
event that during the time during which the receiver re-
ceives and writes a new block to the chain, from the block
under the number N will be built a branch not less than 2
extraneous blocks, from the block under the number N —1
will be built a branch not less than 3 extraneous blocks,
etc., up to the block under the number (N-L + 1), from the
length of a chain (L+ 2) and more should be constructed
as shown in Figure (3).

Blocks to which foreign branches can be attached

/

—> N+l —> ... —> N2 —>| N-1 —> N —>| N+l
\/
N-L+2
v
%
N-1 N-1
v v
N N N
v \
N+1 N+1 N+1 N+1
v V2 v v
N+2 N+2 N+2 N+2

Figure 3 — Building a chai that length is longer than number of
legal blocks

Since all branches consisting of their extraneous
blocks (in the figure shows hatching), are being built in-
dependent of each other and in the general case can con-
sist of the same blocks, the probabilities of their construc-
tion are independent of each other. Then probability of
finding the number of extraneous blocks in ngg will be
defined as:

L | e . - n__.
P(eg) =21 2 Co (pc)!-(=pc) P . (9)

i=1 | j=l+i

In common case, combining the received expression
with the formula for p(Ng, 1) at I=1:

v>i+l.

4 EXPERIMENTS
In Figure (4) are presented graphs dependence on the
probability of constructing a chain from extraneous
blocks that length longer than the number of legal blocks,
the intensity of receiving extraneous blocks K and the
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length of the hash field H in bits and the number of blocks
L which extraneous blocks can be attached.
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Figure 4 — the graphs dependence on the probability of con-
structing a chain from extraneous blocks that length longer than
the number of legal blocks, the intensity of receiving extraneous
blocks K and the length of the hash field H in bits with L =4.

a)H=5;b)H=6;c)H=7;d)H=8

Calculations show the number of blocks L which
blocks can be joined by extraneous blocks, does not effect
on the probability of constructing a long chain from ex-
traneous blocks.

03

—a
prFc ===0]
— ¢
soad

0.1 e

o 5 10 L 15

Figure 5 — graphs dependence on the probability of con-
structing a chain from extraneous blocks that length longer than
the number of legal blocks, from the parameter L and the inten-

sity of receiving extraneous blocks K for a fixed hash field
length H = 4.
a) K=3;b)K=4;c)K=5,d) K=7

This is easily explained by the fact that the probability
of constructing long chains of extraneous blocks is negli-
gible, if compared with the probability of constructing
branches with a length of one or two blocks. like this
chains can be lead to the error of determining the longest
chain that only starting from the last (the penultimate le-
gal block of a chain).This is clearly to seen in the figure
(5), where the graphs dependence of pgc on L that repre-
sent a practically horizontal straight line starting with the
values L =3 ... 5.

5 RESULTS
Based on the graphs received, we can conclude what
contribution to the final probability of the pgc that make
certain of its components. It can be seen that depending
on the value intensity of receiving extraneous blocks K,
the sum of the probabilities of constructing side chains
that are more than legal blocks length, from the last 2 is
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from 80% to 95% of the total probability of constructing
side chains from all L last blocks. For the sum of prob-
abilities for the last 4 blocks, this is increases to 98% —
99.9%. These values will be useful to us in the future,
when modeling of the receiver by the receiver of more
than one legal of block or in the situations, when the time
of obtaining the last legal block by the receiver is already
available, in addition to the main a number of side chains.

FC N
P a=ab

0.1

0.01 P

=103

1x10~*

x107°

4 5 6 7 " 8
Figure 6 — graphs dependence on the probability of con-
structing a chain from extraneous blocks that length longer than
the number of legal blocks, the length of the hash field H and
the intensity of receiving extraneous blocks K with L = 5.
a)K=3;b)K=6;c) K=8

Finally, we explore the impact length of the hash field
on the probability of constructing a long chain of extrane-
ous blocks. In Figure (6) shows this dependence for great-
er clarity on a logarithmic scale. It can be seen this is
practically an exponential dependence of the form
Prc = lee—kZ’H.

As an intermediate result, we can say that there is no
great need to increase the parameter L — the number of
blocks to which incoming blocks can be attached. If there
are no additional conditions, it can be selected in the
range from 3 to 6, varying only the length of the hash
field during transmission, that depending on the observed
intensity of receiving extraneous blocks. This parameter
can be calculated dynamically as a ratio of the number of
information blocks that received during a certain period,
to the maximum lengthening for the same period of the
longest chain [19].

Next, we simulate the interval during the receiver re-
ceived more than one legal block. To do this, consider the
chains that were formed at the time of obtaining N blocks
(Figure (7)). In addition to the main chain, the chain VN —
VN2 40 which the resulting blocks can be attached. This
is due to the fact that the chain V""" it will be impossible
to join the blocks because to the above limitations. Also,
based on the results that obtained above, we can say that
the probability the length of the chain VV""** will exceed
the number L is negligible if compared with the total
probability prc (Depending on the length of the field,
were the values from 10%to 10°%).

Strictly speaking, each chain like this will be repre-
senting a bush the chains of arbitrary length.
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Figure 7 — The chains formed to the moment of obtaining N+1
legal block

Now we must take into account, that the chain VN is
formed from the extraneous blocks that obtained by the
receiver between obtaining N and N+1 blocks, the chain
VN is formed from extraneous blocks that obtained by
the receiver between obtaining N-1 and N+1 blocks, the
chain VN is formed from extraneous blocks that obtained
by the receiver between obtaining N-2 and N+1 blocks,
etc. Accordingly, the final probability of constructing a
complex chain exceeding the main length, that determined
by the sum of the probabilities of constructing chains VN —
N2 corresponding lengths. For a chain with the num-
ber Vit is equal to (i +2).

For a chain V', by analogies with formula (5), the
expression takes the form:

0 V_ A(H)K) o i .
= 3 EPKOE T Sl -t

(11)
v p

V=2

In General, considering that the construction of each
of the L chains — is an independent event, the probability
that at least one of them will exceed to the length of the
chain from legal blocks:

L1
Prc =1-TT0-pyn-i)=
i=0

Vv A(HM)| o0 . .
al | o a-p | (1)
o jd/

L- © [[F
:l_li[ L z((l+l)><
i=0

EH2

The dependence of the probability prc on the parame-
ter L is shown in Figure (8).
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Figure 8 — graphs dependence on the probability of constructing

a chain from extraneous blocks that length longer than the num-
ber of legal blocks, from the parameter L and the intensity of

receiving extraneous blocks K for a fixed hash field length H =3
a) K=3;b)K=4;c)K=5

6 DISCUSSION

It can be seen that starting from L = 10, the increase of
the probability of constructing a false chain is insignifi-
cant. The length of the hash field has the greatest impact
on this probability. In the Figure (9) shows the depend-
ence of pgc on H and K. The region, that the most signifi-
cant of the absolute values fall for the probability of con-
structing a false chain, it occurs in the range from H = 3
to H = 6. In the same range, the influence of the parame-
ter value of L on the required probability is significantly
reduced.

Figure 9 — graphs dependence on the probability of constructing

a chain from extraneous blocks that length longer than the num-

ber of legal blocks, the length of the hash field H and the inten-
sity of receiving extraneous blocks K with L =4

Figure (10) shows the relative dependence of the value
of prc on H for different values of L. For 1 at each point,
the probability of constructing a false chain at L = 18 is
adopted. It can be seen, when H> 6, the parameter of L
practically does not affect the final probability of pgc. The
very same value of the probability of constructing a false
chain, the length exceeding the chain of legal blocks at
H> 6 is aboutl 107, which it’s acceptable for real infor-
mation transmission systems.
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Figure 10 — Graph of the ratio of the value pgc for different val-
ues of the parameter L to the value of pgc at L = 18 (intensity of
receiving extraneous blocks K = 5).

a)L=6;b)L=10;c)L=14

CONCLUSIONS
The above allows us to conclude that in the process of
analyzing systems in which information is transmitted by
block, when using the method of formation of information
chains based on the method the hashes and the delivery
time of the block, where we note, when the value of the
hash field is equal to 6 or more, the probability of occur-
rence of duplicate branches is acceptably low. Where,
when hash field more then 6, the parameter of length of a
chain practically does not affect the final probability of
constructing a chain from the extraneous blocks. The very
same value of the probability of constructing a false
chain, the length exceeding the chain of legal blocks at
hash field more 6 is about] 107, which it’s acceptable for

real information transmission systems.
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AHOTAIIA

AKTyasIbHiCTB. Y CTaTTi NPUAITEHO yBary BCeOIYHOMY BHBYEHHIO Ipo0JIeM, IO BUKIIMKAIOTH epenady iHdopmaii y Barmsmi
OKpeMuXx OJIOKIB HaHMX (KaapiB, GpeimiB).

Merton. Omnucani METOIM KOHTPOJIIO IJIOCTI Y TaKUX crocobax mepeaadi. JleTanbHo po3rmIssHYTO METOJ Ha OCHOBI ICIIiB 1 Yacy
JOCTaBKH OJIOKY, IpOaHaIi30BaHUX METOAaMH 3HM)KEHHS! HMOBIPHOCTI MOMMJIOK, BiTHOBIIOIOUMX NPHIOMIB IPHU HNPHEAHAHHI OKpe-
MHX OJIOKiB iH(opMaIIii.

PesyabTaTn. Y mporeci aHai3y cUCTeM, B SKHX iH(QOpMAIis epeaaeTbes OJI0KOM, IPU BUKOPUCTAaHHI METOAY (POpMyBaHHS iH-
(hopMaLitHUX JAHIIOTIB HA OCHOBI METOY XEIIiB i Yacy JOCTaBKH OJIOKY, Ie MU 3a3HAYA€EMO, KOJIM 3HAYCHHS TeI-TI0NS JOPiBHIOE 6
1 OipIre, IMOBIPHICTH IOSIBY NOBTOPIOBAHUX TLIOK € NPUHHATHO HU3bKO0. Jle, Koy rem-mose Oubine 6, mapaMeTp XOBXKHWHH JaH-
IIoTa MIPaKTUYHO HE BIUIMBAE HAa OCTATOYHY HMOBIPHICTH MOOYZOBH JIAaHIIOTA i3 CTOPOHHIX O0KiB. Came Iie 3HaYeHHST HMOBIPHOCTI
1o0y10BM IIOMUIJIKOBOTO JIAHIIIOTA, IOBXKUHA SKOTO TIEPEBHIIYE JAHIIOKOK JIETAIbHUX OJIOKIB y TelI-IIoJIi Oiblie 6 CTAaHOBHUTH IPH-
611380 107, 10 € IPUITHATHAM [1S PealbHEX CUCTEM repeaaui indopmarii.

BucnoBku. Ha ocHOBI mpoBezieHOro aHaizy MOYKHa 3pOOMTH BHCHOBOK, IO B CHCTEMaXx, B SIKHX iH(GOpPMALLsl IepeaaeThCs 110-
0JI0KOBO, TIPH BUKOPUCTaHHI MeToay (opMmyBaHHs iH(OpMALiiHUX JAHIIOKKIB HA OCHOBI Ielly 1 4acy HaJXOPKCHHs OJIOKY, pH
BEJIMYMHI TOJIA Ty Bix 6 i Giblne IMOBIpHICTE BUHUKHEHHS Ty OIIOI0YHX TIOK € MIPHUHHATHO HU3BKITIO.

KJIFOYOBI CJIOBA: po3paxyHOK HMOBIPHOCTI, MOBIIJOMJIEHHS OOMEXEHOI HOBXHWHH;, KOHTPOJb aBTEHTUYHOCTI; JOBKHHA
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AHHOTALUA

AKTYyalIbHOCTB. B crtaThe yzessieTcsi BHUMaHUE BCECTOPOHHEMY H3YUCHHIO TPOOJIeM, BO3HUKAIOIINX NP nepeaade nHdpopma-
LMK B BUJIC OT/CNIBHBIX OJIOKOB TaHHBIX (KaApOB, PPEeiiMOB).

MeTtoa. Onucanbl METOIbI KOHTPOJIS LIETIOCTHOCTH B TAKUX CIOCO0ax mepeaadu. JleTaabHo paccMOTpeH METO Ha OCHOBE Xellel
Y BPEMEHHM JTOCTaBKH OJI0Ka, MPOaHATU3UPOBAHbI METO/IbI CHIKECHHUS BEPOATHOCTH OIIMOOK, BOZHUKAIOIINX B MPUEMHUKE NPU IPHUE-
Me OTJACNIBHBIX OJIOKOB HH(POPMAIIH.

PesyabTaThl. B mponecce aHanmm3a cucteM, B KOTOPBIX HHpOpMaNus mepeaaeTes mo 01okam, MpH UCTIOIB30BAaHUU MeTona Gop-
MHUpPOBaHUS MHOOPMALMOHHBIX [IEMOYEK HA OCHOBE METOJA XDIICH M BpeMs JOCTaBKH OJIOKA, TNI€ MBI OTMEYaeM, KOTJla 3HAuCHHE
XCII-TIOJIS PaBHO 0 6 win GoJjiee, BEPOSTHOCTH IMOSIBIICHUS Ty OIMPYIOIIUX BETBEH sBIsIeTCs MpuemieMo Hu3kod. Korma xemr-moe
Ooutbliie 6, MapaMeTp JUTHHBI ICTTOYKH MPAKTUYCCKH HE BIMACT HA KOHCYHYIO BEPOSTHOCTH MOCTPOCHHUS IETIOYKU M3 MOCTOPOHHHUX
6s10k0B. CaMo K¢ 3HAYCHUE BEPOATHOCTU TIOCTPOCHHUS JIOKHOMU IICTTOYKH, UTHHA KOTOPOM MPEBBIIIACT IIEMOYKY JAOMYCTUMBIX OJIOKOB
B X3II-TONIe GOIBIIE 6, COCTABMSET IPUMEpPHO 107, 4TO MpHeMIEMo s peatbHbIX CHCTEM Hepeaaun HHMOPMALHN.

BriBoabl. Ha ocHOBe mpoBeNeHHOIO aHAIM3a MOJKHO CAETATh BBIBOJI, UTO B CHCTEMAax, B KOTOPBIX HHpOpMAIHA Nepeaa&Tcs mno-
OJIOKOBO, IPH UCTIOJIB30BAHUH MeTOAa (OPMHUPOBaHKS HH(YOPMALIMOHHBIX [ETIOUEK Ha OCHOBE X€Illa M BpEMEHH MOCTYIUICHHS OJI0Ka,
MIpH BETMYMHE TOJIS XeIa OT 6 1 0oJiee BEPOSTHOCTh BOSHUKHOBEHHUS Ty OIMPYIOMINX BETBEH MPHEMIIEMO HH3KA.

KJIFOYEBBIE CJIOBA: pacuer BepOsSTHOCTH, COOOIICHHS OTPAaHWMYCHHOMN JUTHHBI, KOHTPOIb MOJUIMHHOCTH, JJIMHA XCII-ITOJIs,
IyOIMpOBaHUE BETBEH B IIEMIOYKE.
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ABSTRACT

Context. The important task was solved during the scientific research related to the development of the algorithm for tuning of
the coordinating automatic control system. The reason why the development of those algorithms is important is because of the pro-
gress in field of certain classes of complex multilayered control systems, which provide coordination of the transient processes while
the regulating technological parameters.

Objective. The purpose of the scientific work is the minimizing of time and the automation of tuning process for the complex
multilevel control systems.

Method. We offer the step-by-step tuning of the double-level coordinating systems of automatic control for the refrigeration fa-
cilities in the particular for the refrigerating turbocompressor facilities and systems with the tunnel refrigerating chambers. We offer
the block-scheme of algorithms which may be used during the realization of automatic search for the system tuning parameters pro-
viding coordination of the transient processes under automatic control.

Results. The experiments were conducted in the Matlab 2012a environment. The result of the experiments is graphs of certain
transient processes obtained on various steps of the tuning for multilevel coordinating automatic control system. Based on the simula-
tion results we have done the conclusion about efficiency of the different algorithms. The possibility for using of the presented algo-
rithms was also considered, particularly the specificity of the functioning of the automatic tuning of the automatic control multilevel
system complex.

Conclusion. These experiments have showed the applicability of certain algorithms of step-by-step tuning for the double-level
coordinating automatic control system. It is estimated, that the automatic tuning of the automatic control coordinating systems with
algorithm utilization will increase the scope of the modern intellectual technologies.

KEYWORDS: Petri net, coordinating automatic control system, coordination of transient processes, ratio control, algorithms of
tuning.

ABBREVIATIONS e(?) is a deviation of the controlled variables within
CACS is a coordinating automatic control system; time;
ACS is an automatic control system. Jo: 1s an integral criterion of system;
NOMENCLATURE uy, % is a control action on the flow of cooling water
G, 1s a compressor capacity; on the condenser;
my is a degree of pressure increase; uy, % is a control action linked to the speed of rotation
¢(?) is a deviation from ratio of variables; of the compressor shaft of the refrigeration plant;
X is an actual value of the controlled variable; u, is a control action to change the ratio;
Py, is a set point of the boiling pressure; A" is a coefficient matrix;
Py, is an actual value of the boiling pressure; p is a differential operators.
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INTRODUCTION

The coordination of transient is implemented in the
range of multilevel automatic control systems. The lower
level of such systems is linked to the liquidation of devia-
tions from the ratio of the values of regulated variables.
The upper level is linked to the liquidation of errors in the
system. In the 20th century the well-known scientists Ig-
natienv M. B., Boichuk L. M. explored actively the sys-
tems under consideration [1-3]. Nowadays the coordinat-
ing control systems for refrigeration plants are designed.
The development of these systems is carried out in the
field of technological tasks [4, 5]. On this subject there
are plenty of the similar scientific papers [6, 7], for exam-
ple, in the field of control in the robotic systems [8—10] or
in the field of air-fuel ratio control in the engines [11-13].

The design methods of coordinating automatic control
systems were well represented in the scientific work by
Boichuk L. M. [2]. In our days a lot of research centres
explore the various automatic control systems and the
corresponding methods of designing and analysis. These
methods in designing of the systems of coordinating con-
trol are presented for the certain field of linear systems
[3]. Therefore the design of tuning algorithms of control
systems presented in scientific papers [4, 5, 10] is rele-
vant. As these systems in the certain cases belong to the
field of nonlinear systems. At the same time, these sys-
tems develop as the specific class of multilevel automatic
control systems, thereby confirming the relevance of de-
veloping appropriate algorithms of tuning.

The object of study is the processes of tuning up of
the coordinating automatic control systems.

The subject of study is the methods and algorithms
of tunings for the coordinating automatic control systems.

The purpose of the scientific work is to minimize
the time and automate of process in tuning of the multi-
level coordinating automatic control systems.

1 PROBLEM STATEMENT

To achieve this purpose it is necessary to design the
algorithms of tuning for the corresponding multilevel con-
trol systems. These algorithms of tuning are required to
design for the complex non-linear control systems for
which the known methods of synthesis are unacceptable.

As a result of analysis of the developed algorithms for
tuning of the multilevel systems it is important for us to
determine their fundamental suitability. It is also neces-
sary to determine the scope of application for these algo-
rithms in the system of automatic tuning with the intelli-
gent technology. This intellectual system was shown in
scientific work [14, 15] related to the automatic synthesis
of Petri nets based on functioning of the neural networks.

The developed algorithms for tuning of the multilevel
control system are acceptable, if they allow to determine

all the values of the parameters K € kij of various levels

for the control system. These parameters of tuning
K € k,; must give the minimum value of the integral

criterion J in the multilevel system. The integral criterion
of system is:

© Gurskiy A. A., Goncharenko A. E., Dubna S. M., 2020
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J = J.(|e(t)|+B|¢(t)|)dt — min , (1)
0

where B is coefficient indicating the temporal coordina-
tion of the control processes; @(¢) is deviations from the
ratio of the values of regulated variables; e(?) is the devia-
tion of some variable in time from the given value.

2 REVIEW OF THE LITERATURE

Ratio systems controls or coordinating control systems
have researched in the different countries. The design of
these systems has not lost its relevance in the 21st cen-
tury. Now there are a number of English scientific works
related to the development the air-fuel ratio control sys-
tems for engines. In these works [11-13, 16] the control
systems block diagrams are presented. They can also be
classified as the multilevel coordinating automatic control
systems.

In Ukraine there are a lot of scientific works [8—10]
relayed to the control of robotic manipulators. The special
cases of the implementation of the trajectory tasks of the
coordinating control are presented in these scientific
works. The scientific papers of Ignatiev M. B, Mirosh-
nik I. V., Boychuk L. M., Tsybulkin G. A. [2, 3, 8, 17] are
considered as the fundamental scientific works in the de-
sign of the corresponding systems.

The scientific work by Boychuk L. M. [2] has become
the basis for the design of some control systems for re-
frigeration plants. First of all this is the design of the co-
ordinating automatic control system model providing the
energy-efficient functioning of the cooling turbo-
compressor plant [4]. Then the system was presented for
evaluating of the energy efficiency of the functioning of a
turbo-compressor plant for ammonia overload at the
Odessa Port Plant [18]. The next stage was the develop-
ment of control system for the laboratory unit with the
cooling tunnel chamber [5]. Considering these scientific
papers [4, 5, 10] it is possible to present the general sim-
plified block diagram of the coordinating automatic con-
trol system. This block diagram is shown in figure 1. This
control system represents the principles of operation and
the main features of the architecture described in the sci-
entific papers by Boichuk L. M. and Miroshnika I. V. [2].
However, such control system differs from similar sys-
tems presented in various papers [2, 8§, 11, 19, 20].

There are the following main differences of the coor-
dinating automatic control system under consideration
from similar systems.

1. The control signals are formed as the sum of control
signals of the lower and upper levels of the system.

2. There is an adjustment of the given ratio of parame-
ters based on the automatic optimizer.

3. The control is implemented in the field of nonlinear
systems.

4. There are no internal control loops at the lower
level of the CACS.

Accordingly, we need methods for tuning of the coor-
dinating automatic control system and in order to these
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methods would be acceptable not only in the class of
well-known linear systems [2, 3]. In this regard, this paper
shows presents experiments related to the tuning of sys-
tems in this class.

3 MATERIALS AND METHODS

The considered coordinating automatic control system
is two-level. The lower (first) level of control in this sys-
tem is linked to the liquidation of deviation from the ratio
of the values of regulated variables X; and X, And the
upper (second) level of control is linked to the liquidation
of the difference between the set and the actual value of
the controlled variable.

This coordinating control system adjusts to the devid-
ing of motions mode. It lets to eliminate the deviation
from the ratio of variables X; and .X; in the transition proc-
ess is linked to the liquidation of error in the system. This
is shown graphically in Fig. 1. The movement of the sys-

‘ Automatic optimizer ‘

tem from the initial point X to the final )X} in the space of
variables Xj and X, is shown. Movement along the trajec-
tory 1 corresponds to the traditional automatic control
system and movement along the trajectory 2 corresponds
to the coordinating automatic control system. The devid-
ing of motions mode provides the initial motion towards
the multitude M of the ratios, and then by the multitude M
to the end point X;.

In the MATLAB \ Simulink software environment we
have implemented the model of coordinating automatic
control system for the development of the tuning algo-
rithms (Fig. 2). The refrigeration turbocompressor is the
control object in this system. The refrigeration turbocom-
pressor model is represented as the linear system. It gives
some error in the simulation results. However this inaccu-
racy does not interfere with scientific research for the
design of methods for the synthesis of CACS.

Coordinating Automatic Control System
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@(7) is a deviation from ratio between variables at time;

Figure 1 — The simplified block diagram of the coordinating automatic control system
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software environment
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We have represented the system control law in the fol-
lowing way:

w] @)

where

i, = Hal ={k1 '(Hk“'p)](bisthe law of lower level
Ugd ky -(1+ ka1 - p)

control;

0 .
T= Y| _ is the law of
Py, (Prip.z = Prip) k3 (1 + k31 - p)
upper level control,
=k-G. —m, +b is the deviation from ratio of the pa-
(I) x.a k p

rameters. This ratio ensures the functioning of the turbo-
charger with maximum efficiency; m; = p; /pg is de-

gree of pressure increase; Py, is actual value of the con-
trolled variable; Py, is set point of the boiling pressure;
G,.., 1s compressor capacity; p is differential operators;
uy, % is control action on the flow of cooling water on
the condenser; u,, % is control action linked to the speed
of rotation of the compressor shaft of the refrigeration
plant; & is coefficient for the ratio; b is constants.

The tuning of this system must be implemented taking
into account for ensuring the necessary peculiarities of its
functioning, Such as the coordinating change of compres-
sor capacity G,, and the degree of pressure increase
Ty = py/po during the regulation of the boiling pres-

sure Py;,~P,. The coordinating change of compressor ca-
pacity G,, is possible within tuning of the system for
deviding of motions mode.

The researches have shown that it is possible to define
two main algorithms for the step-by-step tuning of the
coordinating system to the deviding of motions mode.

At the beginning of the tuning all parameters ki, k, and
k; of the regulators Nel, Ne2 and Ne3 are equal to zero.

According to the first algorithm the main regulator
Nel of the Ist lower coordinating control level is set up
initially. The tuning is implemented according to such
integral criterion:

Jo1 = [ 6% ()dt — min . 3)
0

The transient characteristics for deviations from the
ratio of variables at different values of the parameter k; of
the regulator Nel and at corresponding values of the crite-
rion Jy; are presented in Fig. 3.

At the second stage the regulator Ne3 of the upper lev-
el of control is set up according to the integral criterion:

Jop = '[(|e(t)| +3-]0(t))dt — min . 4)
0
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Figure 3 — The transient responses showing by deviation ¢(?)
from the given ratio of variables within time. The transitional
responses got at different values of the tunings parameters in the
coordinating automatic control system

At the final stage regulator Ne2 of the 1st lower coor-
dinating level of control is set up according to the crite-
rion:

Jos = [ (o()|+e(t))dt — min . )
0

All transient processes obtained at various stages of
the system tuning setup are shown in Fig. 3-5.

The second algorithm of tuning consists of four stag-
es. At the first stage the tuning of regulator of upper level
according to the integral criterion is presented:

Joo = j|e(t)|dt — min . (6)
0

Then the regulator of coordinating level is set up ac-
cording to the corresponding criterion:

Jo1 = [|6()|dt — min . )
0

At the third stage the tuning of upper level regulator
Nel are adjusted again according to the criterion:

Joa = [ @ [0(0)|+[e()dr — min ®
0

At the last stage the regulator Ne2 of the coordinating
level is adjusted according to the criterion:

Jo3 = [ (o) +]e(®)]dr — min . ©)
0

4 EXPERIMENTS
All necessary experiments were performed in the
MATLAB \ Simulink 2012 software environment. Ini-
tially it is necessary to implement a model of the coordi-
nating automatic control system to conduct experiments
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in the software environment. The block diagram of this
model is presented in Fig. 2. All parameters in the model
of the control object and in the corresponding control sys-
tem are also presented in Fig. 2. Possessing the appropri-
ate software you can realize experiments using the neces-
sary data presented only in Fig. 2-4. To verify the princi-
ple suitability of the considered algorithms we have ob-
tained transients at various stages of the tuning in the con-
trol system. These transients and the corresponding pa-
rameters ki, k,, k3 of the coordinating control system are
presented in Fig. 4 and 5.

It is interesting to note the specific experiment shown
in Fig. 6. If the control action of the upper level of the
coordinating control system is connected with the control
action u;, then we must change accordingly the tuning of
algorithms.

. . . . r — . . -
bar :

ol i

/N T U SN S
osbfl il 1-1T=4375 at ky=-6; 1]
: : : P 2--J=3178 at k;=-9;,
: : : 3 -- J=292,5 at ﬁ’c3,=-10‘, :
OB ot i 4L T=2164 at ky=- 13,
L b 5. [=2254 at ky=- 14,
alfl i =50, k=0
700 200 300 400 500 600 700 800 900 f'
[me offset: O a » SéecC.
()
— . : .
02 ..................................................... -

1] PP =
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Y] 7 S S Ie1561 at kom-15
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Figure 4 —The transient characteristics of the coordinating
automatic control system at different values of the tunings. The
transient characteristics showing the deviation e(¢) from the set

value are presented in Fig. 4a. The transient characteristics
showing the deviation ¢@(#) from the given ratio of variables are
presented in Fig. 4b.

The block diagram of such system is also shown in
Fig. 6. As a result of modeling of this system it is possible
to obtain the necessary transients. These transients proc-
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esses fairly accurately represent the coordination of the
regulatory processes and the tuning of the system to the
deviding of motions mode.

We can see from the transient graphs that the devia-
tion @(¢) from the ratio of the variables was practically
reduced to zero three times faster than the deviation e(f)
of the controlled variable from the set value (Fig. 6). Ac-
cording to the deviding of motions mode in the time in-
terval from 200 seconds to 1200 seconds the movement
was provided in the multitude of controlled ratio.

5 RESULTS

We can see from the graphs of transient processes pre-
sented in Fig. 3-5, the phased tuning of the coordinating
automatic control system is carried out under the condi-
tion of its stable operation. The minimum value of the
corresponding integral criterion and the corresponding
values of the regulators tunings are determined at each
stage of the control system tuning.

We can conclude based on the analysis of the simula-
tion results obtained at various algorithms of the phased
tuning of the coordinating control system. The four-step
tuning algorithm provides slightly faster way for the sys-
tem to reach the target multitude of controllable ratios
(figures 5d and 4c). Accordingly, the value of the integral
criterion of the quality (Jy;=139.8) for the system is less
with the four-stage algorithm than with the three-stage
(J03 = 1539)

6 DISCUSSION

The described tuning algorithms are phased due to the
structural features of multi-level systems. This case is
suitable not only for multi-level systems of the coordi-
nated regulation. The tuning of cascade control system
also presumes the phased tuning. For example, at first it is
necessary to set the inside control loop and then to set the
outer loop.

We should also note the scientific paper [2]. In this
scientific paper there is some process of step-by-step sys-
tem synthesis in which initially the coordinating control
system is considered as the one-level control system and
then as the multi-level one.

The phased tuning algorithms are represented in the

form of flowcharts shown in Fig. 7 and accordingly, in the
form of Petri nets in Fig. 8.
Petri net formation is the important component for repre-
sentation of the tuning process of the control system. If
the automatic tuning of the coordinating control system is
carried out, then the formed Petri net represents to the
user the definite process of retraining the specific artificial
neural network. In this case the neural network represents
the intellectual feature of the automatic tuning systems,
i.e. such network is able to learn at the operation of vari-
ous systems.

The simplified block diagram of control system with
the automatic tuning algorithm is shown in Fig. 9. Thus, it
is possible to set up the system to deviding of motions
mode.
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Figure 5 — Transients in the CACS for the different values in the parameters of the regulators. These transients are obtained at the
stage of tuning by the four-step algorithm. Figure 4a and 4c — transient characteristics of the deviation e(?) of the controlled variable
from the specified value; figures 5b and 5d — transient characteristics of the deviation ¢(¢) from the ratio of variables
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Figure 6 — Block diagram of the model of the coordinating control system and the graphs of transient processes on the deviation ¢(#)
from the ratio of the values of the controlled variables and on the deviation e(¢) of the regulable variable from the specified value

The artificial neural network forms the algorithm for  system is unsatisfactory, then the artificial neural network
tuning the control system in the kind of Petri net, it is just  is rebuilt according to the formed Petri net. This algorithm
shown in Fig. 9. If the algorithm of tuning for the control  for retraining of the artificial neural network was pre-
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sented in the scientific work [15] as the first experience to
implement this system.

CONCLUSIONS

The scientific novelty of the results. The problem as-
sociated with the development of tuning algorithms for
the highlighted class of automatic control systems was
solved in the present work. Thus the design technique of
corresponding coordinating systems has got the further
development.

The practical significance of the results. The com-
pleted scientific researchers have confirmed the suitability
of the developed algorithms for tuning of the coordinating
automatic control systems. Due to these algorithms we
can solve the problem of automated tuning for models of
the complicated control systems providing the coordina-
tion of various transients.

The prospects for further research. The problem of
automated tuning for the coordinating control systems
may be related to the field of automatic generation of Pe-

tri nets and to the field the learning of neural nets, name-
ly, the self-learning of neural networks at the synthesis of
Petri nets.
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AJITOPUTMHU HACTPOIOBAHHS KOOPIUHYBAJIbHUX CUCTEM ABTOMATHUYHOI'O YIIPABJIIHHS

T'ypebkuii O. O. — KaH/. TeXH. HayK, TOLUEHT Kadeapu aBToMaTH3allil TEXHOIOTYHUX MPOILECIiB 1 pPOOOTOTEXHIYHMX CHCTEM IHCTHUTYTY
KOMIT IOTepPHUX cHcTeM i TexHouoriit «Inayctpis 4.0» im. I1. H. TlnaronoBa OpechKoi HalliOHAIBHOT aKaieMii XapuoBux TexHouoriit, Oxeca,
VYkpaina.

TI'onuapenko O. €. — KaH]I. TEXH. HayK, IOLEHT KadeApy aBTOMATU3ALIii TEXHOIOTTYHHX IIPOIECiB i pOOOTOTEXHIYHUX CUCTEM IHCTUTYTY
KOMIT IOTePHUX cHcTeM i TexHouoriit «Iuayctpis 4.0» im. I1. H. TlnaronoBa OpechKoi HalliOHAIBHOT aKaieMii XapuoBuX TexHouorii, Oxeca,
VYkpaina.

Jdy6na C. M. — crapmmii BHKIagad KadeApd aBTOMATH3allii TEXHOJIOTIYHMX MPONECiB i POOOTOTEXHIYHUX CHUCTEM IHCTUTYTY
KOMIT FOTepPHUX cHcTeM i TexHouoriit «lumayctpis 4.0» im. I1. H. TTnaronoBa Omecbkoi HalliOHATBHOT akaaeMii XapuoBux TexHouorii, Oxeca,
Vkpaina.

AHOTALIA

AxTyasbHicTh. Bupiliena akryasibHa 3aj1a4a, 110 OB’ s3aHa 3 PO3POOKOI0 aJlTOPUTMIB HACTPOIOBAHHS KOOPANHYBAIBHUX CHCTEM aBTO-
MaTHUYHOTO yIpaBIiHHI. BaxIuBicTh po3po0OKH JaHUX alrOPUTMIB BUKIMKAHA PO3BUTKOM, Y IIei Yac, IIEBHOTO KJIacy CKJIA[HUX OaraTopis-
HEBHX CHUCTEM YIPABIIHHS, [0 3a0€3MeUyI0Th Y3rOMKECHHS MEPEXiAHNX MPOIECIB MPH PEryIOBaHHI TEXHOJIOTTYHAX MapaMeTpiB.

Mera po6oTH — MiHIMI3aIlisl Yacy Ta aBTOMaTH3aLlisl IPOLECY HACTPOIOBAHHS 0araToOpiBHEBUX KOOPAMHYBAJIbHUX CHCTEM aBTOMAaTHYHO-
'O yIpaBJIiHHS.

MeToa. 3anpornoHOBaHO MOETAIHE HACTPOIOBAHHS ABOPIBHEBHX KOOPIMHYBAIBHUX CHCTEM aBTOMATHYHOTO YHPABIiHHS AJs 00 €KTIB
XOJIOAMIIBHOT TEXHIKH, B OKPEMOMY BHUIAJKY ULl XOJIOAMIBHUX TYpPOOKOMIIPECOPHUX YCTAHOBOK i CHCTEM 3 TYHEJIbHHMH XOJIOAMIBHUMHU
kamepamu. HaBoasTbest O10K-CXeMH alrOpUTMIB, sIKi MOXKYTh OyTH BHKOPHUCTaHI Ha eTari aBTOMaTH30BAHOI'O TOLIYKY HapaMeTpiB HaCTpo-
FOBaHHSI CHCTEMH, IO 3a0e3edye y3roKEeHHs MEePEeXiJHUX MPOLECiB P aBTOMATUYHOMY YIIPaBIIiHHI.

PesyabTaTn. Exciepumentu Oynu npoBe/eHi B cepenopuiii Matlab 2012a, 3a pesynsratamu sikux Oynu oTpuMani rpadiku MeBHUX Iie-
PEXiZHUX TMPOLIECIB Ha PI3HUX eTalax HaCTPOIOBAHHS 0araToOpiBHEBOI CHCTEMH aBTOMATHYHOTO yrpaBiiHHs. Ha migcTaBi aHaiizy pe3ysbra-
TiB MOZICIIOBAHHS POOUTHCS] BUCHOBOK IPO JAOLIIBHICTh BUKOPHCTAHHS Pi3HUX alTOPUTMIB HACTPOIOBAHHSL.

Takoxx Oyna BH3HAUEHa Traldy3b 3aCTOCYBaHHS DPO3POOJIECHHX AITOPHTMIB ITOCTAIIHOTO HACTPOIOBAHHS 0araTOpPIBHEBHX CHCTEM.
B okpemomy Bunanky Oyiu mpeacTaBiieHI OCOOIHBOCTI (DYHKIIOHYBaHHS KOMIUIEKCY aBTOMAaTH30BaHOTO HACTPOIOBAHHS 0araTopiBHEBUX
CHCTEM aBTOMATHYHOTO YIIPABIiHHSI.

BucHoBku. [IpoBe/ieHi €KCIIEPUMEHTH MTOKa3aIH MPUHIUIIOBY MPUAATHICTh EBHUX aITOPHUTMIB IMOCTAHOIO HACTPOIOBAHHS JABOPiBHE-
BUX KOOP/IMHYBAJIBHUX CHCTEM aBTOMAaTHYHOI'O YHpaBJiHHsA. BcTaHOBIEHO, 10 peaizaliis aBTOMAaTH30BaHOTO HACTPOIOBAHHS KOOPIHHYBa-
JIbHUX CHCTEM aBTOMATHYHOTO YMPABJIiHHS 13 32CTOCYBaHHSM BIAMOBIHUX aITOPUTMIB MA€ MICIIe B rajiy3i Cy4aCHHUX IHTEJICKTyaJbHUX TEX-
HOJIOTIH.

KJIFOUYOBI CJIOBA: xoopauHalisi, y3rofkeHHs POLECiB, peryII0BaHHS CIIBBITHOIICHHS, aITOPUTMH HaCTPOIOBaHHs, Mepexi [lerpi.

YK 681.513
AJTOPATMBI HACTPOMKHA KOOPJIMHHUPYIOIUX CACTEM ABTOMATHYECKOI'O YIIPABJIEHUS

Lypcekmii A. A. — KaHJ. TeXH. HayK, JOLCHT Ka)eIpbl aBTOMATH3ALMU TEXHOJIOTHYECKHUX MPOIECCOB U POOOTOTEXHUYECKUX CHCTEM HH-
CTUTYyTa KOMIBIOTEpHBIX cucteM H TexHonoruil «Muaycrpus 4.0» um. I1. H. [InatonoBa Opecckoil HaMOHAIBHOM aKaJeMUU MUIIEBBIX
texHosorui, Onecca, YkpanHa.

I'onuapenko A. E. — xaHJ1. TexH. HayK, IOLEHT KadeIpbl aBTOMAaTH3AI[IH TEXHOJIOTHYECKHUX IPOIECCOB U POOOTOTEXHUUECKHX CHCTEM
WHCTUTYTa KOMIBIOTEPHBIX cucTeM u TexHonoruid «umyctpust 4.0» nm. I1. H. ITnaroroBa Onecckoil HaIMOHAIBHONW aKaJeMUH MHUIIEBBIX
TexHojoruii, Onecca, YkpauHa.

Jyona C. M. — crapmmii mpenogaBaTesb KadeApbl aBTOMaTH3AIMN TEXHOJIOTNYECKHUX TPOIIECCOB U POOOTOTEXHUYECKIX CHCTEM MHCTHU-
TyTa KOMIIBIOTEPHBIX cucTeM u TexHonorui «umyctpus 4.0» um. I1. H. IInaronoBa Opmecckoil HaIMOHAIBHON aKaJAeMHUHU MHUIIEBBIX TEXHO-
noruit, Oxecca, Ykpaunna.

AHHOTALUSA

AKTyaJbpHOCTb. PenieHa akTyanbHas 3a7a4a, CBA3aHHAS ¢ pa3pabOTKON alrOpUTMOB HACTPOWKH KOOPIMHUPYIOUIUX CHCTEM aBTOMAaTH-
YeCKOro ymnpasieHus. BaxHOCTh pa3pabOoTKu TaHHBIX aJTOPUTMOB BbI3BaHA Pa3BHTHEM, B HACTOAIIEE BPEMsl, ONPEIEIICHHOTO Kiacca CI0XK-
HBIX MHOTOYPOBHEBBIX CHCTEM YIMPAaBJICHUS, 00CCICUYMBAOIINX COTJIACOBAHUE MEPEXOHBIX MPOIECCOB MPH PEryJIUPOBAHIH TEXHOJIOTHYE-
CKHX IIapaMeTpOB.

Ileabp padoThl — MUHIMHU3AIKs BPEMEHN U aBTOMATH3aIHs IIPOLecca HACTPOHKH MHOTOYPOBHEBBIX KOOPANHHUPYIOIINX CHCTEM aBTOMa-
THYECKOTO YIPABICHUSL.

Metoa. [IpemnoxeHa mosramnHas HaCTPOHKa JByXYPOBHEBBIX KOOPIMHUPYIOLIMX CHCTEM aBTOMAaTHYECKOTO YIPABJICHHS I 00BEKTOB
XOJIONWIILHOM TEXHUKH. B 4acTHOM citydae JUIs XOJOIMIBHBIX TYPOOKOMITPECCOPHBIX YCTAaHOBOK M CHCTEM C TYHHEIBHBIMH XOJIOIMIIBHBIMA
© Gurskiy A. A., Goncharenko A. E., Dubna S. M., 2020
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kamepamu. [IpencTaBisioTcst GJI0K-CXEMBI AITOPUTMOB, KOTOPBIE MOTYT OBITh UCIIOJB30BAHbI HA ATAlle aBTOMATH3UPOBAHHOT'O MOUCKA T1apa-
METPOB HACTPOHKHU CHCTEMBI, 00ECTICUMBAIOIIEH COTTIACOBAHUE IIEPEXOIHBIX MPOLECCOB MPHU aBTOMAaTUYECKOM YIIPaBJICHHH.

Pe3yabrarhl. DxcriepuMeHThl ObUIH MpOBesieHbI B cpene Matlab 2012a, B pe3ysnbrate KOTOPHIX OBUIM MOJTYy4EHBI FpaUKK ONpe/iesieH-
HBIX [EPEXOIHBIX MPOLIECCOB Ha Pa3IMYHbIX dTAarax HaCTPOUKH MHOTOYPOBHEBOI CHCTEMBbI aBTOMATHUYECKOTO yrpasieHus. Ha ocHoBe aHa-
JIM3a pe3yJIbTaTOB MOJCIHPOBAHHS INIACTCsl BEIBOJ O LEII€CO00Pa3HOCTH UCHOJIB30BAHUS PA3IMYHbIX AITOPUTMOB HACTPOUKH.

Taxoxe Obl1a onpeneneHa o0nacTh MPUMEHEHHsT Pa3pabOTaHHbBIX aJTOPUTMOB ITOITANHON HACTPOMKM MHOTOYpPOBHEBBIX CHCTEM. B wact-
HOM cily4ae ObUTH IPeJICTaBIeHbl 0COOEHHOCTH (yHKIIMOHHUPOBAHHS KOMIUIEKCAa aBTOMATH3UPOBAHHOIN HACTPOHKN MHOTOYPOBHEBBIX CUCTEM
aBTOMATHYECKOTO YIIPABJICHHUSI.
BoiBojbI. [IpoBeIeHHbIE YKCIIEPUMEHTHI TOKA3aJIi IPHHIUIIHAIBHYIO TIPUTOTHOCTD ONPEACIICHHBIX aJITOPUTMOB TIOTAITHOW HACTPOMKU
JIBYXYPOBHEBBIX KOOPAMHHUPYIOIIUX CUCTEM aBTOMaTHYECKOTO YIIPABICHHUS. Y CTAHOBJICHO, YTO Pealu3alus aBTOMaTU3UPOBAaHHON HACTPO¥i-
KH KOOPAHHUPYIOIIHX CHCTEM aBTOMATHYECKOTO YIPABJICHHUS C IIPUMEHEHHEM COOTBETCTBYIOIINX AJITOPUTMOB HMEET MECTO B OOJIACTH CO-
BPEMEHHBIX HHTEIUICKTYAIbHBIX TEXHOJIOTHIL.
KJIFOUEBBIE CJIOBA: xoopauHamysi, COrjacoBaHHE MPOLECCOB, PETYIUPOBAHNAE COOTHOLICHUS, alTOPUTMBI HACTPOHKH, ceTH [leTpm.
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ABSTRACT

Context. The mechanism of decision-making during limited number of experiments with multiple criteria are considered. The
investigation object is process decision-making for project or control in complex systems with multiple criteria.

Objective. It is necessary to determine optimal (most preferred) parameters of the systems with multiple criteria. It is no the
mathematical model of the system, there is limited number of experiments only.

Method. A scheme is proposed for constructing a selection mechanism for decision-making in systems with several criteria for
which there is a sample of experimental results. The scheme includes the following procedures: an experimental study of a process
with several criteria (functions) depending on its parameters; the use of expert evaluation to build a matrix of preferences for individ-
ual implementations; building a function of choosing preferred solutions based on a preference matrix by constructing a mathemati-
cal model of preference recognition, formulation and solving the problem of generalized mathematical programming as the final step
in building the selection mechanism. The decision-making mechanism depends on the expert assessment procedure when comparing
a limited set of results with each other, as well as on the statement of conditions when solving the problem of generalized
mathematical programming. Comparison of a finite number of experiments is convenient for expert evaluation. Presentation of the
final choice as a result of solving the problem of generalized mathematical programming is convenient for using such a mechanism in

automatic control systems already without human intervention.

Results. The proposed scheme of decision-making during limited number of experiments has been applied to decision-making of
project management for pellet burner. Experimental decision-making results are presented in the presence of several criteria for a
pellet burner of a tubular heater, which confirm the acceptability of the developed decision-making mechanism.

Conclusions. It was proposed the new scheme for constructing a selection mechanism for decision-making in systems with sev-
eral criteria where there is a sample of experimental results only. The scheme of decision-making is includes the solving the problem
of generalized mathematical programming as the final step in building the selection mechanism. For the solving the problem of gen-
eralized mathematical programming may be applied the evolution search algorithm.

KEYWORDS: decision-making, multiple criteria, function of choosing, generalized mathematical programming.

NOMENCLATURE
A is an ash transfer in time;
ay, ay,..., ajg are choice function parameters;

x is a set of inlet system parameters;

x' is a scalar parameters (continuous or discrete);
Q is the set of admissible parameters;

Xo is Rg — optimal solution at the set €);

Xy 1s a new solution;

z is a set of outlet system functions (parameters);
7 is a one from output parameters

Ry is a binary choice relation;

R is a fuzzy generation relation;

S(X) is a selection function;

G(X) is a generation function;

Gy(X) is a set of new solutions;

B, is the table of experimental results;

B is a matching matrix of experimental results;
C is an incomplete choice function;

I(x) is the choice function;

7 is the choice rule;

RS (x) is the upper section to the binary choice rela-
tion Rg;
N,y is a number of experiments;

N, is a number of branches for evolutionary search;
Ngis a number of new solutions (hevristics);

© Irodov V. F., Barsuk R. V., 2020
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N,, is a number of preferred solutions;

Sj is a burner area;

Sj» is a useful area for primary air;

L, is a primary air flow;

L, is a total air flow;

X is a subset of parameters;

X, is a set of preferred solutions according to the bi-
nary choice relation Ry at the iterate step £;

k is an iterate step;

X1 1s a set of preferred solutions according to the bi-
nary choice relation Ry at the iterate step k—1;

Xy 1is a set of preferred solutions according to the bi-
nary choice relation Ry at the iterate step k& for the branch j
of evolutionary search;

W is a power of burner.

INTRODUCTION

The basis of the research is an experiment in which
the permissible range of parameters determining the state
of the system is comprehensively investigated. In each
experiment, in addition to the input parameters of the sys-
tem, the output functions (criteria) of the system under
study are measured or calculated. If we confine ourselves
only to the experimental sampling of parameters, then it
will not be possible to make decisions about the prefer-
ence of the system parameters over the entire allowable
area. It is advisable to build a mathematical model of the
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function of choice, which will allow to extend the rule of
preferences of parameters to the entire admissible region.
Having an expression for the function of choice, we can
formulate and solve the problem of finding the most pref-
erable solutions. The search of the most preferable solu-
tions can be implemented as a result of solving a general-
ized mathematical programming problem

The object of study is the process of decision-making
while developing or managing systems with some pa-
rameters. The mathematical model of such a system is
used to make decisions for the development or manage-
ment of systems. The mathematical model of the system
can be built on the basis of deductive laws of functioning
or on the basis of an experimental study of the system.

The subject of study is the process of decision-
making for project or control in complex systems with
multiple criteria when information about the system is
presented in the form of a limited set of experiment re-
sults.

The purpose of the work is to increase the speed the
decision-making process for a system with several criteria
when setting information about the properties of the sys-
tem is a set of experimental results.

1 PROBLEM STATEMENT

A system is characterized by a set of parameters x=
{xl, xz,..., x"}, xeQ and a set of output parameters
(functions, criteria) z = {z', 2%, ..., Z}. There are training
set of experimental results: B,, = <x, y,>, ¢ = 1,2, ..., Ny
and the result of the expert evaluation in the form of the
matching matrix B = {b;}, 1= 1,2, ..., Nop, j = 1,2, ..., Nop,
which is obtained using expert choice relation R.
It is required to find the choice function C for all set
with binary relation Rg such that binary relation Rg corre-
sponds with expert choice relation R.

2 REVIEW OF THE LITERATURE

In the study of certain processes and systems, the goal
is often set — to find the “best” values of the parameters of
the system under study. Here we will consider such prop-
erties of the system that are not formulated using the de-
ductive approach. Then the basis for the study can only be
an experiment. As a result of the experiment, an experi-
mental sample of the values of the system parameters and
the corresponding values of the functions (criteria) char-
acterizing these states will be obtained.

The traditional approach is to build mathematical
models for each function (criterion) separately based on a
sample of experimental data. The search for the “best”
parameters of the system can be carried out using a set of
mathematical models for the criteria. But how to compare
several criteria with each other with the traditional ap-
proach remains open.

An alternative approach, which is described here, is as
follows. The basis of the research is an experiment in
which the permissible range of parameters determining
the state of the system is comprehensively investigated. In
each experiment, in addition to the input parameters of the
system, the output functions (criteria) of the system under

© Irodov V. F., Barsuk R. V., 2020
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study are measured or calculated. If we confine ourselves
only to the experimental sampling of parameters, then it
will not be possible to make decisions about the prefer-
ence of the system parameters over the entire allowable
area.

It is advisable to build a mathematical model of the
function of choice, which will allow “to extend” the rule
of preferences of parameters to the entire admissible re-
gion. Having an expression for the function of choice, we
can formulate and solve the problem of finding the most
preferable solutions.

To date, there is sufficient experience in using binary
relations of choice in constructing a mechanism for
choosing decisions, in particular, scientific results [1-4]
and other.

If there is a system that does not have a reliable
mathematical model based on deductive laws of function-
ing, then the inductive principles of mathematical model-
ling of such systems are known [5, 6] that have received
significant development. In inductive modelling, various
mathematical models were constructed from experimental
data. In this case, it is possible to build functional depend-
encies for each of several output functions of the system.
Having mathematical dependencies for several output
functions, you can solve the decision problem as a multi-
objective optimization problem. There is a fairly large
number of scientific results in the field of multi-optimized
optimization [7-10].

Most of these results relate to the situation where there
are mathematical models for each of the output functions
— Pareto optimization. In this case, the adoption of the
final decision from the set of Pareto-optimal is an addi-
tional procedure.

An alternative approach is the formulation of an opti-
mization problem as an optimization task with respect to
choice relation. Previously, generalized mathematical
programming problems were formulated for which solu-
tion methods were proposed [11, 12] and other. Later
works are also devoted to solving the problem of general-
ized mathematical programming, for example [13].

Effective methods for solving optimization problems
are developed on the basis of evolutionary search algo-
rithms, for example, [14-16]. Including evolutionary al-
gorithms useful for solving problems of generalized
mathematical programming [16, 17] without the convex-
ity condition of choice relation.

Previously, it was not offered a general scheme for
constructing a selection mechanism for decision-making
in systems with several criteria where there is a sample of
experimental results only. The scheme of decision-
making is includes the solving the problem of generalized
mathematical programming as the final step in building
the selection mechanism. For the solving the problem of
generalized mathematical programming may be applied
the evolution search algorithm.

MATERIALS AND METHODS

Let a system be considered whose state is character-
ized by a set of parameters x= {x', x%,..., x"}. Each system
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state is characterized by a set of output parameters (func-
tions, criteria) z = {z', 2%, ..., Z/}.

We assume that as a result of the experiments, a train-
ing set of experimental results was obtained:
Boy = <x, v, 9 = 1,2, ..., Ny In terminology of the the-
ory of decision making [2—4], a separate result of the
sample will be called presentation. We assume that the set
of presentations of the training sample B,, by expert
evaluation taking into account the values of output func-
tions for any pair of presentations, a binary relation Rg: x;
Rgx;for ij = 1,2, ..., Ny is established. The result of the
expert evaluation for the comparison of the presentations
with each other will be represented in the form of the
matching matrix B = {b;}, 1= 1,2, ..., Nop, j = 1,2, ..., Nop,
where

bij: 1, if xiR)cj»,
bij = 0, if ij)C,
We will search for the selection rule m with the selec-
tion function
S(X)={re X|vy e [X \S(X)} xRsy}
and the binary relation R, which is determined by the
function 7(x) = I'(x', x%,..., x"), such that
Iy )= I )=x) Ry x,.
where x; €Q), x, €Q .

The function 7(x) is defined on the whole set of ad-
missible parameters QO and the binary relation Rs is de-
fined for all pairs of elements from Q, and not just for
pairs of elements from the set of experimental results.

In this sense, we can talk about the problem of ap-
proximation [4]. The function /(x) and the binary relation
Rs should be determined from the condition of the best fit
to the matrix B = {b;}, i = 1,2, ..., N,, j = 1,2, ..., N, for
comparison of objects according to the results of experi-
ments.

The binary relation Ry with the choice function ob-
tained in this way can be used to search for the most pref-
erable solutions on the entire Q set, taking into account
possible limitations as well.

Following the terminology of [2], the choice rule is a
rule, according to which there can be an by element or
integral definition of the choice function:

myeX]|...
mYcX]|...

In these formulas, instead of the ellipsis, one or an-
other record of the corresponding conditions, which char-
acterize the choice rule, is meant.

The task of the synthesis [2] is to construct a mecha-
nism of choice that implements this function based on the
function of the (incomplete) choice C, or to establish that
it cannot be done. The function C, for which the synthesis
problem is solved, can describe the experimentally ob-
served choice.

The article aims to offer a rational scheme for making
the most preferable solutions for researching a system
with several criteria, ranging from experimental research
of the system and obtaining a sample of experimental
data, ending with the formulation and solution of the
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problem of finding the most preferred parameters as a
generalized mathematical programming problem.

To achieve this goal, it was necessary to develop a
method for constructing a function of choice, based on a
sample of experiments, and then to extend the function of
choice to the whole admissible region. In addition, it was
necessary to develop or choose from previously devel-
oped such a method for solving the problem of general-
ized mathematical programming, which will allow to pro-
vide a final search for the most preferable solution on the
permissible parameter area in the presence of constraints.

The methods for solving the problems are based on
the approach to the evolutionary search for Rg — optimal
solutions. For subset X, X < Q we denote the function of
choice in the form

S(x)={x e x|vy e [X \S(X)} xRg ). (1)

We shall assume that set S(X) contains the concrete
number of elements — N,,.
We shall that for the set Q it was determined relation

Rg with attachment function pp (x,y): QxQ— [0,1].

Relation R will be termed generation relation.
For subset X, X < Q we denote the function of gen-
eration in the form

G(x)=XxUGy(x),
GH(X):{yeQ‘EIxeX,yRGx,uRG (x,y)> O}. 2)

We shall assume that set G(X) contains the concrete
number of elements — Ng.

The algorithm to search Ry —optimal solution can be
represented as

X, =8(G(Xi)), k=12,... 3)

The iterate algorithm (3) — is the general form of evo-
lutionary search.

According to [15-17] we will consider the decomposi-
tion

N
Xk:UXjk>XikﬂXjk:®7i¢j' (4)
j=1
The algorithm (3) takes the form
X =S6x 5 )), j=LNy, k=12... (5)

These iterate algorithms (3), (5) — are the general form
of evolutionary search.

We denote by R; (x) the upper section to the binary
choice relation Ry at the set
R§ (x)={y e QlyRgx} (6)

We will assume that upper sections have such proper-
ties:

Vx # X, mesR§ (x) > 0. @)
Relatively of generation function we will consider fol-
lowing. If xz is a new solution xz € Gy (X ), then

Vx # X, P{xH eRg(x)}26>o. ®)
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Convergence of the sequence X to Rg—optimal solu-
tion we understand the following. For every xeQ,
X # Xy there is a number K that for each k> K with
probability 1 that will be satisfied:

X < RE(x).
The following theorem [13] holds:
If upper sections (6) have the property (7), generation

function (2) has the property (8), and choice relation Ryis
a no strictly order relation, then algorithm (3) ensures

convergence of the sequence X; to Rg — optimal solution
with probability 1.

Analogically [16] this theorem can be extended for all
branches of evolutionary search (5).

4 EXPERIMENTS

There are considered tubular gas heater [18]. Tubular
heaters design parameters (inlet system parameters) are
below:

— Burner area, Sj;

— Useful area for primary air passage, Sz

— Primary air flow, L;;

— Total air flow, L,,;

— Burner power, W.

There are criteria (outlet system functions) of the
heater:

— Ash transfer by the time, 4;

— Concentration CO at exhaust gases, Cco;

— Concentration NO, at exhaust gases, Cyo,-

There are following requirements for parameters that
characterize tubular heaters work: for CO it is less than
130 mg/m’ and for NO, — less than 250 mg/m’. Therefore
such tags as CO and NO, are shown at tubular heater
schematically block diagram. Also such parameter as ash

is typical because of strengthened primary air supply cre-
ates unintended carrying out ash from the burner. It leads
to tube clogging, which degrades heat transfer and re-
duces tube efficiency time.

Ash, CO,
NOx
Secondary
air
-

Fuel

7l
|

W

Primary
air

Grate

Grates transparant par

Figure 1 — Tubular heater pellets burner principle diagram

Experimental results are presented in two arrays: array
1 (Table 1) and array 2 (Table 2).

After expert evaluation of array 1 (Table 1) and array
2 (Table 2), matching matrixes B were obtained — Table 3
and Table 4.

Table 1 — Experimental data arrayl

max=130 max=250

NE S S Tiep Lw- L1 w 3 Cco CNOx
1 0.5 0.572 0.7155 0.440252 0.335 0.175 0.012 0.964
2 0.5 0.572 0.6795 0.430464 0.313 0.240 0.153 0.681
3 0.5 0.572 0.6795 0.397 0.547 0.231 0.001 0.852
4 1 0.643 0.792 0.738 0.18 0.018 0.102 0.845
5 1 0.643 0.8145 0.828 0.32 0.039 0.016 0.674
6 1 0.643 0.855 0.736 0.355 0.458 0.003 0.757
7 1 0.643 0.7785 0.924 0.828 0.233 - -

8 0.5 0.254 0.8865 0.38 0.26 0.024 — -

9 0.5 0.245 0.7425 0.484 0.32 0.018 — —

10 0.5 0.254 0.7515 0.509 0.36 0.010 — -

11 1 0.287 0.819 0.769 0.3 0.083 — —

12 1 0.287 0.774 0.872 0.6 0.278 - -

13 1 0.287 0.742 0.787 0.94 0.202 — -

14 0.5 0.572 0.723 0.218 0.18 - 0.051 0.431
15 0.5 0.572 0.671 0.134 0.2 - 0.016 0.753
16 0.25 0.084 0.25125 0.134 0.064 0.298 0.063 0.293
17 0.25 0.084 0.21 0.244 0.09 0.583 0.066 0.441
18 0.25 0.084 0.20625 0.26 0.18 0.833 0.164 0.359
19 0.25 0.084 0.188 0.337 0.18 0.583 0.178 0.411
20 0.25 0.084 0.268 0.102 0.047 0.133 0.032 0.48
21 0.25 0.084 0.25125 0.139 0.113 0.408 0.03 0.635
22 0.25 0.084 0.245 0.153 0.1 0.417 0.023 0.691
23 0.25 0.084 0.2275 0.214 0.128 0.300 0.018 0.697
24 0.25 0.084 0.2225 0.14 0.053 0.150 0.018 0.661
25 0.25 0.084 0.208 0.167 0.045 0.058 0.049 0.526
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Table 2 — Experimental data array 2

max=130 max=250
Ne (cont.) S S nep Lo L, \\ 3 Cco Cnox
26 0.25 0.084 0.194 0.194 0.06 0.142 0.016 0.872
27 0.25 0.084 0.187 0.233 0.112 0.233 0.014 0.852
28 0.25 0.084 0.175 0.285 0.18 0.450 0.026 0.789
29 0.25 0.084 0.17 0.33 0.225 0.875 0.019 0.845
30 0.25 0.084 0.16 0.546 0.225 0.942 0.018 0.859
31 0.25 0.084 0.158 0.197 0.082 0.158 0.025 0.441
32 0.25 0.084 0.15375 0.2439 0.09 0.083 0.010 0.618
33 0.25 0.084 0.13875 0.306 0.113 0.158 0.006 0.497
34 0.25 0.084 0.131 0.362 0.15 0.250 0.01 0.625
35 0.25 0.084 0.121 0.422 0.15 0.400 0.028 0.783
36 0.25 0.084 0.106 0.588 0.225 0.858 0.019 0.668
37 0.25 0.084 0.1 0.8125 0.18 0.900 0.021 0.714
38 0.25 0.084 0.2625 0.13 0.039 0.108 0.067 0.53
39 0.25 0.084 0.21875 0.234 0.09 0.283 0.151 0.184
40 0.25 0.084 0.215 0.25 0.075 0.467 0.065 0.487
41 0.25 0.084 0.21 0.303 0.18 0.292 0.045 0.431
42 0.25 0.084 0.19 0.145 0.05 0.417 0.042 0.382
43 0.25 0.084 0.186 0.188 0.075 0.333 1 1
44 0.25 0.084 0.18875 0.198 0.113 0.317 0.09 0.26

Table 3 — Matching matrix for experimental data array 1

DATA 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,0,0,0,1,1,1,1,1,1
DATAO,L,1,0,1,1,1,1,1,1,1,1,1,1,1,1,1,0,0,1,1,1,1,1,1
DATA 0,0,1,0,0,1,1,1,1,1,1,0,1,0,0,0,0,0,0,0,0,0,0,0,0
DATA 0,1,1,1,0,1 0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
DATA 0,0,1,1,1,1,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
DATA 0,0,0,0,0,1,1,1,1,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0
DATA 0,0,0,1,1,0,1,1,1,1,0,0,1,0,0,0,0,0,0,0,0,0,0,0,1
DATA 0,0,0,0,0,0,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
DATA 0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
DATA 0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
DATA 0,0,0,1,1,0,1,1,1,1,1,0,1,0,1,0,0,0,0,0,0,0,0,0,0
DATA 0,0,1,1,1,0,1,1,1,1,1,1,1,0,1,0,0,0,0,0,0,0,0,0,0
DATA 0,0,0,1,1,0,0,1,1,1,0,0,1,0,1,0,0,0,0,0,0,0,0,0,0

DATA 0,0,1,0,1,1
DATA 0,0,1,0,1,1,
DATA 0,0,1,0,1,1,
DATA 1,0,1,0,1,
DATA 1,1,1,0,1,1,
DATA 1,1,1,0,1,1
DATA 0,0,1,0,1,
DATA 0,0,1,0,1,1,
DATA 0,0,1,0,1,1,
DATA 0,0,1,0,1,
DATA 0,0,1,0,1,1
DATA 0,0,1,0,1,1

1
0,0,0

1,1,1,1 1
1,1,1,1,1,1,0,0,1,1,1,
LLLLLILOLLLL
111,11, 1,1
1,1,0,1 1
1,1,0

1
1,
1
1

,0,1,0, 0 0 0,1,0,

0,1,1,1,0
1111,
1,1,1,1,0,0,0
1,1,1,1,1,1,1
1,1,1,1,1,1,1,1
1,1,1,1,1,1,1
A,11,1,1,1,1 ,
1,1,1,1,1,1,1,1
1L,1,1,1,1,1,1
1,1,1,1,1,1,1
1,1,1,1,1,1,1,1
1L,1,1,1,1,1,1
1,1,1,1,1,1,

,
0,LLLLI,

1
1
1
1
0
,L,LLLLL ,1,0000,1,1,1, ,1,0
,1,1,1,1,1,1,0,1,0,0,0,0,0,0,1,1,1,0
,0,1,0,0,0,0,0,0,0,1,0,1

,1,1,1,1,1,1,0,1,0,0,0,0,0,0,0,1,1,0
0,1,0,0,0,0,1,1,1,0,1,1

,1,1,1,0,0,0,0,1,1,1,1,1,1
,1,1,1,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0
-1,1.LL1,1,1,1,1,0,0,0,1,1, 1,11,

Table 4 — Matching matrix for experimental data array 2
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DATA 1,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,1,1
DATA 1,1,0,1,1,1,1,0,0,0,1,1,1,1,1,1,1,1,1,1
DATA 1,1,1,1,1,1,1,0,0,0,1,1,1,0,1,1,1,0,1,1
DATA 1,0,0,1,0,1,0,0,0,0,0,0,1,1,1,1,1,0,1,1
DATA 1,0,0,1,1,0,0,0,0,0,0,0,0,0,1,0,0,0,1,1
DATA 1,0,0,0,1,1,1,1,0,0,1,1,0,0,0,0,0,0,
DATA 1,0,0,1,1,0,1,0,0,0,0,1,1,1,

s

11,1

DATA 1,1,1,1,1,0,1,1,0,1,1,1,1,1,1,1,1,
DATA 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,
DATA 1,1,1,1,1,1,1,0,0,1,1,1,1,1,1,1,1,
0,0,0

0

sdslsds
sl

sds

DATA 1,0,0,1,1,0,1,0,0,0,1,0,0,0,0,0,0,
DATA 1,0,0,1,1,0,0,0,0,0,1,1,0,0,0,0,0,0,1,
DATA 1,0,0,0,1,1,0,0,0,0,1,1,1,0,1,0,0,0,1,
DATA 1,0,1,0,1,1,0,0,0,0,1,1,1,1,1,0,1,1,1,
DATA 0,0,0,0,0,1,0,0,0,0,1,1,0,0,1,0,0,0,1,
DATA 1,0,0,0,1,1,0,0,0,0,1,1,1,1,1,1,1,1,1,1
DATA 1,0,0,0,1,1,0,0,0,0,1,1,1,0,1,0,1,0,1,0
DATA 1,0,1,1,1,1,0,0,0,0,1,1,1,0,1,0,1,1,1,0
DATA 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0

1,1
11,1
11,1
11,1
11,1
0,1,1
0,1,1
0,1,1
11,1

1,1
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5 RESULTS
There are presented results with choice function in the
form (9).
F()C) = d] +d2+d3,
di= (a1 +ax' +ax' x') (astasy® +ag* x*),
dr=(artag’ +ap’x) (argtanx’ +apxtxt),
ds=(ayrax’ +aix*xt) (aietaiy’ +a’ X)), ©)
I(x1 )= T(xs )=x1 Rg x5

Parameters a;, a, ,..., a;g were obtained after evolu-
tionary search the choice function for array 1 of experi-
mental data and for array 2 of experimental data.

The choice function in the form (19) with specific val-
ues of parameters a;, a, ,..., ajg was used to solve the
problem of generalized mathematical programming: to
find maximum choice function with restrictions:
0.2<=x'=<0.5, i=1,...,5. Evolutionary search for solving
the problem of generalized mathematical programming is
illustrated at tabl. 6 and results of evolutionary search for
three branches of evolution are presented in Table 7.

6 DISCUSSION

It is advisable to discuss the stated decision-making
mechanism. The first stage of the decision-making
mechanism is the experimental study of the system. When
conducting experiments, it is desirable to examine as
widely as possible the allowable input parameters x= {x;,
X2,..., X,}. It does not require the use of experimental
planning methods. The tables of experimental results are a
typical example. A visual analysis of the experimental

results shows the existence of interdependencies of the
output parameters (functions) among themselves.

The controversial nature of the mutual influence of
output parameters is clearly seen. Matrix of conformity
(Table 3 and Table 4) is the result of expert assessment
and is subjective. For expert assessment, it is obviously
possible to use the whole variety of available pair-wise
comparison methods and use a different scale for such an
assessment. The choice function given in the article in the
form of an algebraic function is certainly not the only
possible one, here you can use the whole variety of pat-
tern recognition methods, for example [19, 20].

An important property of such a function is the reli-
ability of the reflection of experimental results not only
for the training sequence, but also for the checking se-
quence of experimental results. The use of an evolution-
ary search algorithm with several branches of evolution is
convenient for controlling the found solution. For exam-
ple, from Table 6 it can be seen that as a result of the
search, the value of the choice function reached a maxi-
mum (one) in all three branches of the evolution of solu-
tions. The values of the parameters are basically the same,
although there is a slight discrepancy in some parameters.

This suggests that the maximum of this choice func-
tion is poorly defined. If in the search process there was
no convergence of results across different branches of
evolution, this would indicate the absence of a single so-
lution. In this example, the solutions found for the three
branches of evolution are almost identical, which indi-
cates the presence of a global maximum of the choice
function.

Table 5 — Evolutionary search the choice function

Iteration step of evolutionary search Error at the training array 1 Error at the test array 2
1 0.2912 0.3975
2 0.2656 0.4425
6 0.2464 0.2675
10 0.2400 0.2675
14 0.2336 0.2675
18 0.2240 0.2675

27 0.1856 0.2675
38 0.1664 0.2525
96 0.1536 0.2575
214 0.1440 0.2575

Table 6 — Evolutionary search for solving the problem of generalized mathematical programming

Iteration step Maximum function Maximum function Maximum function
of evolution Branch 1 of evolution Branch 2 of evolution Branch 3 of evolution
1 —1.47E-7 —1.57E-7 —1.30E-7
2 8.45E-7 —1.28E-7 7.65E-7
5 1.53E-6 5.02E-6 4.78E-5

11 0.202 0.185 0.111

14 0.9950 0.9993 0.9953

15 0.9996 1 0.9975

16 1 1 0.9981

17 1 1 0.9985

18 1 1 0.9999

19 1 1 0.9999

20 1 1 1

Table 7 — Result of evolutionary search for solving the problem of generalized mathematical programming
. Parameter 1 Parameter 2 Parameter 3 Parameter 4 Parameter 5
Branches of evolution 1 5 3 4 s
X X X X X

Branch 1 0.3800 0.5 0.2 0.4511911 0.2
Branch 2 0.4080 0.5 0.2 0.4511911 0.2
Branch 3 0.3949 0.5 0.2 0.4511911 0.2020
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CONCLUSIONS

The constructed selection function is determined al-
ready on the whole admissible space of input parameters,
and not only on the set of experimental points.

Thus, the selection mechanism extends to the entire
allowable range of input parameters.

The scheme includes the following procedures: an ex-
perimental study of a process with several criteria (func-
tions) depending on its parameters; the use of expert
evaluation to build a matrix of preferences for individual
implementations; building a function of choosing pre-
ferred solutions based on a preference matrix by con-
structing a mathematical model of preference recognition,
formulation and solving the problem of generalized
mathematical programming as the final step in building
the selection mechanism.

The scientific novelty is result presented as a holistic
decision-making mechanism for a system based on induc-
tive modeling of complex systems, in which the following
steps can be distinguished: an experimental study of a
process with several criteria (functions) depending on its
parameters; the use of expert evaluation to build a matrix
of preferences for individual implementations; building a
function of choosing preferred solutions based on a pref-
erence matrix by constructing a mathematical model of
preference recognition, formulation and solving the prob-
lem of generalized mathematical programming as the fi-
nal step in building the selection mechanism.

The practical significance of obtained results is that
the stated decision-making mechanism can be used for a
wide range of complex systems with several criteria.

Prospects for further research are to the improve-
ment of methods and means for constructing a function of
choice for a limited number of experimental results.
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NPUMHSATTA PIIIEHB ITPY HAABHOCTI OBMEKEHOI'O UM CJIA EKCIEPUMEHTIB 3 TEKIJTBKOMA
KPUTEPISIMU

IponoB B. ®@. — 1-p TexH. HayK, npodecop, 3aBigyBad KadeApH CHCTEMHOTO aHANi3y Ta MOJCNIOBAHHS y TEIUIOTa30MOCTaYaHHi
[IpuaHinpoBCcHKOI AepKaBHOI akageMii Oy IiBHHLITBA Ta apXiTeKTypH, AHinpo, YkpaiHa.

Bapcyk P. B. — acucteHT Kadepu CHCTEMHOTO aHaJIi3y Ta MOAEGNIOBAHHS y TEIIOra3onocTadanHi [IpuaHinpoBChKol IepskaBHOT
akazieMii Oy/JIBHUITBA Ta apXiTekTypu, JHinpo, Ykpaina.

AHOTAIIA

AKTyalbHicTB. PO3riisHyTO 3a1auy IPUHHATTS PillleHb JUIsl CUCTEMH 3 JISKITbKOMa KPUTEPiSIMH Ha OCHOBI OOMEKEHOI KiIBKOCTI
EKCIIEPUMEHTAIBHUX pe3yJibTaTiB. OO0 €KTOM JIOCHIIKEHHS € POLEC MPUHHATTS pillleHb, TOYHHAIOYHU 3 EKCIIEPUMEHTAIBHOTO A0CIIi-
JOKSHHSI CHCTEMH JI0 PillIeHHS 3a/1a4i ONTHMi3allii CHCTEMH 3 JeKiJIbKOMa KPUTEPisIMH.

Meta. Meta poO0TH — BUKJIQACHHS IITFHOTO MEXaHI3My MPUHHATTS PIillIeHb IS CUCTEMH 3 JEKITbKOMa KPUTEPisIMU Ha OCHOBI
00MEeKeHOT KITBKOCTI €KCIICPUMEHTIB.

Mertoa. 3anpornoHOBaHO BUKOPHCTOBYBATH aITOPUTMH EBOJIFOLIIHOTO MOIIYKY HEPEeBaKHHX PIlICHb IS ABOX OCHOBHHX IIPOLIE-
Jyp: TIOUIyK ONTHMaibHOI (yHKIT BuOOpy Ha 6a3i MaTpumi Iepe BaKHOCTI €KCIIEPUMEHTAIBHAX PIIeHB; MOMIYK ONTUMAIBHHX II0
OiHapHOMY BiJHOLIEHHIO BHOOPY pillleHb Ha BCiif MHOXKHHI JIOIYCTUMHUX HapaMeTpiB (pilIeHHs 3a/1aui y3araJbHEeHOr0 MaTeMaTHIHO-
r'0 IIPOrpaMyBaHHsI). AJITOPUTM €BOJIIOLIHHOTO MOIIYKY, SIKUH 3aCTOCOBYETHCS, BUPIIIYE 3a/jady IONIYKY ONTHMAJIBHUX 110 GiHapHO-
MY BiJHOLICHHIO BUOOpPY pillieHb 6€3 MoTpeOu BUITyKIIOCTI BigHOLICHHs BHOOPY. Y poOOTi 3aCTOCOBaHI €KCIEPUMEHTAIbHI Pe3yJib-
TaTH JIOCII/PKEHHS NaJIbHUKA HAa MAJIUBHUX IpaHyax (mesnerax). BXinHi napamMeTpn cHCTEMH HalidylOTh II’ITh PO3MIPHUX IapaMer-
piB, 2 BHXiOHI mapaMeTpu TPU PO3MIpHI KpUTepil. YChOro eKCIEpUMEHTH HalidyloTh 45 pe3yibTaTiB, 3 AKHX 25 eKCIepHMEHTIB
CKJIaJI HaBYAJbHY MOCHITOBHICTH 1 20 pe3ynbTaTiB — KOHTPOJIBHY MOCIIIOBHICTD, SIKi 3aCTOCOBYBAIMCH JJIsI OTPUMAaHHS (QYHKIIT
BHOODY.

Pe3yabTaTn. Po3pobnena minpHa cucremMa modyoBM MeXaHi3My IPHHHATTS PIlIeHb UL CHCTEMH 3 AEKUIbKOMa KPUTEPisIMH Ha
OCHOBI 0OMEKEHOT KIIBKOCTI €KCIIEPUMEHTIB.

BucnoBkn. HaBeneHi ekcriepuMeHTH Ta X 00poOKa IOKa3ain JOCTOBIPHICTH OCHOBHHX HAayKOBHX PE3yJIbTATiB — MOXKIHMBOCTI
noOy/I0BH MeXaHi3My BHOOpY y CHCTEMi 3 JEKUIbKOMa KPUTEPiIMH Ha OCHOBI OOMEKEHOI KiJIbKOCTi €KCIIEPHUMEHTIB 1 MOMINPEHHS
KIHIIEBOrO BUOOPY Ha BCIO IOMYCTUMY 00JIaCTh BXiJHUX MapaMeTpiB, a HE TUIbKK Ha MHOXKHHI €KCIICPUMEHTAIbHUX PE3YJIbTATIB.

KJIFOYOBI CJIOBA: MexaHi3M MPUHHATTS pilleHb, ACKiIbKa KpUTEpPiiB, PyHKIisS BHOOPY, y3araJbHEHO MaTeMaTH4YHE IIPO-
rpaMyBaHHSI.

YIK 519.816
NPUHATHUE PENEHAN ITPU HAJIMYUHU OTPAHUYEHHOT'O KOJJMYECTBA 3KCITEPUMEHTOB C
HECKOJIBKUMU KPUTEPUAMHM

Hponos B. ®. — n1-p TexH. Hayk, npodeccop, 3aBeayronuii kKageapoil CHCTEMHOr0 aHalu3a M MOJICIMPOBAaHHsS B TEIIOra3o-
cHabOxenun [IpuaHENIPOBCKO TOCYAapCTBEHHON aKaleMUH CTPOUTENBCTBA U apXUTEKTYypHl, [lHemnp, YkpanHa.

Bapcyk P. B. — accucreHT Kadenpbl CHCTEMHOTO aHAIN3a W MOJCIHPOBAaHHS B TeIIOra3ocHaOeHUuH [IpuaHenpoBCcKoit rocy-
JIapCTBEHHOM aKaJeMUU CTPOUTENILCTBA U apXUTEKTYphl, JlHenp, YkpauHa.

AHHOTADIUSA

AKTyanbHOCTB. PaccMoTpeHa 3a/1aya NPUHSTHUS PELISHUH ISl CHCTEMBI ¢ HECKOJIBKUMH KPUTEPHSIM Ha OCHOBE OIPaHHYCHHOTO
KOJIMYECTBA IKCHEPUMEHTAIBHBIX Pe3ylbTaToB. OOBEKTOM HMCCIICIOBAHUS SBISICTCS IPOLECC MPUHSITHUS PELICHHUH, HAUMHAS C JKCIIe-
PHUMEHTAJIBHOTO MCCIIEI0BAHNS CUCTEMBI K PELICHUIO 3aJa41 ONTUMU3ALMU CUCTEMbI C HECKOJIBKUMHU KPUTEPHAMH.

Ieun. Llens paboThl — M3JI0KEHUE LEIBHOTO MEXaHU3MA NPUHATHS PELICHUH /Ul CUCTEMbI ¢ HECKOJIBKUMH KPUTEPHSAM Ha OCHO-
BE€ OPaHMYEHHOI0 KOJIMYECTBA AKCIIEPUMEHTOB

Mertoa. IIpeuiokeHo UCIIONIB30BaTh aIrOPUTMbI YBOIIOLMOHHOIO MOMCKA MPEANOYTHTEIBHBIX PELICHUH IS IBYX OCHOBHBIX
IIpoLeyp: HOMCK ONTUMAIBHOI (DYyHKIMU BBIOOpA HA 0a3e MATPHUIBI IPEAIIOYTUTEILHOCTH SKCIIEPUMEHTAIBHBIX PELISHHH; TOUCK
ONTHMAJBHBIX MO OMHAPHOMY OTHOIICHHIO BBIOOpAa pEHIEHHH Ha BCEM MHOXKECTBE JOIMYCTUMBIX IapaMeTpOB (pelIeHHe 3aJadud
0000I1IEHHOI0 MaTEMaTHYECKOT0 POrPAMMHUPOBAHHS). AJITOPHUTM DBOJIOLHOHHOTO IIOMCKA, KOTOPBIH MPUMEHSETCS, peliaeT 3a1ady
HOKCKA ONTHMAIBHBIX 10 OMHAPHOMY OTHOIICHHIO BbIOOpa perieHnii 6e3 TpeOOBaHUs BBIYKIOCTH OTHOLIEHHE BbIOOpa. B pabore
HPUMEHEHbI SKCIIEPUMEHTAJIBHBIC PE3yJIbTaThl UCCICIOBAHMS OPEIKM Ha TOIUIMBHBIX TpaHyiax (mesierax). BxozuHble nmapamerpst
CHCTEMbl HACUMTHIBAIOT ISATh Pa3MEPHBIX NAPAMETPOB, A BBIXOJHBIC MTAPAMETPbI TPH Pa3MEepHbIe KPUTEPUH. Bcero skcrepuMeHTb
HACUHUTHIBAIOT 45 pe3ysbTaToB, U3 KOTOPHIX 25 SKCIIEPUMEHTOB COCTaBIIIN YYEOHYIO TIOCIEA0BATEILHOCTD U 20 pe3yIbTaToOB — KOH-
TPOJIBHYIO TTOCIIEI0BATENBHOCT, KOTOPBIE IIPUMEHSIIUCH UL IOy deHUs GyHKIMH BbIOOpA.

Pe3yabTartsl. Pazpaborana menpHas CHCTEMa MOCTPOCHUS] MEXaHN3Ma MIPUHATHS PEIICHUIT Ul CHCTEMBI C HECKOJIBKUMH KPHTe-
pHSIM Ha OCHOBE OTPAaHUYCHHOTO KOJIIMUYECTBA SKCIIEPUMEHTOB.

BruiBoasl. [IpuBeseHHBIC AKCIIEPUMEHTH U MX 00paboTKa IMOKa3ajid JOCTOBEPHOCTh OCHOBHBIX HAyYHBIX PE3yJIbTaTOB — BO3-
MO)KHOCTH TIOCTPOGHHMSI MEXaHH3Ma BBIOOpa B CHCTEME C HECKOJIbKUMH KPUTEPUSIM Ha OCHOBE OIPAaHMYEHHOI'0 KOJIMYECTBA SKCIIEPH-
MEHTOB M PACIPOCTPAHEHMSI KOHEYHOTO BHIOOPA HA BCIO JOIYCTHMYIO 00JIAcTh BXOAHBIX MAPaMETPOB, a HE TOJILKO HA MHOXKECTBE
9KCHEPUMEHTAIBHBIX PE3YJIbTATOB.

KJIFOUYEBBIE CJIOBA: MexaHu3M MPHUHATHS PEIICHUH, HECKOJIBKO KpUTEPHEB, (QyHKIUS BEIOOpa, 0000IIEHHOE MaTeMaTHye-
CKOE NPOTrpaMMHpPOBaHHE.
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ABSTRACT

Context. The equivalent transformation method is examined in the given article. Its essence lies in changing of a certain class of
non-stationary systems with the stationary ones, for which optimization methods are well processed. Urgency of the method is
determined by the fact that in most optimal control methods, developed for continuous systems, tasks are considered in the temporary
space using the states space and the matrix theory. All real control objects are known to be non-linear and non-stationary in one way
or another. Analysis and synthesis of control systems for such objects is a complex mathematical issue, and its solution is received
for some separate occasions for now.

As a result of using the suggested method, when the variable coefficients matrix is known, the task of the non-stationary system
optimal control is reduced to the task of the equivalent stationary system optimal control for which solution methods are well-known
and well processed.

Objective. Reducing energy intensity and improving the quality of products of various technological processes is an urgent task
of the national economy of Ukraine.

Methods. To achieve this goal, we propose a method of modal synthesis of optimal stabilization laws using the method of
uncertain coefficients, developed by the authors

Results. Algorithm of synthesis of the optimal controller in the absence and presence of delay in the control loop is developed.
The method of selection and correction of the desired spectrum of roots is proposed. To eliminate self-oscillations in the presence of
a delay in the control circuit, the R. Bass method is used.

Conclusions. The modal synthesis of optimal laws of stabilization of technological processes is proposed on the basis of the
original method of uncertain coefficients. The complexity of the choice of the desired eigenvalues is overcome by the proposed
procedure of construction and correction of the spectrum of roots in a closed system of optimal control. To eliminate the occurrence
of stable self-oscillations (in the presence of a delay) in the stabilization process near a given trajectory, the Bass’s method is
proposed to be used. The simulation results confirm the correctness and effectiveness of the results.

KEYWORDS: technological process, linear-quadratic optimization task, AKOR method, modal synthesis, method of uncertain
coefficients, choice and correction of roots spectrum, R. Bass’s method.

ABBREVIATIONS
ACOR - analytic construction of the optimal
regulators;
ACS — automatic control system.

€ is a real part of the complex root;

& is a degree of vibration damping;

¢ is a phase shift;

o is a circular frequency of oscillation;
W is a some ratio;

NOMENCLATURE
I (x,u) is a functional;
T is a the symbol of transposition;
t is a current time;
U is a vector of control actions;
pi are the feedback coefficients;
A is a roots of the characteristic equation;
i,jis a indexes;
a;j are the coefficients of the matrix A;
b; are the coefficients of the matrix B;
Cij, fi, diisa auxiliary variable;
col is a column vector;
K is a gain ratio;
X is a extended state vector;
D is a determinant;
D,, is a determinant of dimension n x n;

Dy is a matrix with (n+1)x(n+1) coefficients and

X(t) is a state vector;
u(t) is a scalar control;

0 is a delay in the control loop;
o is a circular frequency;
fi is a coefficient of the i-th open characteristic

determinant.

A* is a matrix of constant coefficients of dimensions

(n+1)x(n+1);

B is a the column vector of dimension (n x 1);
Q= {qij }‘ is a diagonal matrix (nx n);

H(X) is a characteristic polynomial;
gql1=022=q33=1;
det(A+ BBT —1A) is a the characteristic determinant

of a closed optimal system.

INTRODUCTION
Systems synthesis task is one of the key tasks of both

pIN are column vectors with dimension (n+1);
automatic control theory and practice. Its solution results
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in definition of the structure of the automatic control
system (ACS) and its parameters from the condition of
the system sustainability and quality of transient
processes (achieving the required performance, the
inadmissibility of the considerable overshoot) improving
control accuracy in steady-state conditions etc [1].

Linear controllers are an effective way to ensure
dynamic performance of not only linear control objects of
arbitrarily high order, but also of objects that contain non—
linear and discrete units, which have a significant, but not
a determining influence on dynamic processes.

One of the important classes of dynamic objects are
various technological processes. Stabilization of
technological processes is the basis for the development
of optimal control systems. As the result of successful
stabilization and remote manual control, it is possible to
facilitate the withdrawal of equipment and machinery to
open areas, which leads to a significant reduction in
specific capital costs when creating new production
capacities. The task of the regulators stabilizing the
technological process is to counter the perturbation by the
introduction of restorative effects. The problem of
automation is especially acute for enterprises of chemical
and petrochemical industry [2].

The majority of industrial controlled objects have
delays. The presence of the delay is due to the final velocity
of information flows propagation in the technological
objects. The delay may also occur due to time spent on
signal transmission or, as in happens more often, in can be
caused by the phenomenon of simplifying assumptions, by
virtue of which it is considered that action of intermediate
and reinforcing links in the controlled object is reduced to a
signal transmission with delay. In these cases it is called
transport delay systems [3].

Inertia of the operator himself has a significant impact
on the management quality in addition to the delay in the
signal transmission. Therefore, it’s imperative to have
optimal (reference) dynamic implementation (control
laws) in preparation of the operator taking into account
the inertia and delay in the control loop.

In this article authors propose a procedure for the
synthesis of the optimal modal law stabilization of linear
stationary systems with delay based on the method of
undetermined coefficients, which is proposed by the
authors below.

1 PROBLEM STATEMENT
Let the dynamics of the process have the form:

X(t) = AX(t) + Bu(t — 0), )

Boundary conditions:

The most common for the stabilization of
technological processes is a quadratic criterion of shape
quality:

1(X,u) = j(‘)’o [i(t)T Qx(t)+u? (t)]dt . )

The choice of the quality criterion (2) is due to the fact
that it reflects the accuracy of tracking the normative
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indicators of technological processes and
consumption for the stabilization process.

The General statement of the problem of stabilization
of technological processes is as follows:

— it is necessary to find a control that translates the
system (1) from an arbitrary initial state to a zero finite

state and minimizes the quality criterion (2).

energy

2 REVIEW OF THE LITERATURE

There are two main deterministic approaches to create
the control system for the object’s state vector — analytical
design of optimal controllers and modal control.

Professor A. M. Letov [4] published his work in 1960,
in which the analytical solution of the problem of linear
stationary object’s optimal stabilization with a quadratic
quality functional was obtained, it was later called
“analytic construction of the optimal regulators” (ACOR).

Problem of linear non-stationary objects optimization
is also solved in Kalman’s work [5] published in 1960.

ACOR has the ultimate goal of obtaining control law
purely analytically, based on the requirements for
management quality.

Synthesis of the desired optimal closed loop control
system using ACOR depends on the designer choice of
suitable coefficient values of quality criterion is not quite
convenient because of absence of obvious relationship
between selected coefficients and transients in a closed—
loop system.

In addition, the application of the ACOR method leads
to the necessity of solving nonlinear matrix Riccati
equation, which is a non-trivial task and requires the use
of special numerical procedures [6].

The essence of the modal synthesis of optimal control
is to determine the numerical values of the delayless
feedback transmission coefficients in all the variables of
the technological processes state in order to ensure a
predetermined distribution of the characteristic equation
roots (eigenvalues) in the closed-loop control system [7].

For optimal stabilization of the technological
processes proposed modal synthesis using the method of
uncertain coefficients. Let us first consider the case when
there is no delay in the control loop.

3 MATERIALS AND METHODS
It is known [6] that for systems (1)in the case of a
quadratic quality criterion (2), extreme control is a linear
function of state variables:

T=p X 3)

Moreover, if the vector of feedback coefficients is
chosen in such a way that the poles of the closed system
(1) are located at preassigned arbitrary points, then the
required dynamic properties will be provided in the closed
system [4]. Thus, this problem is reduced to the choice of
the optimal location of the poles and determination of the
feedback coefficients.

We prove the following statement.
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Statement. We show that the unknown coefficients of
the characteristic determinant of a closed optimal system

[7]:
det(h)=|A+Bp~T — 1A=

arp +bypy—A--agjpjeran +by py
= aj1+bj pla” +b] pJ —X"‘ajn +b] pn .
any +bnPree-@nj +0y P @pn +bppp =2

linearly enter into the expression for the coefficients
of the characteristic polynomial of a closed system.

Proof. Indeed, let’s suppose that. Then, subtracting
the k-th line from the j th line, multiplied by we get a
determinant equal to the original, in which the feedback
coefficients enter the k th line. Expanding it along this
line and grouping the terms with the corresponding
powers, we finally arrive at the following expression of
the characteristic polynomial of the closed system (4a) or
(4b):

HO=2" +[ch1,i Pi "'dnl}”nl +[Z¢o,i Pi +d0} (4a)

i=1 i=1

HO) =" +(EL p+dn_1)x“’1 +,,,+(ggg+d0)' (4b)

We define the unknown parameters Cjj and

di(j :0,n—1;i:l,_n), in ntl n+l step using the
undetermined coefficients method. To do this, we put

pi =0(i=1,n) in the characteristic determinant at the

first step and reveal it by one of the known numerical
methods and find that the coefficients found for different
powers of A determine the unknown coefficients

dj(i :m) in the expressions for the characteristic
polynomial of the closed system for the corresponding
powers of A. In the next n steps, setting sequentially one
of the coefficients pj(i = I,_n) equal to one while others
remain zero and revealing the characteristic determinant,
we obtain expressions for the unknown parameter ¢ i 0

2 (j=0,n=1) or the  corresponding  power
Xj(j =0,n—1) in the characteristic polynomial of the

closed system.
Cji:fi_di' (5)

On the other hand, the characteristic polynomial of a
closed system with the desired roots A;,A,,...,A, has the

form [7]
n n-1 .
FOO[T %) = D150 +20. (6)

i=1 j=0
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As a result, to determine the feedback coefficients pi
in expression (2), we equate the expressions for the
coefficients for the same powers in (4) and (6) and obtain
a system of linear algebraic equations:

CO(ET,ET,...,ET )‘p=i_a, ™

where
1= (1n_1 ,1n_1,...,10),d = (dn_l,dn_z,...,do)y.

Now consider the procedure for modal synthesis based
on the undefined coefficients method proposed for linear
dynamical systems with transport delay [5, 6].

Let the dynamics model (1) of the technological
process is described as

X = AX + By, ®)

where iz(xl,xz,...,xn)T is fully measured vector of

system states deviation from a predetermined trajectory of
movement; A,B is a coefficient matrix with dimension
nxn, nxl; y is a scalar, characterized by deviation of
controls, taking into account the reaction of the operator,
the dynamic model has the form

y=~ryy+dyut-0), 9)

where constants  determined by

(and Dbesides

%y,du,e are

psychophysical features

1 k
Ay=——;d, ==
S R |
will be sought in the form (2). The objective is to
)T

of operators

u(t) is a scalar control action, which

determine the coefficients p =(py, P2,...Pn) , providing
some predetermined dynamic characteristics of the
stabilization — process and achieving sustainable
programmed movement of the system (8).

As the operator delay 0 is sufficiently small value,

we’ll write the equation (9) as a
y(®) =2y y(t)+dyu(t)—dybu(t). (10)

In that case if in some way estimate or measure the
condition of the operator y(t), the system (8), (10) is fully
observed and the problem is solved as follows.

We take into consideration the advanced phase vector.
Then the closing equation has the form

v T
X =X, X900 Xy X1 = Y) -

u=pTi,

an
and the characteristic polynomial of the closed-loop
system (8), (10) takes the form:
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A-1r ‘

- B
a7 -7 A|

det(A" = h) =

(12)

—T —
Ay +dyPpy —6P B_}\‘ =0,

1+dy0 P 1+did P

* .
where A is a matrix

(+1)x(N+1), P = (Py, PasenePp) s
A=A =2 =4y.

The multiplication of all the elements of a row or
column by the factor p is equivalent to multiplying the
determinant on p [7]. Hence, the determinant (12) can be
written and therefore assuming that the, we’ll put

| A-1n | B |
‘—T —T ‘ —T
p —6p AjAy+dypyy —d,0p B—A(1+dy0py,)

=0. (13)

It is easy to show that the determinant (13) is a
polynomial of degree (n+1) on A, and its coefficients are
linearly dependent on , i.e.

det® —1)=H}, p) =" +@! p+dD +.. 4@ p+dd)=0. (14)

Indeed, when uncovering the determinant (13) in the
last line, in which each element is a linear combination of
the coefficients p, we’re getting the expression (14).

Determination of unknown coefficients
d; ,dio(i = m) is made similarly to the procedure cited in
this paper above. When equating between the coefficients
of the polynomial powers (14) and the polynomial with
spectrum {ki }(I = m) selected to provide specified
quality parameters of transient processes

k+1 n+l
L) =T 1) = D1k, (15)
i+1 k=0

where l,,; =1, we get the joint system of linear algebraic
equations

Dhyip= I. (16)

The solution of system (16) provides the defined
spectrum {ki}(i =m) to a closed-loop system.
Frequently it is not possible to evaluate or measure the
state of the operator y(t) in real conditions. Then it is
necessary to put P, +1=0 in the closing equation (11).

As a result, the characteristic determinant of a closed-loop
system has the form.

© Stenin A. A., Drozdovich I. G., Soldatova M. A., 2020
DOI 10.15588/1607-3274-2020-1-21

212

| A-1L | B |

det(A" =) = |———— — .
dy(p -0p A)‘ky—dUGp B—k‘

amn

Desired characteristic polynomial is determined, as in
the previous case, by the expression (15). When equating
the coefficients of the polynomials (17) and (15) with the
same powers A we obtain incompatible systems of linear
algebraic equations in contrast to (16)

D,p=1. (18)
It is possible to use the least squares method [8] for

solving such a system, according to which the vector of
unknown coefficients P is approximately defined as

p=(D/D,)'D,l. (19)

The optimal stabilization law (11) of the system (1),
synthesized, proposed by the method of indefinite
coefficients, provides the given dynamic properties of the
process of stabilization of the system in the event of
deviations from the given (software) trajectory of motion.
However, this law does not eliminate the occurrence due
to the presence of a lag of stable self-oscillations at the
end point of the stabilization process near the given
trajectory of motion. To compensate for the delay, a
modified Bass’s method [8] proposed, the essence of
which is as follows. The delay compensation method [8]
to eliminate this effect, according to which it is necessary
to find a surface spaced in delay time from the zero error
point lying on the trajectory of the motion program (1) by
integrating system (1) in reverse time. In fact, this surface
is a tube inside which the programmed trajectory is
located.

To ensure the specified dynamic parameters of
transient processes in the stabilization of the technological
processes below the proposed methodology for the
selection and correction of the spectrum of the roots.

Usually in stabilization mode technological processes
management quality is defined by transition process time
tn.n. and a range of this process simplification

_ Xj(thn)
Xj(to)

<L j=Ln (20)

If Ly =¢gg+io®y is a dominant root then solution of
system (1) can be approximately written in the form

Xj =%j(t)e" cosoxt+j), j=Ln. ()

From equation (21) based on expression (20) we
obtain

Xj (tn.n)

<efotn < g
Xj(to)

(22)

where
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In&

gg < —=2<0.
tn.n

We choose such value of the imaginary part that is
equal l/tn.n. Variable Xj(t) will make one oscillation
around the equilibrium position at the same time during
the transition process and will strive for it from the
opposite side relative to the initial disturbance, which is
highly desirable for physical reasons.

In order to avoid overshooting the remaining roots of
the characteristic polynomial should be placed as close as
possible to the dominant with implementation of such
conditions

g <O <0y <.,
leo| <[e1] <Je2 < (23)

so that components with the large fluctuations will dump
more rapidly

[l = Pca > 01} (24)
and that the roots are not merged into multiples. It is
desirable to have roots on the complex plane as much as
possible to the left in order to reduce transition time.
However, constraints on state variables impose certain

restrictions on the roots modules too.
Given the notation (21) we write

Xj =V 2+ x(ty ™ cos((ot+(pj).

Each j-th equation of system (22) generates two upper
limits of the roots modules in the characteristic
polynomial, due to by the same restriction on the left and
right sides of the j-th equation of system (22).

Taking into account the expression (25) we define that
for the left side of the j-th equation of system (7)

(25)

max max X = maxv o’ +£2xj(t0). (26)
t A
And for the right side
n n
mtaxmkaxZajixj SZ‘ajixi (to)‘. (27)
i=1 i=1

Comparing the expressions (26) and (27), in the
absence of an explicit dependence of inequality (27) from
the roots module the following inequality can be written
as:

n
[ Jajiitto) o8

maxyo- +¢ Sizl—.
8 Xj(to)
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The most severe restriction of (28) will give us the left
edge of the characteristic polynomial root distribution.
Thus, the increasing € in order to accelerate the decay
process results in minimization « considering expressions
(23) and (24). Roots location corrected after the transient
modeling, based on the superimposed state variables

limits by changing the -characteristic polynomial
coefficients.
Let’s suppose that the j-th state variable is constrained

pres
X

by max ‘x j‘ < . In this case, we homothetically shift

all roots relative to the origin (according to Vieta’s

theorem) with the homothetic coefficient by multiplying

coefficients of the characteristic polynomial of degree 1
pres

) [9].
Xj

by the value

Also, the value of max‘x j‘ will change according to

the expression (21).

4 EXPERIMENTS

We will carry out modeling for two types of
technological processes, dynamic models of which are
most common in practice. The aim of the simulation is a
comparative analysis of the transients obtained by the
standard ACOR method and modal synthesis based on the
method of uncertain coefficients.

Technological process 1. Let the dynamics of the
technological process described by a system of equations
of the form:

dx dx,
— =Xy, —==ayX, +hu.: ay =1; by, =1.
dt 2 dt 2272 2 22 2
Thus, the control object is a serial connection of the
integrating and aperiodic links. It is necessary to define a
control law that provides a minimum of the functional (2).
Boundary conditions:

X1(0) = X190, X2(0)=Xz0; X1(0) =X;(o0) =0.

We consider two cases: a) X;o=1; X;0=0; b) X;0=5;
X20=0;

On the Fig. 1 graphics of transients of stabilizing for
cases a), b) obtained by ACOR and modal synthesis, , is
shown.

Technological process 2. Now let’s suppose that the
dynamics of the technological process is described by a
system of equations of the form:

X(t) = AX(t) + Bu(t), X(t),
where X(t)= (x1(t), x2(t), x3(t))T-state vector; u(t) — a
scalar control.

We assume that the delay in the control loop is
missing.
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-1 1 0
0

and B=|0|.
1

Let’s also assume that A={0 0 1

-1 0 0

For the stabilization of technological process a
quadratic criterion of shape quality (2) is used,
We consider two cases: a) X;9=1; Xx0=0; X30=0;

b) X10=5; X20=0; X30=0,

5 RESULTS
On the Fig. 1 shows graphics of transients of
stabilizing for cases a and b obtained by ACOR and
modal synthesis for the technological process 1.
On the Fig. 2 graphics of transients of stabilizing for
cases a and b obtained by ACOR and modal synthesis for
the technological process 2.

1
Xy
0,5
&
0 >
x2 /
-0,5 \/
-1
[
1 2 3 4 5
5
4 X
3
2
1
0 u ]
//
1 el i

2 4 6 8 10 12 14

6 DISCUSSION

From these graphics (Fig. 1 and Fig. 2) we can see that
from the point of view of modal synthesis, providing the
given dynamic parameters of the transient stabilization
processes is more effective. On the Fig. 1 it concerns the
energy saving component. On the Fig. 3 it concerns to the
accuracy of tracking the required stabilization parameter
values. With the help of the proposed modal synthesis
based on the method of uncertain coefficients, it is
possible to ensure the performance of such dynamic
indicators of the quality of transients as: stabilization
time, overshoot, simplification, degree of oscillation, etc.
This is the main advantage of this method over the ACOR
method, since the latter does not have a direct relationship
between the coefficients of the quality criterion and the
feedback coefficients. In addition, as shown above, the
method works in the presence of a small delay in the
control loop.

1
0,8 \i

0,6
Xy

0,4 |
0,2

-0,2 <~

1
0,8 \i

0,6
Xy

0,4 |

0,2

-0,2 <~

Figure 1 — Transient graphics obtained by ACOR (left) and modal synthesis (right)
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Figure 2 — Transient graphics obtained by ACOR (left) and modal synthesis (right)

CONCLUSIONS

The modal synthesis of linear closed stationary
systems with the optimal control law (3) proposed in the
article can provide the required dynamic properties in
technological processes according to the given
parameters. The procedure of modal synthesis of the
optimal control law carries out on the method of
uncertain coefficients proposed in the article. The
difficulty of choosing the required eigenvalues overcomes
the suggested procedure, construction and correction of
the spectrum of roots of the closed-loop optimal control
system of technological processes. Synthesis of closed-
loop optimal control systems is generalized to
incompletely observed processes and processes with
delay in the control loop. In addition, the proposed
procedure of modal synthesis can be used for one class of
non-stationary systems, for which the method of
equivalent transformation proposed in [10] is valid. The
simulation results confirm the correctness and
effectiveness of the received results.
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YIK 621.51

METO]I HEBU3HAYEHUX KOE®IIIEHTIB ¥V 3ABJIAHHSX ONTUMAJIBHOI CTABUIIBAIIT TEXHOJIOTTYHUX
MPOLECIB

Crenin O. A. — 1-p TexH. HayK, npodecop kKadenpu TexHIdHOI KibepHETHKH, KuiBchkuil momiTexHiYHUH iHCTUTYT iM. Irops
Cikopcrkoro, KuiB, Ykpaina.

Apo3nosud 1. I'. — xaH7. TexH. HayK, CT. HAYKOBUH CHIBPOOITHUK, [HCTHTYT TenekoMyHikamii i rrodanpHOro iH(GOpMAaIiifHOrO
npocropy HAH VYkpainu, Kuis, Ykpaina.

CoagatoBa M. O. — cT. BUKIanga4 Kadeqpy aBTOMaTH30BaHMX CHCTeM O0OpoOku iH(popmanii Ta ynpapiinas, KuiBcekuii
noiitexHigHui incTuTyT iM. Urops Cuxopckoro, Kuis, Ykpaina.

AHOTALIA

AKTyasIbHicTh B nmaHiil cTaTTi po3riIAgaeThess METOA €KBIBAJICHTHOTO MEPETBOPEHHS, 3MICT SKOTO TOJISATA€E B 3aMiHI AESIKOTO
KJlacy HECTAlllOHAPHUX CHCTEM CTalllOHAPHUMH, Ui SKUX METOAM ONTHUMi3alii JoOpe ompamnboBaHi. AKTYyalbHICTH METOLY
00yMOBJICHA THM, IO y OUIBIIOCTI METOMIB ONTUMAIBHOTO YHPABIIHHS, SIKi pO3pOONEHI IS HENepepBHHX CHCTEM, 3ajadi
PO3IISIIAIOThCS Y YacOBOMY IIPOCTOPI 3 BUKOPUCTAHHSIM IIPOCTOPY CTaHIB Ta Teopii MaTpui. Bimomo, mo Bci peanbHi 00’€KTH
YIPAaBIIiHHS B TOW YM IHIIIH Mipi € HENIHIHHUMH Ta HECTalllOHapHUMH. AHaJI3 Ta CHHTE3 CHCTEM YIPABIiHHS IJIsl TAKUX 00 €KTIB
HpescTaBisic co000 CKIAaJHy MaTeMaTH4YHy NpoOiieMy, pillleHHs sSKOi O TeNepillHbOr0 Yacy OTPHUMAHO JUIS IESKUX OKPEMHX
BUIIAJIKIB.

B pe3ynbTaTi BUKOPHCTaHHS 3allPOIIOHOBAHOIO METOAY, KOJIH BiJOMa MAaTpHUIsl 3MiHHUX KOe(il[i€HTiB, 3aa4ya ONTUMAIbHOTO
YIpaBIiHHS HECTAI[IOHAPHOIO CHCTEMOIO 3BOAUTHCA A0 PIillIEHHS 337adi ONTUMAJIBHOTO YIPABIIHHS €KBiBAJICHTHOIO CTAI[iOHAPHOIO
CHCTEMOIO, METO/IX PillIeHHS SIKO1 JOCTaTHBO BiIOMI Ta JOOpE ONpanboBaHi.

Metopa. /Iyt JOCSTHEHHS ITOCTAaBIEHOI METH 3alPOIIOHOBAHO METO MOJAIBHOTO CHHTE3y ONTUMAIBHHX 3aKOHIB CTabimizamil 3
BUKOPUCTAHHSIM PO3pOOIEHOTO aBTOPAMHU METOy HEBH3HAUCHUX KOS(DIIlieHTIB

Pe3yabstar. P03p0o0ieHO anropuTM CHHTE3y ONTUMAIBHOTO PEryJsTOpa Y BHUIIAIKaX BiACYTHOCTI i HAasBHOCTI 3alli3HIOBAHHS B
KOHTYpI yIpaBiIiHHs. 3allpOlIOHOBaHA METOJMKa BUOOPY 1 KOPEKIii OakaHOro CreKTpy KOpeHiB. [t yCyHEHHS! aBTOKOJIIMBAaHb HPH
HAsBHOCTI 3ai3HIOBAaHHs B KOHTYPI YIPaBIIiHHS BUKOPUCTOBY€eThCs MeTon P. Becca.

BucHOBOK 3amnpornoHOBaHO MOJAJIbHUH CHHTE3 ONTHMAJbHUX 3aKOHIB CTalOiNi3allii TEXHOJOTiYHUX IMPOIECIiB HA OCHOBI
OpUTIHAIIFHOTO METOAY HEBH3HAaYCHUX KoedilieHTiB. CKIaAHICTh BUOOPY IIYKAHUX BIACHUX 3HAYEHH JOJNAETHCS 3alPOINOHOBAHOIO
MpoLeayporo MoOyIoBH 1 KOpPEKLii CIEKTpy KOPEHIB B 3aMKHYTIH CHCTEMi ONTHMAalbHOTO YHpaBIMiHHA. Jng BUKIIOYEHHS
BUHMKHEHHS CTIIKMX aBTOKOJIMBaHb (IIPY HAasSBHOCTI 3aTPUMKH) B IIporeci crabirizanii mo6yusy 3agaHol TpaeKTopii IPOIOHYy€eThCS
BHUKOPHCTOBYBaTH MeTox becca. PesynbraTn MoeroBaHHS MiATBEPAXKYIOT KOPEKTHICTD 1 €)eKTHBHICTH OTPHUMAHUX PE3YJIBTATIB.

KJIFOYOBI CJIOBA TexHOJOTiYHHI TpOIIeC, JiHIITHO-KBagpaTHYHa 3aqada onrtuMizarii, Mmeroq AKOP, MonaneHuil cuHTE3,
METO]] HeBU3HAUCHUX KoedillieHTiB, BUOIp 1 KOPEKIIis CreKTpy KopeHis, Meton P. Becca.

YJK 621.51
METO/] HEONTPEJEJIEHHBIX KOY®PUIUEHTOB B 3AJTAUAX ONITUMAJIBHON CTABUJIM3AIIUHA
TEXHOJIO'MYECKHUX ITPOLOECCOB

CreHuH A. A. — 1-p TeXH. HayK, npodeccop Kadeapsl TEXHNIECKOW KHOepHETHKH, KIMEBCKUI MONMUTEXHIYECKHI HHCTUTYT UM.
Uropsa Cukopckoro, Kues, Ykpauna.

AposmoBuay M. I'. — KaHA. TexH. HayK, CT. HAy4YHBI COTPYAHHK, IHCTHUTYT TENEeKOMMYHHUKAIMi M TJIOOAIBHOTO
nHpopmanmonnoro npocrpancrsa HAH Ykpaunsl, Kues, Ykpauna.

CoagatoBa M. A. — cT. mpenonaBartenb Kadeapbl aBTOMAaTH3MPOBAHHBIX CHCTEM 00pabOTKM HH(OpMAaIMU M yHpaBieHUS,
Kuesckuii nonurexunueckuit ”HCTUTYT UM. Uropst Cukopckoro, Kues, Ykpanna.

AHHOTANUA

AKTyallbHOCTb. B naHHOH cTaThe paccMarpuBaeTcs METO]] SKBUBAJICHTHOTO IIPe0Opa30BaHMs, CMBICI KOTOPOTO 3aKJII0YAETCS B
3aMeHe HEKOTOPOTO KJIacca HECTAIMOHAPHBIX CHCTEM CTAI[MOHAPHBIMH, TSI KOTOPBIX METOBI ONTHMHU3ALNH XOPOIIO TPOpadOTaHBI.
AKTyaJIbHOCTh MeTOZa OOYyCJOBJICHA TEM, YTO B OOJBIIMHCTBE METOAOB ONTHUMAIBHOTO YIPAaBJIEHHs, pa3pabOTaHHBIC IUIS
HETIPEePBIBHBIX CHCTEM, 3aJaddl PacCMaTPHUBAIOTCSI BO BPEMEHHOM HPOCTPAHCTBE C HCHONB30BAHHEM HPOCTPAHCTBA COCTOSIHUHA U
Teopun Matpuil. M3BecTHO, 4TO Bce peanbHble OOBEKTHI YNPABIECHHS B TOW HIM WHOW CTENEHH SIBISAIOTCS HENUHEHHBIMH U
HECTAalIOHAPHBIMU. AHAJIN3 U CHHTE3 CUCTEM YIIPABJICHUS VIS TaKHMX OOBEKTOB IPECTaBIsIeT cO00H CIOXKHYIO MaTeMaTHIECKYIO
npo0OiieMy, peleHre KOTOpOH 10 HACTOSAIIETO BPeMEHH TIOyIeHO /Ul HEKOTOPBIX YAaCTHBIX CITydaes.

B pesynpraTe HCHONB30BaHMS MPEUIOKEHHOTO METOZA, KOrJa HM3BECTHA MaTpulla IepeMeHHBIX Kod((HUIMEeHTOB, 3axada
ONITHMAJIBHOTO YNPABIEHNSI HECTAIIMOHAPHONW CHCTEMOW CBOJHUTCS K PEIICHHIO 3a/ladll ONTHMAIBHOTO yNPABICHUS SKBUBAJICHTHOM
CTaI[OHAPHOH CHCTEMOIO, METOIbI PEIICHUS] KOTOPOH JOCTATOYHO U3BECTHBIE U XOPOIIO TPOPaOOTaHHEIE.

Metoa. [t TOCTHKEHUS TIOCTaBICHHOH LENH MPEUTOKEH METO MOJATBHOTO CHHTE3a ONTHMAIIBHBEIX 3aKOHOB CTA0MIIN3AINY C
HCIOJIb30BAHUEM Pa3pabOTaHHOIO aBTOPAMU METO/A HEOIPeIeICHHBIX KOI(Q(UIIHEHTOB.

Pe3yabtarel. Pa3paboraH anroput™ CHHTE3a ONTHUMAIBHOTO PEryJISITOpa B CIydasx OTCYTCTBUS M HAIMYMs 3alla3]bIBaHUS B
KOHType ympasnenus. [Ipemnosxkena MeToanka BEIOOpa U KOPPEKIUH JKETAEMOTO CHeKTpa KopHeil. st ycTpaHeHHs aBTOKOIeOaHnit
TP HAJIMYMU 3aMa3/bIBaHuUs B KOHTYpe YIpaBlIeHHUs UCTonb3yeTcsa MeToa P. bacca.

BruiBoasl. IIpenmoxkeH MOMANbHBIH CHHTE3 ONTUMANBHBIX 3aKOHOB CTAOMIM3AIMM TEXHOJIOTHYECKHUX IIPOLECCOB HA OCHOBE
OPHTHHAIBHOTO METOZa HEeOIpeAeICHHBIX Ko duieHToB. CI0KHOCTh BBIOOpA HCKOMBIX COOCTBEHHBIX 3HAUCHUH MPEOA0IEBACTCS
TIPE/UTOKEHHO MpOoLeypoil MOCTPOSHNSI M KOPPEKIUH CHEKTpa KOpHEH B 3aMKHYTOM CHCTEME ONTHMAJBHOTO ympaBieHHs. [l
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