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ABSTRACT

Context. The problem of generating pseudo-random sequences of bits using the rules of fuzzy logic and two-dimensional chaotic
systems is considered.

Objective. Pseudo-random sequences generators built using two-dimensional chaotic systems and fuzzy logic. The purpose of
the work is to develop and implement pseudo-random bit sequences generators based on the rules of fuzzy logic and two-dimensional
chaotic systems and to evaluate the statistical characteristics of the generated sequences using statistical tests of National Institute of
Standards and Technology.

Method. A method for generating pseudo-random bit sequences is proposed, which allows form bit sequences with characteris-
tics that meet the requirements of secure communication systems and cryptographic protection of information based on the rules of
fuzzy logic and two-dimensional chaotic systems. In the process of studying the operation of generators, histograms of the distribu-
tion of output values were constructed, which allows to clearly determine whether the entire range of output values of the two-
dimensional system could be used to generate pseudo-random bit sequence or only part of it. A study of the statistical characteristics
of the generated sequences using a set of statistical tests was also performed.

Results. Bit sequences formed using fuzzy logic rules and two-dimensional chaotic systems can be used to transmit information
in secure communication systems.

Results. The proposed generators were implemented in software, histogram analysis and evaluation of compliance with the crite-
ria for a set of statistical tests of National Institute of Standards and Technology.

Conclusions. The experiments confirmed the ability of the proposed generators to generate bit sequences with good statistical
characteristics, which allows them to be recommended for use in practice in solving problems of cryptographic protection of infor-
mation and secure transmission of information over open communication channels. Prospects for further research may be to create
cryptographic methods of information protection based on the proposed pseudo-random bit sequences generators, the implementation

of secure communication systems.
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ABBREVIATIONS

FFT is a fast Fourier transform;

NIST is a statistical tests suite of National Institute of
Standards and Technology;

PFMM-CLM is a parallel fuzzy multimodule chaotic
logistic mapping;

PRB is a pseudo-random bits;

PRS is a pseudo-random sequence.

NOMENCLATURE

Xp 1s an initial condition of the two-dimensional Hé-
non system;

Yo 1s an initial condition of the two-dimensional Hé-
non system;

X,,1 1s an output value of the two-dimensional Hénon
system;

Yn41 18 an output value of the two-dimensional Hénon
system;

a is a control parameter of the two-dimensional Hé-
non system;
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b is a control parameter of the two-dimensional Hé-
non system;

¢ 1s an initial condition of the two-dimensional Lozi
system,

d is an initial condition of the two-dimensional Lozi
system,

¢,41 18 an output value of the two-dimensional Lozi
system,

d,41 1s an output value of the two-dimensional Lozi
system,

o, is a control parameter of the two-dimensional Lozi
system,;

B is a control parameter of the two-dimensional Lozi
system,

po 1s an initial condition of the two-dimensional
cross-chaotic system;

1p 1is an initial condition of the two-dimensional
cross-chaotic system;

Pn+1 18 an output value of the two-dimensional cross-

chaotic system;
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7,41 1s an output value of the two-dimensional cross-

chaotic system;
W is a control parameter of the two-dimensional

cross-chaotic system;

k 1is a control parameter of the two-dimensional
cross-chaotic system;

n is a number of iterations of chaotic system;

Xmin 1S @ minimum of range of output values of the

two-dimensional Hénon system;

Xmax 1S @ maximum of range of output values of the

two-dimensional Hénon system;

P,uue 1s a criterion for passing the statistical test

NIST.

INTRODUCTION

A method of generating pseudo-random sequence
(PRS) bits using multidimensional chaotic systems and
fuzzy logic rules for the formation of pseudo-random bit
sequences with their further verification for compliance
with the criteria of statistical tests suite of National Insti-
tute of Standards and Technology (NIST) is suggested in
this article [1-8]. A number of multidimensional chaotic
systems, such as two-dimensional Hénon, Lozi maps, and
cross-chaotic maps, are used as mathematical functions
for the formation of initial values.

Fuzzy logic in the sense of deterministic chaos is a
section of mathematical logic designed to solve the prob-
lem of fuzzy decision making by assigning a certain bit
value to a fuzzy range of initial values of a chaotic system
to obtain the most accurate result possible [9—14]. Fuzzy
logic is designed to solve the problem of generating bits
by considering all available information and making the
best possible decision from the generated initial value of
the chaotic system. To verify the effectiveness of this
method of generating PRS, the latter should be tested for
compliance with the criteria of NIST statistical tests,
which will confirm the effectiveness of encoders and
cryptographic methods based on such generators for proc-
essing, transmitting or storing confidential information
[15-19].

A large number of different PRS bit generators are
known from the literature that both use threshold methods
to generate bit sequences and generate sequences by con-
verting a decimal value into a bit representation [6—8]. We
suggest to use the rules of fuzzy logic to form pseudo-
random bit sequences.

The object of study is the process of pseudo-random
bit sequence generation using two-dimensional chaotic
systems and fuzzy logic.

The subject of study is the combination of chaos the-
ory and fuzzy logic rules to form a new approach to creat-
ing secure data transmission systems.

The purpose of the work is to develop and imple-
ment PRS bit generators based on the rules of fuzzy logic
in two-dimensional chaotic systems and to evaluate the
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statistical characteristics of the generated sequences using
statistical tests NIST.

1 PROBLEM STATEMENT
To generate PRS bits, we selected three two-
dimensional chaotic mappings using fuzzy logic, namely
the Hénon (1), Lozi (2) maps, and cross-chaotic (3) maps
[1,3].

_ 2
Xn+l = Vpl — Xy

2
Y1 = bxn >

M

where xp e (-1;1) and yye (-0.4;0.4) are the initial

states of Hénon chaotic systems, ae€ (0;2] ,
be (—0.5;0.5] are control parameters.
cn+1=1—(x|cn|+dn, @

dyy1 = Bcn >

where ¢y € (—2;2) and dpy € (—2;2) are the initial states
of chaotic systems, a€ (1.3;1.8) and be(03;0.6) are

control parameters.

DPns1 =1 _Mrnz’
(3)

Fyel = cos(kcos_1 P ),

where pye (-1;1) and yye (-1;1) — are the initial
states of chaotic systems, L€ (1,4;2] and ke (0,3) are

control parameters.

Depending on how the control parameter of the cha-
otic system is selected a different range of initial values is
obtained, and the formation of bit sequences will be done
in a different way. Therefore, in order to be able to form a
bit sequence, it is necessary to adapt the rules of fuzzy
logic to make them suitable for a bit sequence formation.

Histograms of distribution of initial values of two-
dimensional chaotic systems, as well as results of the
NIST statistical tests will serve as the criteria of the
formed sequences estimation.

2 REVIEW OF THE LITERATURE

Chaos theory is used in numerous applications, name-
ly in cryptography, secure communications, technology,
physics, economics, robotics, control and many others [1,
3, 5, 12]. Chaotic systems are deterministic ones with
high sensitivity to initial conditions and changes in con-
trol parameters and are therefore constitute an excellent
basis for effective modeling of complex natural phenom-
ena. These features allow using the chaotic systems to
build secure communication systems.

Due to the above characteristics of chaotic systems,
there is a constant demand for the introducing new appli-
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cations of chaotic systems in secure communication sys-
tems. Usually new applications are implemented by either
modifying the existing chaotic system, or by slightly
changing the equations describing chaotic systems, or
adding another equation to the system and increasing its
dimension, or proposing a new application of an already
well-studied chaotic system.

Logistic map [7] is one of the most well-known one-
dimensional discrete time chaotic systems and one of the
most heavily modified chaotic systems [7, 8, 12, 15]. The
map has only one parameter and a simple structure, which
makes it suitable for many applications. Many modifica-
tions of the classical logistic map have been proposed in
the literature. One of such modifications is the use of a
fuzzy triangular number to change the behavior of the
logistic map. The idea of passing the logistic map values
through a fuzzy number is mathematically simple, but it
leads to a significant improvement in the behavior of cha-
otic map.

Fuzzy logic and a fuzzy sets themselves are a large
field of research and have found their application in tech-
nology. Specifically, in dynamical systems fuzzy sets are
combined with chaotic systems and form the so-called
fuzzy dynamical systems [9-14]. In one of the proposed
modifications of the logistic map, its values at each itera-
tion are passed through a triangular fuzzy number, which
is a simple linear function that takes values in the interval
[0, 1]. The resulting map demonstrates a more unpredict-
able behavior associated with chaos compared to the clas-
sical map, and reaches a higher value for its Lyapunov
exponent. In addition, to demonstrate the applicability of
the map in chaos-related software applications, the prob-
lems of generating pseudo-random values are described in
[17-19], and the process of image encryption based on
such systems is presented in [19]. It can be seen that a
sequence of bits formed from a modified mapping using a
simple rule passes all 15 tests of the NIST statistical test
suite [15,18]. Further, the generated bit sequence is used
to implement the image encryption process, and the re-
sulting encrypted image is analyzed for security using
methods such as histogram analysis, correlation and in-
formation entropy.

It should be noted that the approach of combining
fuzzy logic and chaotic systems can be easily applied to
any chaotic system and further modified by considering
different types of fuzzy numbers, such as trapezoidal,
Gaussian, quadratic, exponential ones or combinations
thereof. Thus, the combination of fuzzy logic and chaos is
quite promising for the development of new PRS bit gen-
erators and their application in cryptography and secure
communication systems.

3 MATERIALS AND METHODS
To implement the PRS bit generator, we used the fol-
lowing fuzzy logic rule:
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1. First, we divide the range of initial values of each of
the chaotic systems into 10 intervals.

2. Each of these intervals is divisible by 25 sub-
intervals except the last one; it is divisible by 30.

3. The size of each of the intervals is determined de-
pending on the selected values of the control parameters
of chaotic systems, and they will differ from each other
for both systems.

First, we selected four two-dimensional chaotic maps,
such as Hénon (1), Lozi (2), and a cross-chaotic map (3)
to test the efficiency of such generators.

Fuzzy logic rule for a two-dimensional Hénon map
with the values of the control parameter a = 1.40 and b =
0.3035 and the range of change of output values [-1.297;
1.276] is as follows:

If the input = —1.297 — —1.0397, the output = 0-25

If the input = —1.0397—-0.7824, the output = 2650

If the input = —0.7824 — —0.5251, the output = 51-75

If the input = —0.5251--0.2678, the output = 76—-100

If the input =—-0.2678 — —0.0105, the output =101-125

If the input =—-0.0105 — 0.2468, the output = 126-150

If the input = 0.2468 — 0.5041, the output = 151-175

If the input = 0.5041 — 0.7614, the output = 176-200

If the input = 0.7614 — 1.0187, the output = 201-225

If the input = 1.0187 — 1.276, the output = 226-255.

Similarly, the original ranges of Lozi maps and the
cross-chaotic map are broken and PRS bits are formed.
Fig. 1 shows a block diagram of a PRS bit generator using
fuzzy logic and two-dimensional chaotic systems.

4 EXPERIMENTS

In the process of studying the statistical characteristics
of bit sequences, PRS bits were formed separately for
each two-dimensional map with different initial condi-
tions and control parameters. Their initial conditions and
control parameters, under which the best results of statis-
tical tests were obtained, are presented in Table 1. In addi-
tion, since the system is very sensitive to the values of
initial conditions and control parameters, it is necessary to
choose the values of control parameters so that the range
of initial values of chaotic systems is fully completed.

5 RESULTS

To check whether the whole range of initial values is
really completed, it is necessary to build a histogram of
the initial values distribution. Since the fuzzy logic rule
used for generating bit sequences is divided into 256 in-
tervals, the volume of the histogram will also be confined
to 256 intervals. Fig. 2 presents a histogram of the initial
values distribution of the Hénon map. The range of output
values was from x;, =—0.3722 to X, =6.3699,

which was divided into 256 intervals. Here, the abscissa
axis shows the division of the range of the initial values
into 256 intervals, and the ordinate axis — the number of
values that fall into the corresponding interval.

min
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for chaotic systems

Generation of PRB

> by chaotic systems

Figure 1 — Block diagram of the PRS bit generator using fuzzy logic and two-dimensional chaotic system

Table 1 — Values of initial conditions and control parameters of two-dimensional chaotic systems

Two-
dimensional Henon Lozi cChr;oStSi-c
chaotic map
Initial condi- X, =0.254 C,=0.173 P, =0.324
tions
Y, =0.321 do =0.255 I, =0.651
Control a=0.0413 a=1.6113 n=2.81
parameters
b=0.99991 B =0.5202 k=773
1200 1
1100
1000 5
200
500
o0 =
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Figure 2 — Histogram of the distribution of the output values of the Henon mapping for 65,000 iterations

It can be seen from the obtained histogram that two
areas predominate in the number of values that fall there.
The greater number of values falling in a certain area in
terms of statistical research or application in cryptography
is rather considered a disadvantage. Therefore, to generate
PRS bits, it is advisable to use not the entire range of ini-
tial values, but only a part of it with uniform distribution
of the number of values falling into it.

Fig. 3 presents a histogram of the initial values distri-
bution of the Lozi map. The range of output values was
from X, =—1.2236 to X,,x =1.38 and was also di-
vided into 256 intervals. It follows from the obtained his-
togram that the distribution of the initial values is almost
uniform, and this enables to generate PRS bits. Uniform-
ity of distribution also determines the use of PRS bit gen-
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erator based on fuzzy logic in cryptographic and secure
communication systems.

The histogram of the initial values distribution for
two-dimensional the cross-chaotic map is presented in
Fig. 4. The range of output values was from X;, =—1.1

t0 Xpax =0.96 and was divided into 256 intervals.

It can be seen from the obtained histogram that, simi-
larly to the case of the Hénon map, there are two areas
predominating in the number of values that fall there.
Therefore, to generate PRS bits, it is advisable to use not
the entire range of the initial values, but only a part of it
with the best uniform distribution.

The results of studying the PRS bits for compliance
with the criteria of statistical tests formed by the Hénon,
Lozi and cross-chaotic maps are presented in Tables 2, 3
and 4.
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Figure 3 — Histogram of the distribution of the output values of the Lozi mapping
for 65,000 iterations
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Figure 4 — Histogram of the distribution of the output values of two-dimensional cross-chaotic mapping for 65,000 iterations
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Table 2 — Test results of the generated sequence formed by the Henon mapping

Statistical test type The obtained Pmlue Proportion
Frequency 0.991 0.980
Block Frequency 0.992 1,0
Runs 0.872 0.962
Longest Run 0.895 0.941
Rank 0.992 0.854
FFT 0.990 0.268
Non-Overlapping Template 0,383827 0.980
Overlapping Template 0.987 0.252
Universal 0.963 0.106
Linear Complexity 0.971 1.0
Serial 0.987 0.670
Approximate Entropy 0.989 0.959
Cumulative Sums 0.108791 1.0
Random Excursions 0.203 0.643
Random Excursions Variant 0.213 1.0
Table 3 — Test results of the generated sequence formed by the Lozzi mappin,
Statistical test type The obtained Pvazue Proportion
Frequency 0.258 1.0
Block Frequency 0.687 1.0
Runs 0.697 0.960
Longest Run 0.253 0.960
Rank 0.799 0.66
FFT 0.547 0.91
Non-Overlapping Template 0.350 1.0
Overlapping Template 0.358 0.180
Universal 0.451 0.960
Linear Complexity 0.366 0.970
Serial 0.783 1.0
Approximate Entropy 0.687 0.980
Cumulative Sums 0.316 1.0
Random Excursions 0.857 0.960
Random Excursions Variant 0.751 0.857
Table 4 — Test results of the generated sequence formed by cross-chaotic mapping
Statistical test type The obtained szue Proportion
Frequency 0.138 0.980
Block Frequency 0.113 0.970
Runs 0.380 1.0
Longest Run 0.575 0.960
Rank 0.789 0.990
FFT 0.474 1.0
Non-Overlapping Template 0.321 0.980
Overlapping Template 0.574 0.990
Universal 0.525 0.960
Linear Complexity 0.883 1.0
Serial 0.116 0.960
Approximate Entropy 0.233 0.980
Cumulative Sums 0.178 0.83
Random Excursions 0.037 1.0
Random Excursions Variant 0.745 0.980

6 DISCUSSION

We also compared the results with the results of other
studies. In [20], a method for generating PRB sequences
using fuzzy logic rules and based on chaotic one-
dimensional mappings is proposed. The three most well-
known one-dimensional mappings were used in the study,
namely logistic, square and cubic. As a result of the in-
spection, it was found that the PRB generated by such
mappings meet the conditions of the tests from the NIST
set in part. Therefore, it is not desirable to use only one
one-dimensional chaotic mapping to form bit sequences

© Kushnir M. Ya., Kosovan Hr. V., Kroyalo P. M., 2022
DOI 10.15588/1607-3274-2022-1-5

44

using fuzzy logic rules. To solve this problem, in the same
work [20], it was proposed to implement a PVP bit gen-
erator using two one-dimensional chaotic systems,
namely logistic and cubic mappings. As a result, much
better results were obtained, namely, the generated se-
quences correspond to most of the tests from the NIST
set.

In [21], one-dimensional logistic mapping was modi-
fied using fuzzy triangular numbers. The result is a new
modified logistics mapping. Then this mapping was used
to generate pseudo-random bits, which gave high positive
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results. Pseudo-random bits were created by comparing
the obtained number with the threshold value selected at
0.5. The value of bit 1 was generated if the number is
greater than or equal to the threshold, and the value of bit
0 was obtained otherwise.

A set of statistical tests from the National Institute of
Standards and Technology NIST 800-22 was also used to
verify that the generated sequence was pseudorandom.
The obtained results showed that the sequence generated
by the modified logistic mapping passes all tests.

In addition, a new parallel fuzzy multimodule chaotic
logistic mapping (PFMM-CLM) was proposed in [22]. In
the process of research, logistic mapping was used several
times with changed control parameters. In this case, fuzzy
set theory is used as a fuzzy logic selector to generate
pseudo-random bit sequences. As a result of modeling
and performance analysis of the proposed pseudo-random
bit generator based on PFMM-CLM, high chaotic proper-
ties were obtained, such as a reliable bifurcation diagram
and a high value of the Lyapunov exponent. Checking the
compliance of statistical tests showed that the sequences
generated by such a generator are completely satisfactory
to all tests.

As a result of analysis and comparison of all consid-
ered results it was found that our proposed pseudo-
random bit generator has improved statistical properties in
comparison with PVP bit generators based on one-
dimensional chaotic systems. In addition, it also has a
number of advantages, namely:

— the use of two-dimensional display increases the
number of initial conditions and control parameters, and,
as a consequence, improves the security of information
transmission systems;

— does not require additional modifications;

— does not require multiple use of the same display
with different values of control parameters and, as a re-
sult, our proposed generator will be fast enough.

CONCLUSIONS

The scientific novelty. The method for generating
PRS bit sequences using fuzzy logic rules and based on
two-dimensional chaotic maps is proposed in this article.
Since two-dimensional maps are very sensitive to the val-
ues of control parameters, it was first checked whether all
the intervals formed by the rules of fuzzy logic are at-
tended by the initial values of chaotic systems. To check
that, the histograms of the initial values distribution were
built, and the parts with the most uniform distribution
were selected from them to form the PRS bits. After ob-
taining the best histograms, the pseudo-random bit se-
quences were generated and further verified for compli-
ance with the NIST test criteria.

The practical significance. The sequences verifica-
tion was performed both for each of the equations of two-
dimensional systems separately and after superimposing
the initial values using the XOR operation. Due to verifi-
cation it was found that, when generating sequences by
the Hénon map, the sequence formed by the variable y
corresponded better to the conditions of the statistical
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tests. For the sequence formed by the Lozi map, it was the
sequence formed by the first equation of the system, and
for the cross-chaotic map the first equation shows the best
results. PRSs formed in this way satisfy the conditions of
the tests from the NIST suite.

Prospects for further research. PRS bits generated
using fuzzy logic rules and two-dimensional chaotic sys-
tems can be used to develop methods for encrypting in-
formation based on them and to create secure telecommu-
nications systems.
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AHOTALIA

AKTyanbHicTh. Po3riaaHyTO 3a1a4y TeHepyBaHHS IICEBIOBUIAAKOBHX TocaifnoBHocTed ([IBIT) 6iTiB i3 3acTOCYBaHHAM HMPaBII HEWITKOL
JIOTIKH Ta JIBOBUMIPHHX XaOoTHYHUX cucTeM. O0’€KTOM JOCTIKEHHS € TeHepaToOpH MCEBIOBUITAIKOBUX OITOBUX MOCIIIOBHOCTEH M00OY10Ba-
Hi i3 3aCTOCYBaHHSM JBOBHMIPHUX XaOTHYHHUX cHcTeM. Merta po6oTH — po3pobiieHHs Ta peanizaiis renepatopis [IBII 0iTiB Ha ocHOBI mpa-
BWJI HEYITKOI JIOTIKM Ta ABOBUMIPHUX XaOTHYHHX CHCTEM Ta OL[IHKA CTATHCTHYHHX XapaKTEPUCTHK CHOPMOBAHUX IOCIIJOBHOCTEH 3a JOTO-
MOroro craTuctuyHux tectiB NIST.

Mertoj. 3anmponoHOBaHO CIIOCiO reHepyBaHHS MICEBOBUITAIKOBUX TOCIITIOBHOCTEH OiTiB, 1110 103BOJIsI€ chopMyBaTH OITOBI MOCIIIOBHO-
CTi 13 XapaKTepUCTUKAMH, IO 33J0BOJBHSAIOTh BUMOTaM 3aXHMIIEHUX CHCTEM 3B’SI3KYy Ta KpUNTOrpadiuHOro 3axucTy iH(popMallii Ha OCHOBI
TIPaBWJI HEYITKOT JIOTIKHM Ta JBOBHMIPHUX XaOTHYHHX CHCTEM. B mporieci gociikeHHst poOOTH reHepaTopiB o0y 10BaHO TiCTOIPaMH pO3IIo-
Iy BUXiTHHUX 3HAYCHb, LIO JO3BOJISE YITKO BCTAHOBHUTH, UM BECh Jiana3oH BUXIIHUX 3HAYCHb IBOBHMIPHOI CHCTEMH MOXE OyTH BUKOPHC-
TaHui i reHepyBanHs [IBIT 6iTiB uu Tijbku Horo yactiHa. TakoXK MPOBEACHO JOCIIIKEHHS CTATUCTHYHHUX XapaKTePUCTHK IeHepOBaHUX
TOCJTITOBHOCTEH 3a JONOMOT'0I0 Ha0OpY CTaTUCTHUYHUX TECTIB.

PesyabTaTn. [TocninoBHoCTI 6iTiB chopMOBaHi i3 3aCTOCYBaHHSAM HPABHII HEUITKOI JIOTIKH Ta JBOBUMIPHHX XaOTHYHHX CHCTEM MOXYTh
OyTH BUKOPHUCTaHI [UIs miepeaadi iHpopMallii B 3aXUILEHUX CHCTEMaX 3B’ 3KY.

BucHoBku. [IpoBe/ieHi eKCIIEpUMEHTH MiTBEPIUIN 3JaTHICTh 3alPONIOHOBAHUX T'€HEPaTOpiB reHepyBaTH OITOBI MOCIIIOBHOCTI i3 XO-
POIINMH CTATHCTUYHUMH XapaKTEPUCTHKAMH, IO i J03BOJISIE IX pEKOMEHIYBATH JIsl BAKOPUCTAHHS Ha MPAKTHII PU BUPIIICHHI 33124 KpH-
nrorpadigHoro 3axucty iHpopmamii Ta 3axuuieHol nepenadi indopmanii o BifkpUTHX KaHAIax 3B s43Ky. [lepCreKTHBY MOAAIBIINX JOCII-
JDKEHb MOXKYTb IIOJISITATH B CTBOPEHHI KpunrorpadiuHux MeToiB 3axucTy iHdopmalii Ha OCHOBI 3anponoHoBanux reseparopis [1BI1 6itis,
peaiizaiii 3aXUIIEHUX CHCTEM 3B SI3KY.

KJIFOUYOBI CJIOBA: renepatop, xaoc, OaraToBMMipHa CHUCTEMa, IICEBJIOBUIIAJIKOBA ITOCIIIOBHICTh, HEYiTKa JIOTIKA, CTATUCTUYHHNA
TECT.
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AHHOTALUA

AKTyaJIbHOCTb. PaccMoTpeHa 3a/1aua TeHeprpoOBaHus NICeBA0CTyYaiiHbIX nocienoBarensHocteit outos (IICIT) ¢ mpumenennem npaBut
HEUYETKOH JIOTUKH U JIBYMEPHBIX Xa0THYECKHX chcTeM. OObEKTOM HCCIEeOBAHMS SBISIIOTCS TeHEPATOPhI NICEBAOCITyYaiHbIX OMTOBBIX MOCIIE-
JIOBaTEIBHOCTEH IMOCTPOCHHBIX C MPUMEHEHHEM JIBYMEPHBIX XaOTHYECKHX cHcTeM. Llenb paboTel — pa3paboTka M peann3aiys TeHepaTopoB
TICIT 6uT Ha OCHOBE TPAaBUJI HEUSTKON JIOTUKH U JBYMEPHBIX XaOTHYECKHX CHCTEM M OLCHKa COPMUPOBAHHBIX ITOCIEIOBATEIBHOCTEH C
HOMOIIBIO cTaTUCTHYECKUX TecToB NIST.

Merton. [Ipemioxken crnocod reHepUpoBaHHs MCEBIOCTyYaliHbIX MOCIEA0BATEILHOCTEH OUTOB, MO3BOIISET CHOPMUPOBATH OUTHBIC TIO-
CJIEZIOBATEEHOCTH C XapaKTEPUCTUKAMH, YIOBJICTBOPSIOMINMH TPEOOBAHUSIM 3AIIMINEHHBIX CHCTEM CBSI3HM M KPUNTOTPaUUECKOM 3aluThI
nH(OpMaUK Ha OCHOBE MPAaBUJI HEYETKOW JIOTMKU M JBYMEPHBIX XaOTHYECKHX CHCTeM. B mpolecce mccienoBaHust paboThl reHEpaTOpOB
MOCTPOEHBI THCTOTPAMMBI PACTIPE/ICNICHUS BBIXOJHBIX 3HAYEHMII, MO3BOJISIET YETKO YCTAaHOBUTb, BECh JMAIa30H BBIXOJHBIX 3HAUYCHHMIl 1BY-
MEpPHON CHCTEMBI MOXET OBITH HCIIONB30BaH /It reHepuposanust [ICI1 6uToB mim TONBKO €ro 4acTh. TakikKe MPOBE/ICHO MCCIIEA0BaHUE CTa-
THUCTHYECKHX XapaKTEPHCTHK MeHEPHPYEMBIX ITOCIIE0BATEIBHOCTEH C ITOMOIIBIO HA00pa CTATh-CONMPUKACAIOIINXCS TECTOB.

PesyabTatbl. [locnenoBatensHocTd GUTOB cPOPMHUPOBAHBI C IPUMEHEHUEM NPABUII HEUETKOM JIOTHKU U IBYMEPHBIX XaOTHYECKUX CHUC-
TeM MOTYT OBbITh UCIIOJIB30BaHA VIS epeaauyn HH(GOpMalnK B 3aIMIIEHHBIX CUCTEMAaX CBS3H.

BreiBoabl. [IpoBesieHHBIE SKCIIEPUMEHTHI OATBEPAMIN CIIOCOOHOCTH IMPEAJIOKEHHBIX T€HEPaTOPOB T'€HEPHPOBATh OUTHEIE MOCIIEA0BA-
TEIBHOCTH C XOPOLIMMH CTATHCTUYECKUMH XapaKTEPUCTHKAMHM, YTO U TO3BOJISIET UX PEKOMEH/IOBATh ISl MCIIOIb30BAHUS HA MPAKTHKE TIPH
pelIeHnH 3a1a4 KpUnTorpaduyeckoi 3amuTel MHOPMAMU U 3aIMIIEHHON Nepesayn MHGOPMAIMU 10 OTKPBITHIM KaHanmaMm cBssu. [lep-
CIIEKTHBBI JAIbHEHIIMX MCCIEAOBAaHUI MOTYT 3aKIIOYaThCs B CO3JAHMU KPUNTOrpadMYeCKUX METOJOB 3alllUThl HH(OpPMALUM HAa OCHOBE
npeaioxkeHHbIx reHeparopoB [1CIT 6uToB, peam3anny 3alIMIIEHHBIX CUCTEM CBSI3H.

KJIFOYEBBIE CJIOBA: reseparop, Xxaoc, MHOTOMEpHasl CHCTEMa, IICEBOCTyYaiHas OCIE0BATEIIbHOCTh, HEUETKAsl JIOTHKA, CTaTH-
CTHYECKHH TECT.
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ABSTRACT

Context. The Poisson equation is the one of fundamental differential equations, which used to simulate complex physical proc-
esses, such as fluid motion, heat transfer problems, electrodynamics, etc. Existing methods for solving boundary value problems
based on the Poisson equation require an increase in computational time to achieve high accuracy. The proposed method allows solv-
ing the boundary value problem with significant acceleration under the condition of acceptable loss of accuracy.

Objective. The aim of our work is to develop artificial neural network architecture for solving a boundary value problem based
on the Poisson equation with arbitrary Dirichlet and Neumann boundary conditions.

Method. The method of solving boundary value problems based on the Poisson equation using convolutional neural network is
proposed. The network architecture, structure of input and output data are developed. In addition, the method of training dataset gen-

eration is described.

Results. The performance of the developed artificial neural network is compared with the performance of the numerical finite
difference method for solving the boundary value problem. The results showed an acceleration of the computational speed in x10—

700 times depending on the number of sampling nodes.

Conclusions. The proposed method significantly accelerated speed of solving a boundary value problem based on the Poisson
equation in comparison with the numerical method. In addition, the developed approach to the design of neural network architecture
allows to improve the proposed method to achieve higher accuracy in modeling the process of pressure distribution in areas of arbi-

trary size.

KEYWORDS: machine learning, Poisson equation, convolutional neural network.

ABBREVIATIONS
CFD is a computational fluid dynamics;
ANN is an artificial neural network;
FPN is a Feature Pyramid Network;
MSE is mean squared error;
GPU is a graphics-processing unit;
PDE is a partial differential equation;
RHS is a right hand side;
BC is a boundary condition.

NOMENCLATURE
A is the Laplace operator;

F (x,y) is the right-hand side function;
u(x,y) is the unknown function;
U j is the discrete value of the unknown function at

the node with (i,j) coordinates;

h is an area sampling step;

n,m are the number of steps in X and y coordinates, re-
spectively;

¢; 1is the Dirichlet boundary condition.

INTRODUCTION
Traditionally, we use CFD modeling to determine the
distribution of pressure and other parameters of the
movement of liquids or gases. Finite Difference Method,
Finite Element Method and Finite Volume Method are
key techniques for solving aerodynamic problems,
weather forecasting, life sciences and many other fields.
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However, all these methods have a number of signifi-
cant disadvantages. The main common disadvantage of
CFD methods is a significant increase in the amount of
computation and memory used with increasing number of
sampling nodes or domain size.

When using the finite differences method, the solution
of such a system can be simplified by using the fact that
in this case we obtain a three-diagonal matrix. This struc-
ture of the matrix allows the use of parallel calculations,
which significantly reduces the time to solve the problem.
However, this approach makes sense to apply in the case
of an area with simple geometry, because the finite differ-
ence method may lose convergence.

These factors interfere the widespread use of numeri-
cal methods in real-time applications and stimulate active
research into alternative methods for solving PDEs to
overcome these limitations.

The use of ANN has great prospects for solving these
problems. This opportunity appeared through significant
progress in the field of deep machine learning. The use of
ANN of various types to solve boundary value problems
is developing rapidly. This progress is based on a real
opportunity to overcome those objective limitations that
numerical methods have.

One of the fields of study, where deep learning algo-
rithms can be applied is a biomedical engineering. Accu-
racy of modelling of biological objects has less crucial
role, than speed of modelling. Moreover, GPU-
accelerated neural networks can be a new efficient solu-
tion for many biomedical problems.
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Example of such problem is the mathematical models
of anastomoses of human stomach. Determination of the
pressure field in the zone, which can be described by the
Poisson equation, of the reconstruction-recovery opera-
tion in the real time, doesn’t require extremely high preci-
sion. That’s why we consider application of artificial neu-
ral networks as alternative to numerical methods to solve
mentioned problem.

The object of study is the process of computational
hydrodynamics.

The subject of study is the methods and means of us-
ing ANN to solve the Poisson equation.

The aim of this work is to develop and train an artifi-
cial neural network for modeling pressure field changes in
areas with complex geometry and boundary conditions,
which allows to reduce the simulation time with accept-
able accuracy.

1 PROBLEM STATEMENT
Poisson equation is an elliptic partial differential
equation. The solution of this equation is presented as a
boundary value problem in a rectangular domain 2 with
parameters (x,y) €[0,n]x[0,m] . This problem can be

mathematically represented by next formulas:

Au(x,y) = F(x,y),
u(x,O) = (x),
u(0.y)=92(»), (1)
u(x,m)=¢3(x),
u(ny)=94(v).

To construct a difference scheme for the boundary
value problem (1), we introduce a uniform grid:

®p

= {xi = ih,yj = jh,i =1,_n,j =j_m} , Where h=1.

After discretization of the boundary value problem
(1), using the symbolic notation of difference operators,
we obtain the difference boundary value problem on the

oy, grid:

_(Ah)”i,j =fij>
uio =y (i),
g ; =92 (J) )
Ui =93 (i),
wy ;=04 (J)-

We use the second central difference to approximate
the Laplace operator at an arbitrary interior cell with co-

ordinates (xi, y j) and perform calculations on a five-

point template. Thus, we obtain an approximation of the
Poisson equation for interior cells:
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fij (3)

Since we use a step size equal to one, equation (3) has
a simplified form:

Jij =Aui ;=g e U U 4)

In reality, we do not use the whole domain £ to get
useful results, but only a certain part of it. The object in
the domain Q has a complex shape bounded by obstacles.

To represent difference between regions, the (mxn)-

matrix dist introduced by its elements:

1,(i, j)—node of the obstacle region,

0,(i, j)—node of the object region.

For all (i, j)-cells with dist; =1 we use f;; =0.
Otherwise, function f;; defined in tabular form. The
values of the f; ; function can vary in the range [-1, 1].

Example of domain, divided into obstacle and object,
presented in Fig. 1. Part of such domain presented more
detail in Fig. 2.

Gao
o

o

-]

&

&

[ F & &0 80

Figure 1 — The black region is an obstacle and the gray
region is an object
We carry out calculations in accordance with equation
(4) only for those (i, j)-cells for which the following con-
ditions are satisfied:

diSti,j+l = 0,
diSti,j—l = 0, . .
‘ (1<z<n,1<]<m).
dlSti+1,j = O,
disrl‘*l,j = O
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EEEEE
EEEEEER
Figure 2 — The black squares are obstacle cells and the gray
squares are object cells

The remaining cells belonging to the object may have
1, 2 or 3 neighbors located in the obstacle region. There
may be various combinations of obstacle and object
neighbor cells. All of them can be obtained by rotating
and/or mirroring the configurations shown in Fig.3.

We use different approximation schemes for each of
the following configurations:
one obstacle (Fig. 3a),

— 4u;;—u; i —u; ;g = f;; for two opposite obsta-
cles (Fig. 3b),

— 4wy ;—2u; ;= 2uy ;= f;; for two non-opposite
obstacles (Fig. 3c¢),

— 4u; j —2u; ;. = f;; for three obstacles (Fig. 3d),

We assume that f; ;=0 if /i and ; are outside the

domain.

To solve this boundary value problem, we transform
(2) into a system of linear algebraic equations and calcu-
late the unknown value for each cell.

1,7 |G|+ L

jj+1

ij-1] a if-1 b
i+l
i-1,j f'+1,j

Figure 3 — Basic combinations of obstacle and object
neighbor cells

2 REVIEW OF THE LITERATURE
The dynamics of fluid motion is an extremely impor-
tant task that underlies research and engineering solutions
in various fields of science and technology. CFD is
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widely used in many fields of study and industries [1]. At
the same time, there is a problem associated with the fact
that all numerical methods have a number of significant
disadvantages [2].These disadvantages can be partially
overcome by parallelizing the finite difference method
[3]. However, to achieve convergence of this method, we
must only use simple domain geometry or adaptive
meshes [4].

Thanks to the successful development of machine
learning and deep neural networks, it has become possible
to make a breakthrough in the field of modeling physical
processes [5]. The first investigations into solving PDEs
using machine learning was carried out in the early 90s.
Dissanayake and Phan-Thien [6] proposed multilayer
perceptron to solve non-linear problems, such as Poisson
equation and thermal conduction with non-linear heat
generation. The main limitation of this method is a rela-
tively small size of modeled domain [7]. Lee and Kang
[8] introduced the general concept of developing neural
algorithms for solving differential equations. Main limita-
tions of studies of mentioned period are specific range of
modelled RHS functions, a narrow set of BC and small
domain sizes.

In the beginning of 2000s, with the improvement of
computational efficiency, much more studies were pub-
lished, which presented more complicated and robust
models. In [9] the authors investigated Multilayer percep-
trons to predict the orthogonal decomposition of the 2D
Navier-Stokes equation and the 1D Kuramoto-
Sivashinsky equation. A more in-depth and complex re-
view of methods and techniques was conducted by Yadav
and Kumar [10].

Xiao et al. [11] and Tompson et al. [12] were one of
the first to research the use of convolutional neural net-
works to solve the Poisson equation. Both works pro-
posed similar approaches to solve a boundary value prob-
lem based on the Poisson equation with a given RHS
function. It is reported that in both cases there are prob-
lems with the accuracy of the results with reduced simula-
tion time.

3 MATERIALS AND METHODS

The structure of the developed ANN was adapted and
modified from the FPN architecture [13]. The presented
version of the Poisson solution-oriented ANN allowed
reducing the number of trained parameters from
23534592 in the basic network to 337447.

The presented ANN includes two main parts, called
“bottom-up pathway” and “top-down pathway”. The gen-
eral structure of ANN is shown in Fig. 4.

The input data for the “bottom-up pathway” is pre-
sented as a tensor of size 96x96x2. We obtain such data
by combining two 96x96 matrices, where the first matrix
is the RHS of the Poisson equation and the second matrix
encodes the geometric space. The values of the elements
of the second matrix correspond to the following rules: if
the grid cell is located in the obstacle area, then the corre-
sponding matrix element is zero, otherwise the value of
the matrix element is equal to the distance to the nearest
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obstacle cell divided by 96\2. Example of geometry and
respective encoding is shown in Fig. 5.

The “bottom-up pathway” part consists of 4 blocks.
There are three modified “residual” blocks and one
“pre_conv” block in it. The structure of the “pre conv”
block is shown in Fig. 6. It contains three layers, namely
2D convolution layer, batch normalization layer and relu
activation layer. We included this block in the ANN struc-
ture to increase the number of channels from 1 to 64 and
pass the tensor forward to the “residual” blocks.

Each subsequent “residual” block halves the tensor
obtained from the previous block and transmits the result
to the corresponding upsampling layer, which is located
in the “top-down pathway” part. The proposed structure
of a convolutional neural network uses the main property
of neural networks of this type, which combines the char-
acteristics of the fluid at different scales. Thus, we com-
bine each cell with the rest of the considered domain. The

Bottom-Up Pathway

I
i
> ; up_sampling_2d
I
|

data outputs of each “residual” block and the “pre_conv”
block are transmitted to a 2D convolution layer with a
core size of 1 x 1 to reduce the number of channels.

Next, convolution outputs pass to upsampling layers,
which form “top-down pathway”, where size of first “re-
sidual” block output multiplies by 2, second output by 4,
and third output by 8. After this operation, all outputs
combine into single tensor by concatenating them along
last axis. Finally, this tensor moves to a two-dimensional
block “output_conv”, which consists of 2 layers of convo-
lution: the first layer consists of 7 filters and core size 3,
and the second contains 1 filter, core size 3 and the func-
tion of activating the hyperbolic tangent in the range from
—1 to 1. Output tensor of the model is 2D array, with
shape 96x96. To obtain solution of Poisson equation with
input RHS, values of the output array must be rescaled
into the original training data distribution.

Top-Down Pathway

777777777777777777777777777777777777777777777777777777777777777

up_sampling_2d

up_sampling_2d

pre_conv |

f_input dist_input

output_conv

output

Figure 4 — General structure of the ANN
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Figure 5 — The left shows the geometry of the zone where the light shade represents the obstacle zone; the light shades in the right
figure correspond to the values of the elements of the distance matrix to the nearest obstacle
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The training data set contains 40,000 pairs of samples,
where the features are represented by 2 matrices of size
96 x 96. One matrix contains a tabular representation of
RHS, and the other specifies the geometry of the space.
The target matrix is a solution of the Poisson equation of
96 x 96 size. The solution is computed using the algebraic
multigrid Python PyAMG package [14].

We prepared 140 geometries, and for each geometry,
we generated 250 RHS matrices and corresponding solu-
tions. Thus, 35 000 samples were processed.

Examples of such a pairs presented in fig. 8. Addition-
ally, we generated 5000 samples without any geometries.
An example of such a pair we can see in Fig. 7. In this
case, all values of the distance matrix were equal to 1.
RHS matrices were created by generating 8 x 8, 12 x 12
and 16 x 16 low-resolution grids with random values
from —1 to 1, and then increasing the generated grids to
the target size of 96 x 96 by cubic interpolation.

Each pair of samples contains an array with the solu-
tion of the equation, i.e. the target value. However, those
values constrained in an interval, that highly bigger, that
[-1, 1]. To provide stability of network training, all values
of generated solution were normalized to distribution with
0 mean and 1 standard deviation. After normalization,
those values were rescaled to range [-1, 1]. Data normali-
zation and scaling was performed by scikit-learn library
[15]. Those values are final target variable of training
process.

The model was implemented using TensorFlow 2.4.1,
with Adam weight optimizer [16], with following parame-
ters: learning rate=0.001, beta 1 = 0.9, beta 2 = 0.999,
epsilon = le-7. We take mean square error as a loss func-
tion during training.

Training was conducted on GPU MSI GeForce GTX
1660 Super Ventus OC 6GB GDDRG6, during 300 epochs
and with batch size of 32.

4 EXPERIMENTS AND RESULTS
The described ANN is used in modeling the distribu-
tion of pressure in the human stomach. We modeled the
stomach in 3 states-normal state and 2 different types of
anastomosis (Fig. 9).

MSE in the first case is 0.000185, in the second —
0.000161, in the third — 0.000344.

Results demonstrated in Fig. 10—12.

We obtained an increase in the simulation speed com-
pared to the numerical method. The PyAmg package was
used to implement the numerical method. We measured
the time of solving the boundary value problem on 1, 10,
50, 100, 200, 500 and 1000 samples. Due to the ability of
ANN to process many samples simultaneously using a
graphics processor, the highest increase in acceleration
speed was achieved in 500 samples (Table 1 and Fig. 13).

5 DISCUSSION

Figures 10 and 11 show that the trained neural network
selects the same regions with extreme pressure values as
the numerical method chosen as the ground truth. Despite
the ability to distinguish areas with high or low values, the
trained ANN needs to be improved to make better predic-
tions in the direction of smoothly varying values.

The experiments showed an increase in the simulation
speed compared to the chosen numerical method. This fact
can also be explained in particular by conducting experi-
ments using GPU, which accelerate the matrix operations
that are basic for CNN. Moreover, used GPU — nVidia
GTX 1660 Super isn’t the fastest GPU nowadays. Using
newer and powerful GPU will achieve even bigger gain in
computational speed. In respect of this fact and relatively
small accuracy loss, in comparison with numerical method,
the developed method can be applied in fields, where speed
of modelling is more crucial, than accuracy, like some parts
of biomedical engineering etc.

Further research will be aimed on improving neural
network architecture to make predictions smoother. In ad-
dition, we believe that the main disadvantage of this result
is the fixed size of the domain of 96 x 96. Therefore, we
will focus on developing methods of deep learning para-
digms that will allow us to work with arbitrary domain
sizes. This approach involves improving the generation of
training data sets, including the choice of a numerical
method for solving a boundary value problem that directly
affects the accuracy of the neural network.

corwv_2d, fiters=64, kemel=5, stride=1

Figure 6 — “Pre_conv” block
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nguk

Figure 7 — The graphical representation of the RHS function is presented on the left, the corresponding solution is shown on the right

Figure 8 — RHSs for the equation are shown on the left, the corresponding solutions are shown on the right; white indicates obstacles
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Figure 9 — Left —normal stomach, center and right-anastomosis
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Figure 10 — Normal stomach; left — RHS of equation, center — network prediction, right — ground truth; white color denotes obstacles
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Figure 11 — Anastomosis; on the left — the right equation, the center — the network forecast, on the right — the basic truth;
white indicates obstacles
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Table 1 — Comparison of ANN and numerical method speed performance

Number of samples Total time — Time per sample — Total time — numerical Time per sample — numerical
ANN, ms ANN, ms method, ms method, ms
1 23.80 23.80 237.00 237.00
10 29.00 2.90 7460.00 746.00
50 55.80 1.12 31400.00 628.00
100 91.20 0.91 52600.00 526.00
200 159.00 0.80 99000.00 495.00
500 334.00 0.67 261000.00 522.00
1000 725.00 0.73 536000.00 536.00
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Figure 12 — Anastomosis; on the left — the right equation, the center — the network forecast, on the right — the basic truth;
white indicates obstacles

efficency gain
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781.44
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number of samples

Figure 13 — Dependence of efficiency gain on the number of samples

CONCLUSIONS
This paper has investigated application of convolu-
tional neural networks in solving boundary value problem
based on the Poisson equation. We propose novel ap-
proach to solve Poisson equation with Dirichlet and Neu-
mann boundary conditions, in domain with fixed size —
96x96.

© Kuzmych V. A., Novotarskyi M. A., Nesterenko O. B., 2022
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Experiments with the developed method shown big
gain of computational speed, in comparison with numeri-
cal method.

Scientific novelty is represented by the method of
solving a boundary value problem based on the Poisson
equation, which allowed to significantly accelerate the
speed of its solution in comparison with the numerical
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PO3B’SI3YBAHHSA PIBHSIHHSI ITYACCOHA 3 3ACTOCYBAHHSIM 3rOPTKOBUX HEMPOHHUX MEPEX

Ky3bmuu B. A. — PhD, ctyzaenT xadenpu o0uncmoBaibHOi TexHikH, HarionansHuii TexHiuHMNA yHIBepcuTeT YKpainu «KuiBch-
KHU{ TOMITeXHIYHIH iHCTUTYT iMeHi [ropst CikopcbKoToy.

HoBotapcekuii M. A. — 1-p TexH. HayK, podecop kadeapyu oduncIroBanbHOI TexHikY, HarioHanbHui TeXHIYHUN YHIBEpCUTET
VYxpaian «KuiBcbkuii momiTeXHigHMi iHCTHTYT iMeHi Iropst CikopcbKoroy.

Hecrepenko O. B. — xanz. ¢i3.-mart. HayK, 3aBigyBay KadeapH MpuKiIagHol Gpi3uKy Ta BUIIOT MaTeMaTHkH, KuiBchkuil HalioHa-
JIbHUH YHIBEPCUTET TEXHOJIOTIH Ta Ju3aiiHy.

AHOTAIIA

AxTyanbHicTb. PiBusuus [lyaccona — ne oxHe 3 GyHIaMeHTanbHUX AU(GEPEHIIATbHUX PiBHSAHB, SKE€ BUKOPUCTOBYETHCS IS
MOJICJTIOBAHHS CKJIAAHUX (i3MYHUX TMPOLECIB, TAKUX SIK PyX PIIUHH, MPOOIEMH TEIIOOOMIiHY, EICKTPOJMHAMIKK Tomlo. IcHyroui
METOAHM PO3B’sI3yBaHH: KpaHOBUX 3a1ad Ha OCHOBI piBHAHHA IlyaccoHa it JOCSATHEHHS BUCOKOI TOUHOCTI, BUMAraroTh 301bIICHHS
Yyacy 004HMCIICHb. 3alPONIOHOBAHUI METO I03BOJISIE PO3B’A3yBaTH KpaioBy 3aj1auy 3i 3HAUHUM NPHCKOPEHHSM, 32 YMOBH HE3HAYHOI
BTPATH TOYHOCTI.

Meta. Metoro Hauioi po6oTH € po3podka apXiTeKTypH IUTYy4YHOI HEHPOHHOT Mepexi [UIsl pO3B’si3yBaHHs KpailoBoi 3aiaui Ha Oc-
HOBI piBHsHHS [lyaccona 3 oBUTbHUMH KpaiioBumu ymoBamu [lipixiie ta Helimana.

MeTton. 3anpornoHOBaHO METO/ PO3B’A3yBaHHS KpaloOBHX 3a7ay Ha OCHOBI piBHsIHHSA [lyaccoHa 3a J0NOMOTO0 3rOPTKOBOI HE-
poHHOT Mepexi. Po3pobieHo apxiTeKTypy Mepexi, CTPYKTYypYy BXiJHHX Ta BHXiIJHUX IaHHX. Takok OMHCaHO MeToa (HopMyBaHHs
HABYAJIBHOI'O HA0OPY JaHUX.

PesyabTaTn. Pesynprat po6oTH po3po0iieHOT HEHPOHHOT Mepeski Oyir MOPIBHSAHI 3 MPOAYKTUBHICTIO YHCEIFHOTO METOIY CKi-
HYCHHHX DI3HUIb JUIA BHUPILMICHHS KpaloBoi 3amadi. Pe3ynpTaTé mMpoaeMOHCTPYBaIH MPUCKOPEHHS OOYUCIIOBAIBFHOI MIBUIAKOCTI Y
x10-700 pa3iB, B 3a1€XXHOCTI BiJ{ KUIBKOCTI BY3JIiB JUCKpETH3aIii.
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BucHoBKH. 3anpornoHOBaHMI METO 3HAUYHO IPUCKOPHB MIBUAKICTH BUPIIICHHS KpaiioBoi 3a1a4i Ha OCHOBI piBHsAHHSA [lyaccoHa
B MOPIBHSHHI 3 YHCEIBHUM METOJIOM. TaKoX po3poOIeHHH MiaXi 10 MPOEKTYBAHHS apXiTEKTypH HEHPOHHOI Mepexi J03BOJISIE BIO-
CKOHAJIUTH 3alPOIIOHOBAHUI METOJ JUIsl JOCATHEHHS OUIBII BUCOKOT TOYHOCTI ITPU MOJISIIOBAHHI MPOLIECY PO3NOALTY TUCKY Yy 00ia-
CTSIX JOBLIBHOTO PO3MIpY.

KJUIFTOYOBI CJIOBA: marinnHe HaBYaHHs, piBHsHHS [lyaccoHa, 3ropTKoBa HEHPOHHA Mepexa.
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«Kuesckuil nonurexHuueckuit ”HCTUTYT uMeHU Urops Cukopckoroy.

HoBotapckmii M. A. — 1-p TexH. HayK, nnpodeccop kaderpbl BEIMUCIUTEIHHON TEXHUKH, HallnoHa IbHBII TEXHUYECKHI YHUBEP-
cuteT Ykpaunsl «KueBckuil nonuTexHuueckuit MHCTUTYT uMeHH Mrops Cuxkopckoroy.

Hecrepenko O. b. — xann. ¢us.-mat. Hayk, 3aBeayrouias kadenpoi npukiIaaHoid GU3NKK U BbICIICH MaTeMaTHKH, KueBckuii
HaIlMOHAJIbHBIM YHUBEPCUTET TEXHOJIOTHI U AU3aiiHa.

AHHOTAIUA

AKTyanbHOCTb. YpaBHeHne [lyaccona — 3170 ogHO u3 (yHAAMEHTAIBHBIX AU((epeHIINaNbHbIX yPAaBHEHUH, KOTOPOE UCTIONb3Y-
eTCsl UISl MOJEIMPOBAHMS CIIOXKHBIX (PU3NUCCKUX IPOIECCOB, TAKUX KaK JBIKEHHE >KHIKOCTHU, MPOOJIEMBI TEINIOOOMEHA, JJIEKTPO-
JUHAMHUKH 1 ToMy Hono0Hoe. CyInecTBYIOIIe METOb! PEIICHHUS KpaeBhIX 3a7ad Ha OCHOBE ypaBHEHUs [lyaccoHa mis JOCTVKCHUS
BBICOKOHM TOYHOCTH, TpeOyIOT YBEIMYECHHsS BPEMEHH BbIUMCICHHH. [IpeioskeHHbIH MEeTO| O3BOJISET pellaTh KpaeByro 3a1ady co
3HAYUTENILHBIM YCKOPEHHEM IIPH yCIOBUM HE3HAYUTEIBHON IOTEPH TOYHOCTH.

Hean. Llensto Hame# paboTh ABIAETCS pa3paboTKa apXUTEKTYPbl HCKYCCTBEHHON HEHPOHHOW CETH /IS pellieHHs KpaeBoi 3aa-
Yy Ha OCHOBE ypaBHeHus IlyaccoHa ¢ npou3BOIbHBIMU IPAHUYHBIMU ycii0BUsAMH [upuxiie u Helimana.

Mertoa. [Ipennoxen MeTo pelIeHHs KpaeBbIX 3ajjauy Ha OCHOBE ypaBHeHMs IlyaccoHa ¢ OMOIIBIO CBEpTOYHON HEHPOHHOU ce-
tH. Pa3zpaboraHa apXuTeKTypa CETH, CTPyKTypa BXOAHBIX M BBIXOJHBIX JaHHBIX. Takxke omucaH MeTox (HOPMHUPOBAHUS YIeOHOTO
Habopa TaHHBIX.

Pe3yabTatsl. Pe3ynsraTel paboThl pa3paboTaHHON HEWPOHHOI ceTH OBUTH CPaBHEHBI ¢ IPOU3BOAUTENEHOCTHIO YUCIEHHOTO Me-
TOJla KOHEUHbIX pa3sHOCTEH Ul pelieHus KpaeBoil 3anaun. Pe3ynbTaThl IpoJeMOHCTPUPOBAIN YCKOPEHHUE BBHIUUCIUTEIBHONU CKOPO-
cti B Xx10-700 pa3, B 3aBUCUMOCTHU OT KOJIMYECTBA y3JI0B JUCKPETU3ALIMU.

BeiBoabl. [IpemnaraemMblil METOJ 3HAUUTENBHO YBEJIMYMUII CKOPOCTh PELLIEHUS KPAaeBOM 3a1aun Ha OcHOBE ypaBHeHus [lyaccona
M0 CPAaBHEHMIO C YHCICHHBIM METOAOM. Takxke pa3pabOTaHHBIA MOAXOA K MPOEKTUPOBAHHIO APXUTEKTYPHI HEHPOHHOH CETH MO03BO-
JSIET YITyUIIUTh MPEAT0KCHHBIH METO JUTS JOCTIDKEHHS OOJbIIEH TOYHOCTH NP MOAEIHPOBAHUH MIPOLECCa paclpeieNICHUsT JaBie-
HUS B 00/1aCTSAX TPOU3BOJIBHOTO pa3Mepa.

KJIFOYEBBIE CJIOBA: mammHHOE 00y4eHHe, ypaBHeHHE [lyaccoHa, CBEpTOYHAS HEHPOHHAS CETh.
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ABSTRACT

Context. Modular exponentiation is an important operation in many applications that requires a large number of calculations Fast
computations of the modular exponentiation are extremely necessary for efficient computations in theoretical-numerical transforms,
for provide high crypto capability of information data and in many other applications.

Objective — the runtime analysis of software functions for computation of modular exponentiation of the developed program that
uses the precomputation of redused set of residuals for fixed-base.

Method. Modular exponentiation is implemented using of the development of the right-to-left binary exponentiation method for
a fixed basis with precomputation of redused set of residuals. To efficient compute the modular exponentiation over big numbers, the
property of a periodicity for the sequence of residuals of a fixed base with exponents equal to an integer power of two is used.

Results. Comparison of the runtimes of five variants of functions for computing the modular exponentiation is performed. In the
algorithm with precomputation of redused set of residuals for fixed-base provide faster computation of modular exponentiation for
values larger than 1K binary digits compared to the functions of modular exponentiation of the MPIR and Crypto++ libraries. The
MPIR library with an integer data type with the number of binary digits from 256 to 2048 bits is used to develop an algorithm for
computing the modular exponentiation.

Conclusions. In the work has been considered and analysed the developed software implementation of the computation of
modular exponentiation on universal computer systems. One of the ways to implement the speedup of computing modular
exponentiation is developing algorithms that can use the precomputation of redused set of residuals for fixed-base. The software
implementation of modular exponentiation with increasing from 1K the number of binary digit of exponent shows an improvement of

computation time with comparison with the functions of modular exponentiation of the MPIR and Crypto++ libraries.
KEYWORDS: modular exponentiation, big numbers, exponentiation algorithm, fixed-base exponentiation, residual set.

ABBREVIATIONS
GMP is a GNU Multiple Precision Arithmetic library;
ME is a modular exponentiation;
MPIR is a Multiple Precision Integers and Rationals
library.

NOMENCLATURE
A is a base integer value;
b is a binary representation of the exponent x;
Base is an identifier of a base;
e; is a part of binary representation x;
exp is an identifier of an exponent;
indrA is an index of residue;
k is a bitlength of a value x
m is a number of the parts of binary representation x;
mod is an identifier of modulo;
N is an integer value of modulo;
P is an odd prime;
q is a positive integer;
r is a bitlength of a part of binary representation x;
r; is a residue;
R is a primitive root;
T"is a period of the residues;
u is an offset of a period of the residues;
x is an integer value of an exponent;
X; is an bit value of an exponent;
y is an integer value of modular exponentiation;
¢@(N) is the Euler’s function.
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INTRODUCTION

The task of developing an effective computational
algorithm for ME for big numbers is relevant enough to
solve the problems of modern asymmetric cryptography,
for efficient computation of number-theoretic transforms,
digital signatures and other applications [1].

The object of study is the process of analysis the
developed software implementation of the computation of
ME. To efficient compute the ME over large numbers the
property of the periodicity of the sequence of residuals for
the exponent of the fixed-basis equal to the integer power
of two are used.

The subject of study is the computation of ME based
on the use the bits of the binary exponent with the
precomputation of redused set of residuals for fixed-base.

The purpose of the work is to increase the speed of
computation of ME based of computer systems in
comparison with the function of ME of the MPIR and

Crypto ++ libraries.

1 PROBLEM STATEMENT
The ME and the discrete logarithm are important
operations that require a large number of calculations.
The problem of discrete logarithm [1] is formulated so
that for known integers 4, N, y find the integer x, (4, N) =
1; 4, N, y, x €Z) such that

x=log4”,(0<x<N-1). (1)



e-ISSN 1607-3274 PapioenexrpoHika, iHpopmaTuka, ynpasiinss. 2022. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 1

The number x > 0 is called the discrete logarithm of
the number y based on 4 and modulo N according to
formula (1).

The solution of the discrete logarithm problem can be
the solution of the equation

A" mod N= y. (2)

That is, determining the number x, which is the
solution of equation (2), we find the discrete logarithm.
Thus, the problem of the discrete logarithm is reduced to
the computation of the ME in the form (2). The discrete
logarithm is considered to be a unidirectional function (1),
because it is difficult to calculate it in a relatively
acceptable time, for example, to break the cryptographic
code. The development of an efficient computational
algorithm for integer power of a modulo number for large
numbers is relevant for solving problems of modern
asymmetric cryptography, for  the effective
implementation ~ of  theoretical and  numerical
transformations and other applied problems. Therefore, it
is very important to build algorithmic schemes that
provide fast calculation of the ME.

2 REVIEW OF THE LITERATURE

Many effective methods of ME have been proposed
[2, 3]. Among them are called: right-to-left k-ary
exponentiation, left-to-right k-ary exponentiation, sliding
window exponentiation, Montgomery ladder,
simultaneous  multiple  exponentiation and their
modifications. Considerable attention is paid to their
software or hardware implementation [4—6] aimed at the
effective definition of the discrete logarithm x.

One of the ways to accelerate the computation of
modular elevation to the power is to parallelize
calculations using modern technologies in universal
computer systems [4—6].

Mathematical software libraries are used to implement
the computation of ME. For example, the Pari/GP
software library [7] contains a large set of programs for
efficient computations of mathematical functions. The
Pari/GP library also includes computation of the ME
function for long numbers and other special numbers. A
highly optimized modification of the well-known GMP or
GNU Multiple Precision Arithmetic Library the MPIR
library [8] contains the function of the realization the
computation of ME. The library of cryptographic
algorithms and schemes Crypto ++ is implemented in C
++ and fully supports 32 and 64-bit architectures of many
operating systems and platforms [9]. The library contains
a set of available primitives for theoretical and numerical
operations, such as generation and verification of prime
numbers, arithmetic over a finite field, operations on
polynomials.

3 MATERIALS AND METHODS
The general-purpose  exponentiation algorithms
referred to as repeated square-and-multiply algorithms.
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The papers of Knuth [10], Bach and Shallit [11] describe
the right-to-left binary exponentiation method. Cohen
[12] provides a more comprehensive treatment of the
right- to-left and left-to-right binary methods along with
their generalizations to the k-ary method.

The central idea to calculate 4* mod N is to use the
binary representation of the exponent x

X =(x(k_1)x(k_2) Xy XX )y,

k-1
_ i
X = Z;,)in and x; € {0,1}. ©)
i=

We write the exponent x as a set of m parts that are
equal in binary length . That is, the binary representation
of the value of x consists of m, the bit length of each of
them is equal to ¥=k/m. Then the binary representation of
the exponent X will be

X =(e<m_1) ey eq), =
1 X =D+ 2) X (=D 1) X (m=1)r ) o 4)

(Xgp g oo Xy X X, ) (X, g Xy X X))

In this case, the x value will be

k=1
X = ZO zl(k/m)ei ) (5)
i=

Accordingly (4, 5), the computation of the ME takes
the form

2(m=br, 2 e, 220
:A( (m=1) 2" e127 ¢y, mo

y=A4"mod N d N =

2(m—l)r

(m=2)
(4 D mod N * A4

) mod N .
2r r 0
# 422 mod N * A2 ® mod N * 4> % mod N ) mod N= (©)
(m=1)r (m=2)r
=(A D modN)?" T x (AP mod N2

2r r 0
# (42 mod N)> #(49 mod N)* * (4% mod N)?> ) mod N.

There are three types of exponentiation algorithms A"
mod N [13], which include:

1) basic techniques for exponentiation;

2) fixed-exponent x exponentiation algorithms;

3) fixed-base A exponentiation algorithms.

A fixed element of a group (generally z/qz) is
repeatedly raised to many different powers in several
cryptographic systems. A popular application of fixed-
base exponentation is in elliptic curve cryptography, for
instance for Diffie-Hellman key agreement and elliptic
curve digital signature algorithm verification. Therefore,
many research works have been focused on a fixed base
of ME [14-16].

Compute, respectively (6), the value modulo N for a
simple fixed-base A4 with exponents x =2' = 1,2,4,8,16...,
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(i =0,1,2,..., r—1). Let A and N be relatively prime
positive integers (4, N) = 1 and denote the least positive
integer x =expy4, in case

A'modN=1 . @)

Accordance of the theorem [17], if 4 and N relatively
prime (4, N) = 1, positive integer X is solution of the
congruence (7) if and only if

X=q-exp 4, )

Accordance the Euler’s theorem, if 4 and N relatively
prime (4, N) = 1, that A°™=1 (mod N). Consequently, we
can do conclusion

O(N)=q-expy4, )

In case g=1, then @(N) = expy R, where R is the
positive integer is called a primitive root modulo N.
However the positive integer of modulo N, possesses a
primitive root R if only if N=2, 4, P*or 2P ¥, k is positive
integer. The primitive root for modulo N =P1k1 szz...
P,/ does not have, except xpim if o(P;*"), o(P,) ,...,
o(P,"") are relatively prime.

Thus, calculating (R) mod N (i=0,1,2,,... N-1), we
form a sequence of residuals (rq 71, 72,... ;... rn-1), Which
periodically repeated for x > (N—1) exponents. For all
values of 4 € Zp, the sequence A4’ mod P is cyclic for a
non-primitive element.

The unique integer x with 1<x < @(V) and R* mod N =
A is called indz4 index (or discrete logarithm) of A to
base R modulo N. The properties of indeces, where a, b, k
a positive integer and (a, N)=1, (b, N)=1, are

1) indz 1 mod @(N) =0,

2) indz (ab) mod @(N) = indy (a) + indg (b) mod @(N),

3) indy (a*) mod ¢(N) = k indg (a) mod @(N).

For example, for a primitive element R = 7, the
sequence of residual values 7;=(7") mod 11,

(I”O’ rl, r, 1”3’ I"47 I’57 I’67 I’77 I’gv I’9): (1,7,5,2,3,10,4,6,9,8).

The maximum period of repetitions is equal to exp;;7
= 10, because 7'° mod 11=1, i=0,1,2,...,9. Then the
sequence of indeces is equal (0, 1,2,3,4,5,6,7,8,9)=
= (ind71, il’ld77, ind75, ind72, ind73, ind710, ind74, ind76,
ind;9, ind8).

Accordingly of the property of indeces

1)ind; 1=0,

2) ind; 6 =
+ind; 3 mod 10= 3+4=7,

3) ind; 9 = ind; (3%) =2 * ind; 3 mod 10 =2*4=8.

In the case of calculating (7°) mod 11 with index x =
32, the index will be equal to (32 mod ind117) = 2, and
accordingly ind5. In the case of determining (7°" °) mod
11, we find the number of the residue in the sequence
with the index ind;3, which is equal to (2°) mod 10 = 4.

ind, (2*3)= ind;, (2)+
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After all, the value of the ME for 2 elements in the
sequence of residual values r; =3 = (7" ¢) mod 11.

For computations according to formula (6), we
determine the residuals for exponents 2', (i =2,3,4,...). As
a result of computations r; = (72 " Ymod 11, (1 =2,3.4,...)
we obtain the values of the residuals given in Table 1.

Table 1 — Periodic repetition of residual values 7~ 2" mod 11

7 A 2[ 70 7[ 72 74 78 7[6 732
T=4 (1,7539.4 |1 |7 |5 |3 |9 |4 |5
764 7128 7256 7512 71024 72048 74096
3 9 4 5 3 9 4

That is, in the process of computing (72) mod 11,
starting with the exponent 2' = 2, we obtain periodic
repetition of the values of the residuals 7y 7|, I, Iy, I's, I,
7y, 14 Ts Ve, ... With period 7= 4 and offset u = 0, because
2°=1.

The value of 7" is found by the condition

A2 mod N= A2 ™ mod N,i>u . (10)

Therefore, for a fixed-basis 4 of the ME of the
computation of formula (6), which is equal to the product
of the residuals of the exponent (42) mod N,
(i=2,3,4,...), you can speed up the process of computing
the ME by precomputing the sequence of residuals what
repetitions with the period 7" after the offset u.

4 EXPERIMENTS

Mathematical software libraries are used to implement
the computation of the ME. For example, the Pari/GP
software library [7] contains a large set of programs for
fast computations of mathematical functions. The Pari/GP
library also includes computations of the Mod (a, n) * m
function for multi-bit numbers, while using a small
amount of memory in the process of performing
computations. To work with numbers for modulo, the
library uses a separate type ¢ INTMOD. Its feature is to
represent the number in a special form (Montgomery
reduction), which simplifies the computation of division
by modulo. The Pari / GP library can be used in Linux or
Mingw operating systems.

The library of cryptographic algorithms and schemes
Crypto ++ is implemented in C ++ and fully supports 32
and 64-bit architectures of many operating systems and
platforms [9]. The library contains a set of available
primitives for theoretical and numerical operations, such
as generation and verification of prime numbers,
arithmetic over a finite field, operations on polynomials.
Each of the Crypto ++ library primitives includes a
function set.

The function mod_arithmetic.Exponentiate
(base_crypto, exp_crypto) raising the number to the
power by modulo. The result of the function is written to
the variable actual result crypto, and the computation
time is fixed and averaged with the output value
“crypto++ average time” in nanoseconds.

Compared to the Pari/GP library, the well-known
MPIR library [8] is easier in use and can be compiled in
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Windows easily. Therefore, to implement the algorithm
for computing the integer power of a number modulo, we
used the MPIR library, which is written in C and
assembler, and provides the ability to compile its
functions in Visual Studio C ++. Accordingly, in the
MPIR library, the data type mpz t represents large
numbers of arbitrary length, which are selected for the
power exp of the number base and the mod module with
the number of bits from 256 to 2048 bits for testing.

The function mpz_powm (expected_result, base, exp,
mod) performs raising the number to the power by
modulo from the MPIR library, implementing the
algorithm of the sliding window (“Sliding Window”) with
the use of Montgomery multiplication [14]. The result of
the function is written to the variable expected result, and
the computation time is fixed and averaged with the
output value “mpz_powm average time” in nanoseconds.

The function period_mod_exp (remainders data, exp)
has been developed, which performs the basic iterative
algorithm “Right-to-left binary exponentiation” [13]. To
implement the algorithm, the library functions
mpz_init set (mul, base), mpz sizeinbase (exp, 2),
mpz_tstbit (exp, i), mpz_mul (», , mul) from the MPIR
library are used, the parameters of which are multi-bit
data up to 2048 bits. The algorithm is executed without
dividing the exponent into parts, according to formulas
(3-6) with m = 1, in one main stream. The function
period mod exp () computes products modulo using
precomputed residuals. The organization of the
computation of the ME is performed respectively (11) and
the scheme for computing 4 mod N in Fig. 1.

y:Ax(krl)x(k—zy"xz»ﬁxu mOdN:
=(A4* " mod N * 42" mod N * ...
* A mod N * 4> mod N * 4> mod N) mod N;

(11)

x.(k-.2)

A&y mod N

precomputation
Figure 1 — The scheme for computing 4* mod N
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In the software implementation, the function
period mod _exp (remainders data, exp) computes the
products modulo (11) over the precomputed values of the
residuals (4 ”~ 2°) mod N, which are read using the
function get remainder (const RemaindersData & data,
size_t power). In the cycle of the function mpz_tstbit
(exp, i) binary bits x.i of exponent exp are analyzed to
determine to perform or not a multiplication operation
modulo (Fig. 2). The computation of the value of the ME
ends by writing the result in the wvariable
period_mod_exp result.

res*=get_remainder (data,i)
res%=mod

++i < sizeinbase (exp, 2)

Figure 2 — The chart of the algorithm for determining to perform
or not a multiplication under modulo in the function
period_mod_exp() to compute the value of the ME

The precomputation includes finding the sequence of
residuals for fixed numbers Base and mod for exp = 2'
(i =0,1,2,...) and analysis of periodicity. In the program
for computing the sequence of residuals is performed by
the function find remainders (const mpz _class & base,
const mpz_class & mod, size t max_exp bits), which

contains the function bool find period (const
std::vector<mpz_class> & remainders) to set the
indication of finding the period. The function

update_remainders (RemaindersData & data), shortens
the length of the sequence of residuals to the end of the
first periodicity. This function writes the offset
period_offset beginning of the period and the length of the
period period size in the corresponding fields of the
structure RemaindersData {mpz class base; mpz class
mod,;  std::vector <mpz class> remainders; size t
period_offset; size t period size;} also.

The precomputation have been made in a separate
function find remainders () to optimize multiple residual
searches (472") mod N. The peculiarity of the large values
of Base, mod and Exp is also taken into account for which
the residuals must be calculated, in case when the value of
the period 7" is many orders of magnitude greater than the
number of bits of the Exp exponent.
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5 RESULTS

To compare the computation efficiency of the
developed ME function for a fixed basis with
precomputation, two ME functions implemented from the
Crypto ++ 8.2 and MPIR libraries are used. The
comparison is performed with previously developed
functions Single (), which performs in one main thread
without taking into account the periodicity, and Parallel
(), which performs in using two threads [18] computation
of the ME.

Numerical experiments were carried out on a
computer system with a multi-core microprocessor with
shared memory in a 64-bit Windows. Testing was

performed on computer systems with processors an Intel
Core 19-10980XE (18 cores, 36 threads, 3.0GHz) and
AMD Ryzen 3600(6 cores, 12 threads, 3.0GHz).
The average time data of the test with prime numbers P
for Base and mod, that are

Base= P=131071,

Base = P*P,*P;=131080=8*5*3277,

mod =P =6700417, mod= P?>=(5 039)’=25391521,

mod =P°=(5039)*=127947874319,

mod =P*P,*P;=(641%809*%5039)=2613069191 are
shown in Table 2.

Table 2 — The average execution time (ns) of the function period_mod() of computing the ME

Release/x86 Release/x86 Intel Core 19-10980XE, trials=2000
Base 131071 131080 131071 131080 131071 131080
Exp 11039 11039 263375000 263375000 6039 6039
mod 263374721 263374721 263374721 263374721 127947874319 127947874319
period_mod() 745 762 1091 1162 710 798
Base 131071 131071 131071 131071 131080 131071
Exp 5039 6039 6700500 11039 11039 26391521
mod 6700417 6700417 6700417 25391521 25391521 25391521
period_mod() 791 833 1019 838 853 1110
Base 131071 131080 131071 131080 131071 131080
Exp 6700500 6700500 6039 6039 6700500 6700500
mod 127947874319 127947874319 2613069191 2613069191 2613069191 2613069191
period_mod() 1163 1133 729 731 1050 1060

To compute the ME with a given number of trials the
values of exponent Exp, numbers Base and mod were
given by pseudo-random numbers with number of binary

decrease correspondent. The results are presented in Table
3, which contains the values of average execution time (ns
nanoseconds) of computing the ME for pseudo-random

data Basel, Expl, modl for 1024 bits and Base2, Exp2,
mod?2 for 2048 bits, that are

digit to 2048 bits. To reduce the total computation time on
increasing the number of digits of big numbers the
number of trials of latch-up of the computation time is
Basel =
15592587752839448261461062599367458801910077106635921807855458716257088123956757680446112611588790379930841
98450985791808156700960355218748709089617996382691960685601037523086698181288606777194603813043975878625936
07968358286567068579479763671817955144283945749615768573725580291910494735428411976050787788916;

Expl =
14283520978648999717087325550794657355644821408462852460542118822409968732298467354361417685207105354741569
82526225738456830754529824749225178413672786090891369885834477564794839184417957332157713350938927468516042
52279730368411597397577626119447392355080344631875081748708394736819710836176156337925349995164;

modl =
58915722462978682534126247597454067955853336194376986361024501907189851818542729349015243532285142254309917
03852776048028896537550292368120372032210211051014369063473209609243694640800275752961327153630792783722354
5322777240018954252741320474283752983445102922773653761893093283466588488022478739526104458288;

and

Base2 =
25677387604979174745650113439241870319948692169987586987064217095280862955992909072300653168631621794286691
44090248166533311695144588834441618096640734511107106531362356071374321507249531854461586787197202959282597
81123638183830596292580376934671270834776657789712993784966788640286174086177056566697844654876749702991335
12869237149575978169492117082727320204008519907241837229067993684410038784610185215488903193461143855868161
08217151247348288474481211605784542061549242679745890886509283127487243351737251588531055149430134861136434
0443630468764680181700525692989490446832190141891944473407224376945078128460212340;

Exp2 =
20697118667460294289329131926842862371260858718961622542390394128577965883462065464726476265621500584422101
09032488059047889420506452685343718712576517249128576248539133195446658184539707742058059362765132351678047
57330671171360229336910074202766840819523964084411554460264006668359867024199348668244418903647742281408991
58959010059757494492005981153055872187442495482411745134646120584804555929554183515697922429188623722060569
89487126897246500808974441045354232827662089593877770429717698803277620331558579804823032389188893339269852
0362991482313522285535354701685917388200178015927229730825614585660545884722373680;
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mod2 =

15751723134572035595995687436812596082544405736568617013821625114181686035263064514195691158868780553087409
67587739361731922128494702349823709785322693518660273267146847449124775067704340487870135582678102049951096
44659341905468189951833441079292130714349995426535856054589395269550223482468472937086653958526469094233483
74365590951938432771131083033251862746501680828500489053186347299385374174906872997297888852792630132003390
77021629960904568618885515772917923280644659754459311463103183288771606668121786492047222814542774350966063
6757717609773953434588361971011958885872519009331884473774664023180857623887581068.

Testing for the average execution time of computation
of ME (Table 3) was performed by the functions:
mpz_powm () from the MPIR library, crypto++ () from
the Crypto ++ library. The comparison is performed with
previously [22] developed functions Single () and Parallel

(). The developed function period mod () performs the
computation of ME by forming an reduced sequence of
residuals. The precomputation time to determine of the
sequence of residuals is not taken into account.

Table 3 — The average execution time (ns)of the functions of computing the ME

Release/x86 AMD Ryzen 3600 Intel Core 19-10980XE
Data Basel, Expl, modl Base2,Exp2,mod2 Basel Expl, modl Base2, Exp2, mod2

bits / trials 1024 /1000 2048 /500 1024 /1000 2048 /500
Single() 1993761 12916466 2032243 13445459
Parallel() 1678701 9129259 1938135 11366590
crypto++() 2484181 10668126 2607767 10915908
mpz_powm() 1167370 8264648 1196241 8969671
period_mod() 739048 4827014 724754 4927932

The results of the calculation of ME with all functions
are compared for the accuracy of their implementation,
which confirms the possibility of using the property of
periodicity of the sequence of residuals for powers equal
to integers of degree two.

6 DISCUSSION

The period mod () function of the ME reduces the
computation time relative to other functions with
increasing bit size, starting from data values from 512
bits. Reducing the computation time of the period_mod ()
function as well as Single () and Parallel () depends on the
number of logical one in the binary representation of the
Exp exponent, which determines the number of
multiplication operations in the main stream. The
periodicity of the sequence of residues has its own
characteristics and depends on the specific values of Base,
mod and Exp, because they can differ by many orders of
magnitude bits. In the Table 2 shows the cases when Base
and mod are relatively prime (Base, mod) = 1. The results
of the average execution time for the given relatively
prime data are consistent with the basic properties that are
well studied in number theory.

The software implementation period mod () through a
single-threaded computation shows a slight reduction in
the time of determination of the modular exponent with
an increase throughput of microprocessors (Table 3).
Therefore, based on of the developed software the further
implementation of the computation of ME using
multithreaded technologies will provide an opportunity
the efficient computation of discrete logarithm.

CONCLUSIONS
The work compares and analyses the developed
software implementation of the computation of ME and
the software implementation of the functions of Crypto++

© Prots’ko 1., Gryshchuk O., 2022
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and MPIR libraries. The computational scheme of the
ME, the software implementation of the algorithm using
single thread for computing of ME, the run time results of
the computation on multi-core microprocessors of
universal computer systems have been described. As a
result, has developed the function period mod() of the
computation, what speedups the execution of the
computations of ME for fixed-base with precomputation.
The execution time of the algorithms depends on the
specific values of the Base, mod and Exp of modular
exponentiation. The software implementation with
increasing the number of binary digits of data shows a
reduction of computation time near two times with regard
to the MPIR function of computing modular
exponentiation.

The scientific novelty of obtained results lies in the
implementation of the algorithm of computing the
modular exponentiation based on the use of a reduced set
of residuals and the fundamental property of modularity.

The practical significance of the work lies in the fact
that the obtained results can be successfully apply in the
modern  asymmetric  cryptography, for efficient
computation of number-theoretic transforms and other
computational problems.

Prospects for further research are that the developed
function period_mod() can be used for the organization of
multithreading computations of ME.
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YK 004.421
OBYUCJIEHHA MOJIYJbHOI EKCIIOHEHTH JJISI ®IKCOBAHOI OCHOBH 3 NEPEJIOBUYNCJIEHHAM
CKOPOYEHOI'O HABOPY 3AJIMIIKIB
Mpousko I. — 1-p TexH. HayK, TOLEHT, Kadeapa aBTOMaTH30BaHUX CUCTeM ynpasiinHs, HamioHansHuid yHiBepcuteT «JIbBiBChbKa
nmoJiTexHikay, JIbBiB, Ykpaina.
I'pumyk O. — po3po6HuK nporpamuoro 3abesnedenns, TOB «CobtCepsy, JIbBiB, YKpaiHa.

AHOTAUIIA

AKTyaJabHicTb. MOIyJbHE MTHECEHHS A0 CTEMEHS € BAXIMBOIO ONEPAlLiclo B 0araTboX 3aCTOCYBAaHHSX, IO BUMArae BEITUKOL
KimpKocTi obunciens. [1IBuaki 004YrCIeHHS MOMYIBHOI €KCIIOHEHTH BKpall HEoOXimHI i e(peKTHBHUX OOUUCICHD y TEOPETUYHO-
YHCIJIOBUX TIEPETBOPEHHSX, AJIsI 3a0€3IIeUeHHsI BUCOKOI KPUNTOCTIHKOCTI iH(opMaIifHUX faHUX Ta B 6araThoX iHIINMX 3aBJAHHSIX.

Mera — aHaji3 4acy BHKOHAHHS MPOrpaMHUX (yHKUIH pO3paxyHKY MOAYJIBHOI €KCIIOHEHTH 3 PO3POOIICHO MPOrpamoro, Lo
BHUKOPHCTOBYE TIOTIEpETHE OOUHCIICHHS 3MEHIIEHOTO Ha0Opy 3aIMIIKIB I (hikcoBaHOI Oa3m.

Metoa. MoaynbHE HiIHECEHHsS IO CTENeHs Peayli3oBaHO 3 BUKOPHUCTAHHSM METOAY JBIMKOBOro 3CyBY CIIpaBa HaliBO IS
¢ikcoBaHoro 0azucy 3 MONEPeAHIM OOYMCICHHSM 3MEHIIEHOro Habopy 3amumikiB. s e(peKTHBHOrO OOYMCICHHS MOZYJIBHOL
CKCIIOHEHTH BEJIUKHX 4YHCE]l BHKOPHCTOBYETHCS BJIACTHBICTh IEPIOJUYHOCTI MOCIIZOBHOCTI 3aluIIKiB (ikcoBaHOI 0Oa3u 3
CKCIIOHEHTAMH, 1110 IOPIBHIOIOTH LIJOYHCENIbHIN CTETeH] IBIHKH.

PesyabTaTn. [IpoBeneHo NOpiBHAHHS 4acy BUKOHAHHS ITSITU BapiaHTiB QyHKUIN I OOYMCICHHS MOIYJIBHOTO MiAHECEHHS 10
crereHs. B anroputmi 3 momepenHiM OOYHMCICHHSAM 3MEHIICHOTO HA0Opy 3alWIIKiB A (ikcoBaHOI 0a3u 3abe3medyeThes OUTbIn
IIBUKES OOYMCICHHS MOMAYJIBbHOI €KCIIOHEHTH I 3HA4eHb JaHHX, W0 HepeBuinyioTh 1K aBIKOBHX pO3psiiB, HMOPIBHSAHO 3
(GYHKIISIME MOJYJIEHOTO TifHeceHHs 1o ctenens 6i6miorek MPIR i Crypto++. bibmioreka MPIR 3 minounceIsHIM THIIOM JaHUX 3
KUTBKICTIO JBIMKOBUX po3psamiB Bix 256 mo 2048 OIiT BHKOPHUCTOBYETHCS IS PO3POOKH aIrOPUTMY OOYMCICHHS MOIYJIBHOTO
ITiIHECEHHS JI0 CTETICHSI.

BucHoBkH. Y po6o0Ti pO3MIISIHYTO Ta MPOaHaIi30BaHO PO3pOOJICHy MpOorpaMHy peatiallis 00YHCICHHS] MOMYJIbHOI eKCIIOHEHTH
Ha yHiBEepCaJbHUX KOMII IOTepHUX cucTeMax. OIHNUM i3 croco0iB peatizalii MpuCKOPeHHs 0OYHMCIICHHST MOLYIbHOTO MiTHECEHHS 10
CTeTeHs € po3poOKa aJIrOPUTMIB, SKi MOXYTh BHKOPHCTOBYBAaTH NONEpeNHE OOYMCIECHHS 3MEHIICHOT0 HaOOpy 3alWIIKIB IS
¢ikcoBanoi 6a3u. [Iporpamua peaiizamis MOAYJIBFHOTO MiAHECEHHS 10 CTENEHA 31 30UIbIIeHHAM Bix uncna 1K IBIKOBUX po3psmiB
JIAHUX IIOKa3ye MOKPAIIEHHS Jacy OOYMCIICHb Y IOPIBHSAHHI 3 (QYHKIII€I0 MOIYJIEHOTO HimHeceHHs no crenens 6i6miorex MPIR ta
Crypto++.

KJIFOYOBI CJIOBA: MonysbHe MiTHECEHHS 1O CTEMCHs, BEJIMKI YHCIa, alTOPUTM 3BEACHHS 10 cTeneHs, dikcoBaHa 0a3oBa
CTYHiHb, MHOXXHHA 3QJTUIIKIB.
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YK 004.421
BBIUMCJEHUE MOJIYJbHOMN SKCIIOHEHTHI JJISI ®UKCUPOBAHHOM OCHOBBI C IIPEIBBIYUCJIEHUEM
COKPAIIEHHOI'O HABOPA OCTATKOB
Mpoubko U. — n-p TexH. HayK, JONCHT Kadeapsl aBTOMATU3UPOBAHHBIX CHCTEM YIpaBlcHUs, HallMOHaNBHBIA YHHBEPCUTET
«JIpBHUBCHKA MMOIUTIXHUKAY, JIbBOB, YKpanHa.
I'puiryk O. — paspabdoruuk nporpammuoro obecrneuernsi, OO0 «Cod1Ceps», JIbBoB, YKpanHa.

AHHOTANUA

AKTyanbHOCTh. Bo3BesieHne B cTemneHbp — BaXkHAsl Orepanys BO MHOTHX HNPWIOXKEHHsX, TpeOyromias GONBIIOro KOJIMYecTBa
BBIYMCIICHUH. BBICTpBIE BBIYMCIEHUS MOMAYJIBHOTO BO3BEJICHUSI B CTENEHb HEOOXOAMMBI sl 3((EKTHBHBIX BBIUMCICHUI B
TEOPEeTHKO-UUCIIEHHBIX NPe0Opa3oBaHuAX, AT 00ecIedeH s BBICOKOH KPUITOCTOMKOCTH MH(OPMAIMOHHBIX JAHHBIX U BO MHOTHX
JPYTHX MPUIOKEHHUSAX.

Leas — aHanu3 BpeMEHH BBINOJHEHHS MPOTPaMMHBIX (YHKIMI pacuera MOIYJIBHOW SKCIOHEHTHI € pPa3pabOTaHHOU
TIPOrpaMMO¥, MCHONB3YIOMIEeH peIBapUTeIbHbIC BEMYHUCICHNS COKPAIIEHHOr0 Habopa OCTAaTKOB ISl (PUKCHPOBAHHON Oasbl.

Metoa. MoayisHOE BO3BEJCHHE B CTEIEHb PEaTM30BaHO C HCIIOIB30BAHMEM Pa3pa0OTKM METOJa JBOWYHOTO CIBHIA CIIpaBa
HaJIeBO U1l (PMKCUPOBAHHOTO 0a3nca C IpeJBapUTEIbHBIM BBIYMCICHHEM yMEHbIIEHHOro Habopa ocratkoB. s sddexTuBHOrO
BBIYHCIICHUS] MOJYJIBHOIM SKCIIOHEHTBI OOJBLIMX YHCET HCIIOJB3YEeTCs] CBOWCTBO IEPHOIUYHOCTH IOCIIEIOBATEIBHOCTH OCTATKOB
(huxcupoBaHHOI 0a3bl C SKCIIOHEHTAMH, PABHBIMU LIEJI0UNCIICHHOM CTEIIEHH ABOMKH.

Pesynbratel. IlpoBeneHO cpaBHEHHME BPEMEHH BBINONHEHUS IISITH BApUAHTOB (DYHKUUH [ BBIYUCICHHS MOMIYJIBHON
9KCIIOHEHTH. B anropuTMe ¢ mpeaBapUTENbHBIM BBIUHCICHHEM COKPAIIEHHOTO OcTaTka Habop mis (UKCHpOBaHHOH 6a3bl
obecrieunBaeTcst 6ojee OBICTPOE BEIMHUCICHHE MOJYJIBHOTO BO3BEICHUS B CTEHEHb AN 3HAYEHMH, MpeBbimarommx 1K gBoMIHBIX
nudp, N0 CpaBHEHUIO ¢ QYyHKIUAMH MOIYIBHOM 3kcrioHeHTHl Ondanorek MPIR u Crypto++. bubmuorexka MPIR ¢ nenouncineHHbIM
THUIIOM JIAaHHBIX C KOJIMYECTBOM JIBOMYHBIX Pa3psoB oT 256 mo 2048 Gut mcmosb3yercs Uil pa3pabOTKU alnropUTMa BEMHCIICHUS
MOJIyJIbHOTO BO3BEJICHUS B CTEIICHb.

BriBoabl. B paborte paccMoTpeHa W npoaHalM3MpOBaHa pa3pa0oTaHHAs MPOrPaMMHAs peaU3anysi BBIYHCICHUS MOMYJIBHOW
SKCIIOHEHTHI Ha YHUBEPCAIbHBIX KOMIBIOTEPHBIX cucteMax. OJUH U3 CocOoO0B peanu3aluyl yCKOPEHHs BBIYHCICHHS MOILYJIbHOTO
BO3BEICHHUS B CTENEHb SBISETCS pPa3paboTKa aarOPUTMOB, KOTOPBIE MOTYT HCIOJIb30BaTh IPEABAPUTENILHOE BBIYHUCIEHHE
COKpAIIEHHOT0 Habopa OCTaTKoB Ams (UKcHpoBaHHOW 06a3bl. IIporpammHasi peanm3anysi MOJYJIBHOTO BO3BEACHUS B CTEICHb C
yBennueHneM ¢ 1024 dpcia IBOMYHBIX Pas3psiIOB SKCIIOHEHTHI ITOKA3bIBACT YIIyUIICHHE BPEMEHH BBIUHCICHHH IO CPABHEHHUIO C
(GYHKIHAMH MOIYIBHOI SKcrioHeHTsl oubmrorek MPIR u Crypto++.

KJIIOUEBBIE CJIOBA: MomynsHOE BO3BECHHUE B CTENICHb, OOJBIINE YHCIIA, AITOPUTM BO3BEICHHUS B CTEICHb, BO3BECHHE B
CTEIeHb ¢ (PUKCHPOBAHHOI OCHOBOH, MHOKECTBO OCTaTKOB.
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TWO PAIRS OF DUAL QUEUEING SYSTEMS WITH CONVENTIONAL
AND SHIFTED DISTRIBUTION LAWS

Tarasov V. N. — Dr. Sc., Professor, Head of Department of Software and Management in Technical Systems of
Volga State University of Telecommunications and Informatics, Samara, Russian Federation.

Bakhareva N. F. — Dr. Sc., Professor, Head of Department of Informatics and Computer Engineering of Volga
State University of Telecommunications and Informatics, Samara, Russian Federation.

ABSTRACT

Context. The relevance of studies of G/G/1 systems is associated with the fact that they are in demand for modeling data
transmission systems for various purposes, as well as with the fact that for them there is no final solution in the general case. We
consider the problem of deriving a solution for the average delay of requests in a queue in a closed form for ordinary systems with
Erlang and exponential input distributions and for the same systems with distributions shifted to the right.

Objective. Obtaining a solution for the main characteristic of the system — the average delay of requests in a queue for two pairs
of queuing systems with ordinary and shifted Erlang and exponential input distributions, as well as comparing the results for systems
with normalized Erlang distributions.

Methods. To solve the problem posed, the method of spectral solution of the Lindley integral equation was used, which allows
one to obtain a solution for the average delay for the systems under consideration in a closed form. For the practical application of the
results obtained, the method of moments of the theory of probability was used.

Results. Spectral solutions of the Lindley integral equation for two pairs of systems are obtained, with the help of which
calculation formulas are derived for the average delay of requests in the queue in a closed form. Comparison of the results obtained
with the data for systems with normalized Erlang distributions confirms their identity.

Conclusions. The introduction of the time shift parameter into the distribution laws of the input flow and service time for the
systems under consideration transforms them into systems with a delay with a shorter waiting time. This is because the time shift
operation reduces the value of the variation coefficients of the intervals between the arrivals of claims and their service time, and as
is known from the queuing theory, the average delay of requests is related to these variation coefficients by a quadratic dependence.
If a system with Erlang and exponential input distributions works only for one fixed pair of values of the coefficients of variation of
the intervals between arrivals and their service time, then the same system with shifted distributions allows operating with interval
values of the coefficients of variations, which expands the scope of these systems. The situation is similar with shifted exponential
distributions. In addition, the shifted exponential distribution contains two parameters and allows one to approximate arbitrary
distribution laws using the first two moments. This approach makes it possible to calculate the average latency and higher-order
moments for the specified systems in mathematical packets for a wide range of changes in traffic parameters. The method of spectral
solution of the Lindley integral equation for the systems under consideration has made it possible to obtain a solution in closed form,
and these obtained solutions are published for the first time.

KEYWORDS: Erlang and exponential distribution laws, Lindley integral equation, spectral expansion solution method, Laplace
transform.

ABBREVIATIONS
LIE is a Lindley integral equation;
QS is a queuing system;
PDF is a probability distribution function.

M is a exponential distribution law;
M’ is a shifted exponential distribution law;
W is a average waiting time in the queue;

w (s) is a Laplace transform of waiting time density

NOMENCLATURE function;
a(?) is a density function of the distribution of time A is a Erlang (exponential) distribution parameter for
between arrivals; input flow;

A*(s) is a Laplace transform of the function a(f); p is a Erlang (exponential) distribution parameter for

b(?) is a density function of the distribution of service
time;

B*(s) is a Laplace transform of the function b(f);

¢, the coefficient of variation of time between
arrivals;

o the coefficient of variation of service time;

E, is a ordinary Erlang distribution of the second order;

E, is a shifted Erlang distribution of the second
order;

G is a arbitrary distribution law;
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of service time;
p is a system load factor;

T, 1s a average time between arrivals;

?;% is a second initial moment of time between

arrivals;

T, 1s a average service time;

%
@_ (s) is a Laplace transform of the PDF of waiting

is a second initial moment of service time;

time;
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v, (s) is a first component of spectral
decomposition;
y_(s) is a second component of spectral
decomposition.
INTRODUCTION

This article is devoted to the analysis of two pairs of
QSs, including the Erlang distribution law as a special
case of a more general gamma distribution law and an
exponential distribution. The task is to derive solutions
for the average delay of requests in the queue, which is
the main characteristic for any QS. This characteristic, for
example, is used to estimate packet delays in packet-
switched networks when they are modeled using QS. The
considered QSs, according to the three-position
symbolism introduced by Kendall for their classification,
we denote by E,/M/1 and M/E,/1. Here the distribution
law for E, differs from the previously considered
normalized Erlang distribution.

We also investigated the above systems with time-
shifted input distributions in order to obtain a solution for
the average delay. In queuing theory, studies of G/G/1
systems are especially relevant because there is no
solution in the final form for the general case and one has
to carry out research for special cases of distribution laws.
In the study of G/G/1 systems, an important role is played
by the method of spectral solution of the Lindley integral
equation [1]. The paper proposes new models of queuing
with shifted second-order Erlang distributions, as a
special case of the Gamma distribution law.

In the previous works of the authors [2-7], it was
noted that the shift of the distribution laws in the QS by
the value #, >0 leads to a decrease in the average delay

of requests in the queue due to a decrease in the
coefficients of variation of the time intervals of arrivals
¢, and servicing ¢, . It is known that the average delay is

related to these coefficients of variation by a quadratic
dependence [1].

The object of study is the queueing systems type
G/G/1.

The subject of study is the average queue delay in
conventional systems E»/M/1 and M/E,/1 and in the same
systems, but with shifted input distributions.

The purpose of the work is to obtain a solution in a
closed form for the main characteristic of the system — the
average delay in the queue for the above QS.

1 PROBLEM STATEMENT

The paper poses the problem of finding a solution for
the delay of requests in the queue in conventional QS
systems E»/M/1 and M/E,/1 and in the same QS with
shifted input distributions. Here E, means the second-
order Erlang distribution as a special case of a more
general Gamma distribution law and has the form
0] =22te™ for describing the distribution density of
the arrival intervals,
distribution with the density function f () = 402 M
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in contrast to the normalized

Moreover, these density functions differ in numerical
characteristics.

In a brief presentation of the method of spectral
expansion of the LIE solution, we will adhere to the
approach and symbols of the author of the classics of the
queuing theory [1]. At the heart of the LIE solution by the
spectral expansion method is to find for expression

B, (—s)F: (s)—1 a representation in the form of a product

of two factors, which would give a rational function of s.
Consequently, to find the distribution law of the delay of
requests in the queue, the following spectral expansion

B, (—s)F: (s)=1=w, (s)/w_(s) is necessary. Here
v, (s) and y_(s) are some rational functions of s that

can be factorized. Functions and must satisfy special
conditions according to [1].

To solve this problem, it is first necessary to construct
spectral solutions of the form

F;(—S)F:(S)—l=\|I+(S)/\V_(S) for these systems,

considering special conditions in each case.

2 REVIEW OF THE LITERATURE

The method of spectral decomposition of the solution
of the Lindley integral equation used in this work is
presented in detail for the first time in the classics of the
queuing theory [1]. This method was used by the authors
in [2-7] and in many other works in the study of QS with
shifted distributions. The spectral solution method is
widely used not only in queuing theory, but also in
mathematics, physics, electromagnetism and other fields
[8-12]. In both foreign and Russian-language literature,
the authors have not found research results in this subject
area.

The closest to this area are works [15, 16], where the
questions of accessing Internet web resources as queues
with time lag, described by Wiener-Hopf processes, are
investigated.

The problems of approximating distribution laws
using several initial moments of time intervals are
covered in [11-14], and the results of new research in the
queuing theory [18-27].

3 MATERIALS AND METHODS
As you know, the two-parameter gamma distribution
is given by the density function of the form

Bfatafleft/ﬁ
I'(0)
0, t<0,

/= =0

o0
where I'(a) is a gamma function equal 7'(z) = | e ar
0

for any real number z>0, a>0, $>0. In the case of integers,
this distribution turns into an Erlang distribution of order
o. For example, when replacing A=1/B,k=a, we get

the usual Erlang distribution of order £:
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S (@) :W

For a second-order distribution, the density function
has the form f, (¢) = A2te”™ . This distribution differs from
the previously considered normalized Erlang distribution,
where  f; (1) = 432N .
normalized in order to make the mathematical expectation
independent of the order of the distribution %, therefore,
the numerical characteristics of the two forms of writing
the distribution will change.

The main differences between the normal (gamma-
derived) and normalized Erlang distributions E, are
shown below. Differences in numerical characteristics:

— for the usual Erlang distribution

The Erlang distribution was

T =2/, 15 =6/0% G =1/2,
— for normalized distribution

T o=1/0, 15 =3/2\Y). G =1/2.

Differences in the distribution parameter obtained by
the method of moments:

— for the usual Erlang distribution A =2/T7, ,
— for normalized distribution A =1/7, .

Thus, the indicated distribution laws differ in both
parameter and numerical characteristics, except for the
coefficient of variation. As we will see below, systems
formed by ordinary and normalized Erlang distributions
will have different spectral expansions. Due to such a
difference between the distributions, we are interested in
the fact whether this difference will affect the final result
of the QS — the average delay of requests in the queue,
especially in the case of shifted distributions.

In this regard, it will be interesting to see the results
obtained.

Next, consider a system E»/M/1 formed by two flows
given by functions of distribution densities:

— for the input flow

f()=2 2™, (1)
— for service times
Su@)=pe™. )

Let us write the Laplace transform of functions (1) and

(2): .
A7) A=

A+s - n+s
Then the spectral expansion of the LIE solution for the
E,/M/1 system takes the form:

© Tarasov V. N., Bakhareva N. F., 2022
DOI 10.15588/1607-3274-2022-1-8

68

n

T ORE AR

_MPu-(=9) () _
(R=5)"(u+s) 3)
[t (=20 A -2p)]
) =5 u+s)
_ S(s+s)(s—57)
- s

since the quadratic equation
s+ (u-20)s+A(L—2u)=0  obtained from the
expansion numerator has one negative root

—s; =—(u—-21)/2—/u(n+41)/2 and one positive root

s =(2h—p)/2+/w(n+41)/2 in the case of a stable

system with A <p.
Therefore, we  will take an  expression
s(s+s . . .
v, (s)= u as a function y_(s), since its zeros

S+
s=0, s=-s and the pole s=—p lie in the region

2
Re(s) <0, and we take an expression _(s)=— (=5 a6
§—98

a function y_ (s) .

Finally, the components of the spectral expansion for

the E;/M/1 system will have the form
s(s+s1)

\V+(S):ﬁ’ y_(s)=

Fig. 1 confirms the fulfillment of special conditions
[1] where the zeros and poles of the fractional rational
function on the complex s — plane are displayed to
eliminate  errors in  constructing the  spectral
decomposition.

2
U N )

§—S

im(s)$

Figure 1 — Zeros and poles of the function y_ (s)/w_(s) for the
E,/M/1 system

In Fig. 1, the poles are marked with crosses, and the
zeros are marked with circles.

Further, using the method of spectral decomposition,
we find the constant K, which determines the probability
that a demand entering the system finds it free:

Yy (S)
Is|>0 s

. +
= lim 2250
Is|>0 s+p  p
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Let us construct a function

K sp(s+u
O, (s)= = (s+1)
Vo(s) ms(stsy)
Laplace transform of the delay density function:

through which we find the

_S (s+p)

W*(s)zs-(l)+(s) W(sTs) .

)

Derivative of a function W~ (s) with a minus sign

incl. s=0:
*
aw (s)‘ | sl +s) s (s+p)u o=
- 0=~ 0=
ds ° u2 (S+S1)2 s
_ sip? —si’p _1 1
Wiy’ St M

Then the average delay of requests in the queue for the
E,/M/1 system:

W=1/s-1/u, (6)

where s; = (n—2A)/2+/u(u+41) /2 is the absolute value
of the negative root —s;. After the expression for the

average waiting time for the E,/M/1 system has been
found, we can proceed to the study of the E,/M/1 system
with a time lag.

We denote such a system E,/M™ /1. For this system,

the distributions of the arrival and service intervals are
described by the following shifted density functions:

Fu(£)=22 (1=tg)e M), 7)

fu(£)=pe ), ®)

Statement 1. The spectral expansion of the LIE
solution for the E,/M™ /1 system and the final formula

for the average delay have exactly the same form as for
the E,/M/1 system, but with changed parameters due to a
shift in the distribution laws.

Proof. Laplace transforms of functions (7) and (8)
have the form:

F(5)=(

For the E;/M /1 system, the spectral expansion will

2
A j 0, B (5) =
A+s H n+s

have the form:

F (=)L ()1 :[st

2
oo xLe’tOS 1=
w+s
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Here, the powers of the exponentials in the spectral
decomposition are also zeroed, and thus the time shift
operation is leveled. The last expression after the
transformations will result in the result (3). Thus, the
spectral expansions of the LIE solution for both systems
coincide. Consequently, all the above calculations for the

E,/M/1 system are also valid for the E;,/M /1 system.

Statement 1 is proved.
To determine the unknown distribution parameters

E, , we use the Laplace transform of function (7). The

average value of the interval between arrivals is given by
the first derivative of the Laplace transform with a minus
sign at the point s=0:

dF;, (s) 0205 A2gge 08
_—|s:0: 3 + 2
(hts)  O+s)

_0=2/A+1y.
T ]'SO 0

From here
?k:2/7»+t0. (9)

The second initial moment of the interval between
arrivals is equal to

2 *
d°F
CHRO| 6 40,0
dSZ 2 }\‘
s=0
From here
B 6 ty 2
T =—+4—+1 -
A }\’2 2 0

Determine the square of the coefficient of variation
F-(m)? 2

2
C;L = — = .
(1)} (Q2+Mp)?
From here
o, =~N2/(2+Mp) . (10)
Note that for the distribution E,: 7T, =2/A,

¢, =1/~4/2. Consequently, because of the shift of the
distribution laws by the value ¢, >0, the coefficient of

variation ¢, for the distribution E, decreases by
(1+xg/2) a factor of comparison with ¢, for the

distribution E,.
It remains to determine the numerical characteristics

for the shifted exponential distribution M~ .

dFu(S) _ d L) s _
__d_[_ e ]\s:o—
s\ p+s
.

B {ptoetos (s + u) + ueitos ]

:1/H+t0.

ds
2
(s+p) o

From here
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T,=1/pn+1 -

(11)

Using the second derivative of the Laplace transform
for s=0, we define the second initial moment of service
time

d? F, (s) _ 2 s fy

dS2 s=0 “2 H

+13 -

From here

¢ =1/(1+py) - (12)

Now setting the values obtained above T, T,y

as input parameters for calculating for the E,/M /1

system, as well as the shift parameter ¢,, you can

calculate the average delay using formula (6). Here, the
ranges of variation of the wvariation coefficients

. e(O, 1/2 ) and ¢y €(0,1), are determined by relations

(10) and (12), respectively, depending on the magnitude
of the shift parameter 0 <7y <7, .

Next, consider the M/E,/1 system formed by two
flows given by the functions of the distribution densities
of the intervals:

— for the input flow

fty=nre™, (13)
— for service time
fu(t)=plee™ . (14)

The spectral solution of the Lindley integral equation
for this system takes the form

F;(—S)F:(s)—lzﬁ-[ﬁJ 1=
s[s2 +(2u—k)s+u(p—2k)}
(L=s)(u+s) '

The square trinomial s+ (2p—A)s+p(p—21) in
the numerator of the expansion in the case of a stable
system has two real negative roots —s;, —s, :

—sp=—(20—A)/2+ MM +4p) /2,
=55 =—(2u—A)/2—JA(h+4p) /2.
The final spectral solution will have the form

(U (s) _ s(s+s1)(s+s2) .
v-(s)  (r=s)(u+s)
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Based on the rules for constructing functions v (s)

SIs+s S+s
‘I/_(S) (S): ( 1)(2 2)
(hts)
y_(s)=A-s. The zeros and poles of this expansion are

and choose v,

>

shown in Fig. 2, where the poles are marked with crosses
and zeros are marked with circles.

Im{s]"

Figure 2 — Zeros and poles of the function v, (s)/y_(s) for the
M/E,/1 system

The constant required to obtain a solution
K= limw+—(s):ﬂ. Next, we construct the function
s—0 S H2
2
1- .
D, (s)= K = (1=p)(n+s) . Whence it follows

Sy, (s) s(s+sy)(s+sy)
that the Laplace transform of the density function of the
delay time in the M/E,/1 system

(1-p)(u+s)

W*(s)zs'q)+(s):(S+S1)(S+S2)

(15)

The first derivative of function (14) with a minus sign
at point s=0 is

Hence the average delay of requests in the queue
— 1 1 2
W=—+—-=.

16
St S22 M (16)

Comment. The Laplace transforms of the delay
density functions (5) and (15) make it possible to obtain
formulas not only for the average values of the delay, but
also for the moments of higher orders for the delay.
Considering the definition of jitter for
telecommunications as the spread of the delay around the
average value, then jitter can also be determined through
the variance of the delay [17].

There is another way to obtain the formula for the
average delay for the M/E,/1 system. Because this system
belongs to the class of M/G/1 systems, we will use the
known result for this system by the Polyachek — Khinchin
equation for the Laplace transform of the density function
of the delay for the M/G/1 system [1]:
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« v s(l-p)

d (S _S—X-I—XF:(S) ’ a7

where F: (s) =pu? /(s+u)2 is the Laplace transform of

the service time density function.

The Polyachek-Khinchin formula [1], gives the
average delay of requests in the queue in the M/G/1
system:

W =

2
-, (18)

where 0<p=2A/n<1. For the distribution E,, the second

initial moment of service time, then from (18) we obtain
the average delay in the M/G/1 system:

3p

V=)

(19)

Now it remains to verify that equalities (16) and (19)
are identical. When substituting already calculated values
51, §p in (16), and performing simple mathematical
calculations, we get a complete coincidence with formula

(19).

Let us begin to determine the average delay of
requests in the queue for the M/E,/1 system with delay.
To do this, consider a system formed by two flows given
by the functions of the distribution densities of the
intervals:

— for the input flow

fult)=2e ), 20)
— for service times
fu(t):pz(t—to)e’“(t’t‘)). 1)

We denote such a system M /E,/l1. Based on a
similar statement 1, we conclude that for a pair of systems
M/E,/1 and M /E,/1, their Laplace transforms, the

delay density functions and formulas for the average
delay of requests in the queue also coincide.

For the service time according to the law, we obtain
similar expressions for the average service time and the
coefficient of variation:

T,=2/u+1 22)

=2/ 2+n1) . (23)
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To determine the unknown parameters of distributions
(20) and (21), we use the corresponding moment
equations:

T=1/h+1 o =(1+2) 7",

cy =V2/@2+n1) -

By specifying the values of the numerical
characteristics and the shift parameter #, >0 as input

TH :2/}],"1‘[0,

parameters for the system, and having determined the
roots, we can calculate the average delay using formula
(106).

4 EXPERIMENTS
Table 1-2 below shows the calculation data for
systems E, /M~ /1 and M /E, /1 for cases of low,

medium and high load.for cases of low, medium and high

load p=0.1;0.5;0.9 for a wide range of ¢ , Cu and a

shift parameter ¢;. For comparison, the right-hand

columns show data for conventional systems E,/M/1 and
M/E,/1.

Table 1 — Results of experiments for QS E, /M™ /1 and

E,/M/1
Input parameters Average delay

For QS For QS

S G Ol B M| EMAI
0.643 0.1 0.9 0.000
0.672 0.5 0.5 0.005

01 0.700 0.9 0.1 0.023 0.030
0.706 0.99 | 0.01 0.029
0.389 0.1 0.9 0.003
0.530 0.5 0.5 0.132

0.5 0.672 0.9 0.1 0.491 0.618
0.704 0.99 | 0.01 0.605
0.134 0.1 0.9 0.055
0.389 0.5 0.5 1.609

09 0.643 0.9 0.1 5.322 6.588
0.701 0.99 | 0.01 6.456

Table 2 — Results of experiments for QS M~ /E; /1 and

M/Ey/1
Input parameters Average delay
For QS For QS
P n u fo M™/E; /1 M/Ey/1
0.643 0.071 0.9 0.001
0.950 0.354 0.5 0.021
01 0.990 0.636 0.1 0.068 0.083
0.999 0.700 0.01 0.082
0.550 0.071 0.9 0.008
0.750 0.354 0.5 0.188
0.3 0.950 0.636 0.1 0.608 075
0.995 0.700 0.01 0.735
0.190 0.071 0.9 0.068
0.550 0.354 0.5 1.688
09 0.910 0.636 0.1 5.468 675
0.991 0.700 0.01 6.616
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Results for systems with a delay are compared with
results for usual systems. It is obvious that the average
waiting time in a system with a delay depends on the shift
parameter f,. The load factor p in both tables is

determined by the ratio of average intervals p=71, /7, .

The calculations used the normalized service time ?u =1.

5 RESULTS

In this work, spectral expansions of the solution to the
Lindley integral equation are obtained for the usual dual
systems E»/M/1 and M/E,/1, as well as their analogs with
shifted distribution laws, with the help of which the
calculation formulas for the average delay of requests in
the queue in a closed form are derived.

The same calculation formulas are valid for systems
with time lag, respectively, taking into account changes in
the numerical characteristics of their shifted distributions.
The results of numerical calculations in Tables 1-2 are
identical to the data obtained for the same systems with
normalized Erlang distributions.

6 DISCUSSION

The average delay of requests in the queue in systems
with latency is, as expected, less than in conventional
systems, and as the value of the offset parameter
decreases, it approaches the average waiting time in a
conventional system. This fully confirms the adequacy of
the constructed mathematical models.

Thus, the results of Table 1 and 2 confirm the
complete adequacy of the constructed mathematical
models for determining the average delay of requests in
the queue both for ordinary dual systems and their
analogs with shifted distribution laws.

In contrast to the conventional E,/M/1 system, the

E; /M /1 system with delay can be used for a range ¢,
of 0 to 1/\/5 and Cu 0 to 1. In the case of the M/E,/1

system, the M~ /E, /1 system with delay allows a ramp
range ¢, of 0 to 1, and Cu from 0 to 1/+/2. Thus, the

main advantage of introducing distributions shifted to the
right from the zero point is to expand the range of
variation coefficients of arrival intervals and service time.

Due to this, the scope of these QSs is expanding. Note
that, in addition to the average delay of requests in the
queue, it is possible to determine the variance and
moments of higher orders of the delay time.

CONCLUSIONS

The problem of deriving formulas for the average
delay of requests in the queue for two pairs of dual
queuing systems with ordinary Erlang distributions in
contrast to normalized distributions is solved.

The scientific novelty of the results is that spectral
expansions of the solution of the Lindley integral equation
for the systems under consideration are obtained and with
their help the calculated formulas for the average delay in
the queue for systems with delay in closed form are
derived. These formulas complement and expands the
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well-known incomplete formula for the average waiting
time in the G/G/1 systems with arbitrary laws of input
flow distribution and service time.

The practical significance of the work lies in the fact
that the obtained results can be successfully applied in the
modern theory of teletraffic, where the delays of
incoming traffic packets play a primary role. For this, it is
necessary to know the numerical characteristics of the
incoming traffic intervals and the service time at the level
of the first two moments, which does not cause
difficulties when using modern traffic analyzers.

Prospects for further research are seen in the
continuation of the study of systems of type G/G/1 with
other common input distributions and in expanding and
supplementing the formulas for average waiting time.
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JBI MAPH IBOICTUMACHUCTEM MACOBOT'O OBCJIYTOBYBAHHA 31 3BUYAMHAMM 1 3CYHYTUMHA
PO3IIOAIJTIAMU

Tapaco B. H. — n-p TexH. Hayk, npodecop, 3aBigyBau Kadenpu MpOrpaMHOTO 3a0e3MMedYeHHS Ta YIPaBIiHHSA B TEXHIYHUX
cucremax [10BOI3BKOTO IEpKAaBHOTO YHIBEPCUTETY TEJICKOMYHIKaIii Ta indopmarnky, Pociliceka deneparis.

Baxapesa H. ®@. — n-p TexH. Hayk, mpodecop, 3aBixyBad kadenpu iHGOPMATUKH Ta OOUHCITIOBAIBHOI TeXHIKH [10BOI3BKOTO
JIep’KaBHOTO YHIBEPCHTETY TeleKOoMyHiKaliil Ta inpopmaTrku, Pocificeka ®enepartis.

AHOTAIIA

AKTyalIbHiCTB. AKTyanbHICTh HociikeHHs: cucteM G/G/1 moB’s3aHa 3 THM, LI0 BOHHM TOTPiOHI JUTi MOJETIOBAaHHS CHCTEM
nepenayi pi3HOro MpPU3HAYEHHS, a TAaKOXK 3 THUM, LIO Ul HUX HE iCHYe pilleHHsS B KiHIIEBOMY BHIJIAII B 3arajJbHOMY BHIAIKY.
PosrnsiHyTO 3amady BUBEOECHHS pIillEHHS AJS CEpelHBOI 3aTPHMKH BHMOT Y 4ep3i B 3aMKHYTIH (opmi Ui 3BHYAHUX CHCTEM 3
€pIAHTIBCHKUM 1 eKCIOHEHTHUM BX1THUMH PO3MOIIAMH 1 IS IUX CUCTEM 31 3CYHYTHMH BIIPABO PO3IOILITaAMH.

Meta po6oru. OTpuMaHHS PIlICHHS U OCHOBHOI XapaKTEPHCTUKKM CHCTEMH — CEpEIHbOI 3aTPUMKH BHUMOT' Y 4Yep3i Ul JBOX
Iap CHCTEM MacOBOr0 OOCIYrOBYBaHHS 31 3BHYaHHMMH 1 31 3CyHyTUMH E€pJIAHTIBCBKMMH Ta EKCIOHEHIIANbHUMH BXiXHUMHI
PO3MOiIaMH, a TAKOX MOPIBHSAHHS Pe3yJIbTATIB YISl CUCTEM i3 HOPMOBAaHUMH €pJIAHTIBCHKUMHE po3moiaamu. OTpHUMaHHS PillleHHS
JUTS OCHOBHOI XapaKTEPUCTUKH CHCTEMH — CEPEIHBOr0 4acy O4iKyBaHHS BUMOT B 4ep3i JJIS JBOX CHCTEM MacOBOT'O 0OCIyrOBYBaHHS
tuny G/G/1 31 3cyHYyTHMH BXiJHUMHU PO3MOIITIAMH.

Mertop. [Iy1s1 BUpIIICHHS TOCTABICHOTO 3aBIaHHs OyB BUKOPUCTaHUI METOJ CIIEKTPAJbHOTO PILlIEHHs iHTETpalbHOTO PIBHSHHS
Jlirti, SKuil 103BOJISIE OTPUMATH PIIIEHHS VI CEPEAHBOI 3aTPUMKHU B 4ep3i A PO3TISIHYTHX CHCTEM B 3aMKHYTIH ¢opmi. s
MPAKTUYHOTO 3aCTOCYBAHHS OTPUMAHUX Pe3yIbTaTiB OyJ0 BUKOPUCTAHUH BiJOMHI METO MOMEHTIB Teopii KMOBIpHOCTEHA.

PesyasTaTn. OTpHMaHO CIEKTpabHI PIIEHHS iHTErpaJbHOrO PiBHSAHHS JIIHUT JUIL JBOX Iap CHCTEM, 3a JOMOMOTOIO SKMX
BUBEJICHI PO3PaxyHKOBI (hOPMYIIH I CEPEIHBOI 3aTPUMKH BUMOT Y Uep3i B 3aMKHYTii Gopmi. [TopiBHIHHS OTpHIMaHUX pe3yNbTATiB
31 JaHUMH JJIs CUCTEM 31 HOPMOBaHUMH €PJIaHTiBCHKUMH PO3IIO/iIaMH MiATBEPDKYE TXHIO 1IEHTHYHICTB.

BucnoBku. BeeneHns napamerpa 3cyBy B 4aci B 3aKOHM PO3IOALTY BXIZHOTO MOTOKY 1 4acy OOCIyrOBYBaHHS JUISl CHCTEM, IO
PO3IIIAAIOTHCS, IEPETBOPIOE X B CHCTEMH 3aIli3HEHHSM 3 MEHIIMM 4acoM OdiKyBaHHs. Lle moB’s13aH0 3 THM, IO Omepallis 3CyBY Yy
Jaci 3MeHIIy€e BeMYMHY KOoe]illieHTIB Bapiamiii iHTepBaliB MiXkK HaIXODKSHHSIMU BUMOT Ta HOro 4acy 0OCIyroBYBaHHsI, a SIK BiZIOMO
3 Teopii MacoBOro OOCIYroBYBaHHSA, CEpeOHS 3aTpPMMKa BHMOI MOB’S3aHAa 3 IMMH KoeQillieHTaMH Bapialiii KBaIpaTHYHOIO
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3aJIeXKHICTIO. SIKIO crcTeMa 3 epraHTiBCHKUM 1 eKCIIOHEHTHUM BXiTHUMH PO3MOAITAMHE NPAIfO€ TUIBKH IIPU OXHIH QikcoBaHil mapi
3HaueHb KoeQillieHTiB Bapiamiii iHTepBaJdiB MDK HAIXO/DKCHHSAMH BUMOI Ta iX 4acy oOOCIIyroBYBaHHsS, TO I JK CHCTeMa 3i
3pYIICHUMH pO3IOJIIaMU JIO3BOJISIE ONEpYBaTH 3 IHTEpBAJBHUMHU 3Ha4eHHAMH Koe(illieHTiB Bapiamiii, mo po3mupioe chepy
3aCTOCYBaHHSI L[MX CHCTEM. AHAJOTIYHO i 3i 3pYIICHUMH EKCIIOHEHTHHMH po3nofinamu. KpiM Toro, 3pyuieHHi eKCIOHEHTHHU
PO3MOAIT MICTUTH IBa HapaMeTpu 1 03BOJSIE ANPOKCHMYBATH [IOBUTBHI 3aKOHM PO3IOJITY 3 BHKOPHUCTaHHSIM MEPIIMX BOX
MoMeHTiB. Takuil miaxin H03BOJIsE pO3paxyBaTH CEPeIHIi Yac OYiKyBaHHSA Ta MOMEHTHU BHIIMX MOPSAAKIB IS 3a3HAUYEHHUX CHCTEM Y
MaTeMaTHYHUX IMaKeTax IS MIMPOKOTo Iiana3oHy 3MiHM mapamerpiB Tpadiky. MeTo CIeKTpalbHOTO BHUPILMICHHS iHTETPAILHOTO
piBHsHHS JIIHIUTI 171 PO3TIISHYTHX CHCTEM JO3BOJIMB OTPUMATH PIlIEHHS y 3aMKHYTiH GopMi, 1 I1i OTpuMaHi pillleHHs MyOlTiKyeThes
BIIEpIIE.

KJIOYOBI CJIOBA: epnaHTiBChbKMH 1 €KCIIOHGHTHHII 3aKOHHM pO3MOALTY, IHTerpajibHe piBHSHHS JIiHDI, MeTox
CIIEKTPAILHOTO PO3KIIaiaHHs, epeTBopeHHs Jlamaca.

VJK 621.391.1:621.395

JBE IAPBI JIBOMCTBEHHbBIX CHCTEM MACCOBOI'O OBCJIYKUBAHMA C OBBIYHBIMUA U
CABUHYTBIMU 3AKOHAMMU PACIIPEJEJEHUNA

Tapaco B. H. — 1-p TexH. Hayk, mpodeccop, 3aBemyronmii kadeapoll mporpaMMHOrO OOCCIICYCHUS W YIPABJICHHS B
TEXHHYECKNX cHucTeMax I[IOBOIDKCKOrO TroCyZapCTBEHHOI'O YHUBEPCHUTETa TEJICKOMMYHHUKAaMd M uHpopMmaTHkd, Poccuiickas
Ddenepanus.

Baxapea H. ®. — 1-p TexH. Hayk, mpodeccop, 3aBeayromas kadenpoidl HHOOPMATUKH W BBIYUCIUTEIBHON TEXHHKU
[ToBOMKCKOro rocy1apCTBEHHOTO YHHBEPCUTETA TEIEKOMMYHHUKAIMK 1 nHpopMaTuku, Poccuiickas @eneparnusi.

AHHOTAIUSA

AKTyasIbHOCTb. AKTyaldbHOCTH HcciemoBanmii cucreM G/G/1 cBsi3aHa ¢ TeM, YTO OHHM BOCTPEOOBAaHBI ISl MOJCITHPOBAHUS
CHCTEM Nepelavyd NaHHBIX Pa3INYHOrO Ha3HAa4YeHHs, a TakKe C TeM, YTO Ul HUX He CYIIeCTBYeT PEIlCHUS B KOHEYHOM BHIE B
obmem cirydae. PaccMoTpeHa 3ajada BbIBOJA PEIICHUS I CpeIHEH 3allepKKu TpeOOBaHMI B odyepeny B 3aMKHYTOH (opme s
OOBIYHBIX CHCTEM C 3PJIaHIOBCKHM M SKCIIOHEHLIMAIBHBIM BXOIHBIMH PACIpPENECICHUAMU M UL STHUX )K€ CUCTEM CO CIABHUHYTBHIMH
BIIPABO paclpeieeHUsIMU.

Heas padorsl. [loxyduenue penieHus 11 OCHOBHOW XapaKTEPUCTHKU CHCTEMBI — CpeTHEeH 3aepKKU TpeOOBaHHIA B OUepeIn st
JBYX Hap CHUCTEM MacCOBOTO OOCIY>KHMBaHHUS C OOBIYHBIMH M CO CIBHHYTBIMH 3PIIAHTOBCKUMH U KCIIOHEHIHATbHBIMH BXOJHBIMHU
pacrpeneneHusIMH, a TakKe CpaBHEHUE Pe3yIbTaToOB AN CHCTEM ¢ HOPMUPOBAHHBIME APJIAHTOBCKUMH PacIpe/ie/ICHUSIMH.

Metona. i1 pemeHust IOCTaBICHHOHN 3aJa4y HUCIOIB30BaH METO/] CHEKTPAIBFHOTO PEIICHNS] HHTETPANBEHOTO ypaBHEeHUS JInHuH,
KOTOPBIH O3BOJISET MOJIYYHUTh PEIICHNE ISl CPEIHETO BPEMEHH OKHIAHHS I PAacCMaTPUBAEMbIX CUCTEM B 3aMKHYTOH dopme. [l
MIPAaKTHYECKOT0 NPHUMEHEHHS ITOJIyYeHHBIX Pe3y/IbTaTOB HCII0JIb30BAaH METOZ MOMEHTOB TEOPHHU BEPOSITHOCTEH.

PesyabTartsl. [lomydeHsl cHeKTpasibHBIE PEIICHHS MHTErPajbHOTO ypaBHEeHWs JIMHIUIM Uil ABYX Hap CUCTEM, C ITOMOLIBIO
KOTOpBIX BBIBEJCHBI pacyeTHble (OpMyINbl Mg CpeaHed 3aiepkku TpeOoBaHUII B odepead B 3aMKHyToW ¢opme. CpaBHeHHE
MOTYyUYEHHBIX PE3yJIbTaTOB C IAHHBIMH A CHUCTEM C HOPMHPOBAHHBIMU SPJIAHTOBCKMMH DAaCIpeleNeHUsIMU TOATBEPKIAET HX
HAEHTUYHOCTb.

BriBoabl. Beenenne mapamerpa caBura BO BpeMEHH B 3aKOHBI PACIpeeTIeHIs BXOJHOTO MOTOKA U BPEMEHH O0CITyKHUBAaHUS AT
paccMaTpHBaeMBIX CHCTEM, IIPeoOpasyeT MX B CHCTEMBI 3alla3AblBaHHEM C MEHBIIUM BPEMEHEM OXKHJIAHUS. DTO CBS3aHO C TEM, 4TO
oriepanysi CIBHATA BO BPEMEHH YMEHBIIAeT BENNINHY KOI((GHUIHEHTOB BapHAIi HHTEPBAIOB MEX/Iy NOCTYIUICHUSIMU TPeOOBaHUH U
HX BpPEMEHH O00CITy>KUBaHHMs, a KaK M3BECTHO M3 TEOPHH MAacCCOBOTO OOCITY>KUBaHHMsI, CPEIHSS 3a1epiKKa TpeOOBaHMI CBsI3aHa C STHMHU
K03 GUIEeHTaMH Bapualui KBaJpaTUYHOH 3aBHCHMOCTBIO. Ecim cucTeMa C 3pIaHrOBCKMM M 3KCIOHEHIMAIBHBIM BXOJHBIMHU
pacnpeneneHUs MU paboTaeT TOJNBKO MPU OJHOH (PUKCHPOBaHHOH mape 3Ha4YeHHH K03(hGHUIMEHTOB BapHalMii UHTEPBAJIOB MEXIY
MOCTYIUICHUSAMU TPeOOBaHMI U MX BPEMEHM OOCIY)KMBAaHHSA, TO 3Ta )K€ CHCTEMa CO CABHHYTHIMH DacIpEAENCHHSMH I103BOJIACT
OIIEpUPOBATh C HMHTEPBAIBHBIMH 3HAYECHHSMH KO3()(HIMEHTOB BapHalMid, 4TO pacIIupsieT 0o0JacTh NPHMEHEHHS ITUX CHCTEM.
AHaIOTHYHO 0OCTOUT AENIO0 U CO CABHHYTHIMU SKCIIOHEHIMATBHBIMU paciipefeseHusiMU. KpoMe Toro, CIBUHYTOE SKCIIOHSHIIHAIEHOE
pacmpenenieHHe COACPKUT [Ba IapaMeTpa M IIO3BOJISIET AaNIIPOKCHMHPOBATH IIPOM3BOJIBHBIE 3aKOHBI PACIpeneleHHs C
HCTIONBF30BAHUEM JIBYX MEPBBIX MOMEHTOB. Takoil MOJAXOA MO3BOJISIET PAcCUUTATh CPEeIHEe BPEMsl OXKUJAHUS M MOMEHTHI BBICIINX
MOPSIAKOB IS YKa3aHHBIX CHCTEM B MaTeMaTHYECKHX MaKeTax JUIsl MIMPOKOTO JHala3oHa W3MEHEHUs IapaMeTpoB Tpaduka. Merox
CHEKTPAIILHOTO PEUIeHNs WHTErpajbHOrO0 ypaBHeHUs JIMHIIM JUIs paccMaTpHBaeMBIX CHCTEM IO3BOJHI IOJNYYHUTHh pEIICHHE B
3aMKHYTOH (popMe M 3TH TOTyUYECHHBIE PEILICHHs Ty OINKYeTCs BIIEPBHIE.

KJ/IFOYEBBIE CJIOBA: 3pnaHroBckuii M 3KCIIOHEHIMANBHBIN 3aKOHBI paclpelesieHHs, UHTerpaibHoe ypaBHeHHe JIuHIuH,
METOJ] CHEKTPAIILHOTO pa3lIokKeHHs, Mpeodpazosanue Jlammaca.
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IIBU/IKA HEUITKA ITPABJOIIOAIBHA KJIACTEPU3AIIIA HA
OCHOBI AHAJII3Y HIKIB IIIJIBHOCTI PO3ITIOALTY JAHUX

Bonsincskmii €. B. — n-p TexH. Hayk, nmpodecop, npodecop KapeapH MTYIHOTO IHTENEKTY, XapKiBChbKHHA HaIllOHA-
JIHUH yHIBEPCUTET palioeNIeKTPOHIKH, XapKiB, YKpaiHa.

Imice 1. IT. — xaHp. TexH. HayK, npoBinHul HaykoBuii ciiBpobiTHUK [TH/JT ACY, XapkiBchkuii HalllOHaJIbHUI yHI-
BEPCHUTET PaJioeNeKTPOHIKH, XapKiB, YKpaiHa.

Mladponenko A. 0. — xaHJ. TeXH. HayK, JOLEHT, OUEHT Kadenpu iHpopMaTnku, XapKiBCbKUI HalllOHABLHUHN
YHIBEPCHUTET paJlioeIeKTPOHIKH, XapKiB, YKpaiHa.

AHOTAUIA

AxTyanbHicTs. [Ipobnema kimacrepusanii (kracugikanii 6e3 BUMTEIS), 0 9aCTO 3yCTpidaeThes IpH 00poOIli MacHBIB TaHUX pi-
3HOI NPUPOAHN, € TOCUTH I[IKABOIO 1 HEBIJI'€MHOIO YaCTMHOIO HITYYHOTO iHTEeNeKTy. [ BUpIMIEHHS IBOTO 3aBIAaHHS iCHye 0e3miu
BIZIOMHX METOAIB Ta JITOPHUTMIB, SIKi 0a3yrOThCS Ha HMPHHIMIAX MIUIBHOCTI PO3IOAUTY CIIOCTEpEXEHb B JAaHHX, IO aHANI3yIOThCS.
OpHak I1i METOU JOCHTh CKJIaHI B MPOTrpaMHiil peaiizaliii Ta He mo30aBiIeHI HEMOMIKIB, a caMe: MPOOJIEMH BU3HAYCHHS 3HAYYIIHX
KJIacTepiB B Habopax JaHUX Pi3HOI LIUTBHOCTI, 6araToernoxoBe cCaMOHABYAHHS, 3aCTPSTaHHs B JIOKAIBHUX EKCTPEMyMax LIIBOBUX
¢byukuii, Tomo. Ciif 3a3Ha4YUTH, 110 METO/H, 3aCHOBAHI HAa aHAI3i MiKiB MIITFHOCTI PO3MOALTY JAHUX, € 32 CBOEIO MPUPOJOIO HiT-
KHUMH, TOMY JUTS PO3LIMPEHHST MOXKITMBOCTEH IIMX METO/IB IOLIBHO BBECTH iX HEUITKY MOAUDIKAIIiIO.

Meta. Meta po6GoTH HoJsITae y 3arpoBakeHHi IIBUAKOT HEUiTKOT KilacTepH3allii JaHUX 3 BUKOPUCTAHHIM MIKiB IIIJIBHOCTI PO3-
MOALTY JAHMX, SIKa MOXKE 3HAXOAUTH eKCTeMyMH (L[EHTOIIM) KJIacTepiB, IO IMEepPEeTHHAIOTHCS HE3aleKHO Bl KUIBKOCTI JaHUX, L0
HaJIXOJSTh.

Mertopa. Po3risiHyTo 3a1a4y HewiTKOi KiacTepu3allii MacHBIB JaHHX Ha OCHOBI FOPUIHOTO METO/Y, 3aCHOBAHOTO Ha OJHOYACHO-
My BUKOPHCTaHHI MPaBIOMOIOHOTO MigXOAy A0 HEUITKOI KJIACTepH3allil i aNrOpUTMy 3HAXOPKEHHS THIIB LIUTBHOCTI PO3MOALIY
BUXiTHUX JaHuX. OCOONMBICTIO 3alIPOIIOHOBAHOTO METOAY € OOYHCIIIOBAaJIbHA MPOCTOTA 1 BUCOKA IMIBUAKICTH, MTOB’S3aHa 3 THM, L0
BECh MacUB 00pOOJISETHCS TUTBKH OJUH pa3, TOOTO BUKIIIOYAETHCS HEOOXITHICTh B 6araToeroXoBOMy CaMOHaBYaHHI, IO Peali3yeThb-
Csl B TPAJUIIHHUX aIrOPUTMaX HEYITKOT KllacTepu3allii.

PesyabTaT. OCOOIMBICTIO 3aIIPOIIOHOBAHOIO METOAY IIBHKOI HEYITKOI NpaBaonoAi6Hol KiacTepu3awii Ha OCHOBI aHaJi3y Hi-
KiB HIJIBHOCTI PO3MOJITY JaHUX € O0YHCIIIOBaJIbHA MPOCTOTA 1 BUCOKA IMIBUKICTh, MOB’s3aHa 3 THM, 1[0 BECh MAaCHB O0OpPOOJIAETHCS
TIIBKU OJIUH pa3, TOOTO BUKJIIOYAETHCS HEOOXIJHICTh y 6araToenoXxoBOMy CaMOHABYaHHI, 1[0 Peasi3yeThCs B TPAULIIHHIX ajIrOpuT-
Max HediTKol kiactepu3alii. Pe3ynbraT 00YHCITIOBAIBHOIO SKCIEPUMEHTY MiATBEP/KYIOTh ()EeKTHBHICTD 3alPOIIOHOBAHOTO Iiji-
XOJy B 3a[ja4ax KJacTep3allii B yMOBax, KOJIH KJIaCTEPH NePETHHAOTHCS.

BucHoBkHu. Pe3ynbraTH eKCHEPUMEHTY [03BOJISIIOTH DPEKOMEHAYBaTH pPO3POONCHMH METOJ IS BHpIlICHHS npobiieMm
aBTOMaTH4HOI Kiactepu3auil Ta kimacHdikalii JaHUX Ta MaKCHMaJIbHO IIBHMAKO 3HAXOJAWUTH LEHTPU KIACTEpiB. 3alpOrOHOBaHHI
METOJ[ IIBHUJKOI HEWIiTKOI MpaBIoNoAiOHOI KIacTepu3anii Ha OCHOBI aHaJIi3y MIKIiB MIUIBHOCTI PO3NOALTY JaHUX HPH3HAUYCHUH IS
BUKOPUCTAHHS B CHCTEMax OOYHMCIIIOBAILHOTO IHTEJIEKTY, Helpo-(a33i cucTeMax,B HaBYaHHI IITyYHUX HEHPOHHUX MEpEex Ta y 3a-
BIAHHSX KJIaCTepH3allii.

KJIFTOYOBI CJIOBA: HeuiTKka KiacTepu3alisi, IpaBIonoAiOHa KiacTepu3allis, KU MiIbHOCTI PO3MOIITY JaHHUX.

ABPEBIATYPA FCDP meron mBuakoi HEUiTKOI mpaBAonomiOHOT Ki1a-
DBSCAN  density-based spatial clustering of crepu3alii Ha OCHOBI aHaJi3y MiKiB HIUTBHOCTI PO3MOJILTY.
applications with noise;

OPTICS ordering points to identify the clustering HOMEHKJIATYPA
structure; X —wmarpuist Habopy aHHMX;
NMI HopmaitizoBaHa B3aeMHa iH(pOpMaIlis; k — HOMEp BEKTOPY-CIOCTEPEIKEHHS;
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I —HOMep aTpulyTy BEKTOPa-CIOCTEPEIKECHHS;

J — HOMED KJ1acy;

x(k) — BEKTOp-CIIOCTEPEKEHHSI;

| ,q —HOMEpH KJIacTepiB;

M — KUIBKICTD HETIEPETHHHHX KJIaciB;

W, — piBEHb HEUITKOI HANEKHOCTI j -I0O KIACTEPY;

D — matpuis BiICTaHEeH MIX CTIOCTEPEIKESHHIMU;
d — BIICTaHb MK CIIOCTEPEKEHHSIMU;
P — BEKTOp JIOKAIBHOI IIIIEHOCTI;

¢ — LEHTPOIX KlIacTepa;
§, — TOUKa 3 MAaKCUMAaJIbHOIO LIIIBHICTIO;

Cr — piBeHb MPABIOMOAIOHOCTI.

BCTYII

3amaya knacrepusanii (knacudikarii 6e3 BunTens) ya-
CTO 3yCTpidaeTbcs Mpu 0OpoOIli MACHBIB CIOCTEPEKECHB
caMmoi pi3HOi MPHUPOOM B paMKax 3arajbHOI MpobdiemMu
Data Mining, Big Data Mining, Data Stream Mining, To-
mo. [{na BupimenHs miei 3amadi, icHye Oe3mid ImiaxoiB
BiJl HalinpocTinmx (k-cepenHix, iepapxiuHUX) aIrOPUTMIB
JI0 HAMOLIBII MPOCYHYTHX, 3aCHOBAHUX HA aHAJI31 IIUIb-
HOCTI PO3MOALUTY JaHUX

Cuijg 3a3Ha4YMTH, 110 METOIM, 3aCHOBaHI Ha aHaji31 Ii-
KiB HIUTBHOCTI PO3IOIUTY JaHWX, € 332 CBOEIO MPUPOIOI0
YiTKUMH, TOMY JUISl PO3IIMPEHHS MOXIIMBOCTEH IUX Me-
TOJIIB JOIIIHO BBECTH iX HEUITKY MOAM(DiKaIlito.

OO0’ekT MOCHIIUKEHHsI IIBUKA HEUiTKa KacTepusa-
I[is1 TaHUX HAa OCHOBI MiKiB IIUIBHOCTI PO3MOILUTY TaHHX.

I[penver mocTimKeHHs MpoIEeaypa aHANI3Y IiKiB
IIIJIBHOCTI PO3IOJIUTY JaHHX.

Meta pobGoTH TONSATaE y 3anpOBaPKEHHI MIBUAKOT
HEYITKOI KJIacTepu3allil JaHUX 3 BHKOPHCTAaHHSM IIiKiB
IIIJIBHOCTI PO3NOALTY JaHUX, K4 MOXKE 3HAXOAWUTH EKC-
TeMyMHd (IICHTPH) KIIACTEPIB, IO MEPETHHAIOTHCS He3a-
JIEKHO BiJ] KIIBKOCTI JaHMX, 10 HAJXOIATh.

1 IOCTAHOBKA 3ABJIAHHSA
[Mpouec HewiTkoI KiIacTepu3alii Ha OCHOBI aHAII3Y ITi-
KiB IIUIBHOCTI PO3MOALTY JaHUX 3PYYHO NPEACTABUTH Y
BHTIIAII TTOCIIZOBHOCTI KpOKIiB, TPH IIBOMY BHXIiJHOIO
iHpOpMaIIi€lo SK 1 B iHIINX METOJaX, 3aCHOBaHHUX Ha Ta-
paaurMi caMOHaBYaHHS, € HEPO3MiueHa BHOIpKa BEKTOP-

X = {x(l),x(2),...,x(k),...,x(N)} ,
x(k) = {x[. (k)} € R", mpu 1bOMY IS 3pYYHOCTI pO3paxy-

HUX  CIIOCTCPCIKCHDL

HKIB BCI KOMIIOHEHTH IIMX BEKTOPIB MONEPEIHBO 3aKOJI0-
BaHi B JESKOMY OOMEXEHOMY IHTEpBaJi, HANPHUKIAJI,
—1<x,(k) <1Vi,k.

2 OTJIsA 1 JIITEPATYPU
Jnst BupimenHs wiel 3amaui icHye 0e3miy migxomis[1]
BiJl HAMMPOCTIMNX TUIY k-CEpPenHiX i i€papXidHUX ajro-
PHUTMIB /10 HAOUIBII POCYHYTHX, 3aCHOBAHUX Ha aHalli3i
LIIbHOCTI po3noaity Aanux [2—4]. Haii6inbm nomyssp-
Humu 3 takux anroputmiBe € DBSCAN [5], DENCLUE

© Bomsucekuii €. B., [Tice 1. I1., apponenko A. 10., 2022
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[6], OPTICS [7] Ta iM mofiOHi, 1O JTO3BOJISAIOTH OIL[IHUTH
HE TUIbKHM LIEHTPOIAHM, ajie 1 iX KUIBKICTh. Y TOH ke vac
ITOPUTMH, SIKI 3aCHOBaHI Ha LIUIBHOCTSAX, JOCHThH CKJIa-
JHI 3 TOYKH 30pYy YHCENBHOI peaii3alii, a Mmporexypu
TPaJiEHTHOI ONTHMIi3allii, IO JI)KATh B IX OCHOBI, CXUJIb-
Hi /10 3aCTpATaHHs B JIOKAJIBHUX €KCTPEMyMax IUIbOBUX
(hyHKIIIH.

I{ux HemoJiKiB 1MO30aBICHUI METO, 3aCHOBAHUI Ha
MOUIYKY MiKIiB IUIBHOCTI po3noziny maxux [8]. Cumix 3a-
3HAYUTH, 10 OUTBIN BiJOMi QJITOPUTMHU, SKi aHATI3YIOTh
MIUTBHICTh PO3MOJINY NaHUX, HE BUKOHYIOTh MOIIYK eKC-
TPEeMyMiB, a TIpU3HAYCHI U1 BHUPIMICHHS 3aBIaHb YiTKOI
KJlacTepu3anii, TOOToO B yMOBaX KOJH aIllpiopHO BiTOMO,
IO Ki1acTepy, sKi (OPMYIOTHCS, B3a€EMHO HE IepeTHHa-
IOTBCS, @ KOXKHE CIIOCTEPEeKEHHS 3 BUXIHOTO MAacuBY
MO>KE€ HaJIeKATH TIJIBKH OJHOMY KIIacTepy.

VY TOH ke Jac B pealbHHX 3a/1a4ax JIOCHTh YacToO 3Y-
CTpivaeThCs 3adadi, KOJIH OyAb-SKE 3 CIIOCTEPEKEHb i3
aHaJII30BaHOTO MACHBY NIaHUX, MOXKE 3 PI3HUMH PIBHAMH
HaJIS)KHOCTI OJIHOYACHO HAJISKaTH JI0 JEKUIbKOX KJIACiB-
knactepiB. Ll cutyantis po3risiaETbes B paMKax HEUiT-
KO0 KJIaCTEPHOro aHamizy [9], mpu IbOMY iCTOPHYHO
CKJIAJIOCS J[BA TIIXOAHM O BHPIIICHHS IIi€i TMpOoOIeMH:
IMOBIPHICHHH 1 MOXJTUBICHHH.

3ayBa)KMMO TaKOX, L0 B OCTaHHI POKH 3’SIBUBCS, TaK
3BaHui, noBipunid miaxina [10, 11], mo Bosojie nepesara-
MM SIK IMOBIPHICHOTO, TaK 1 MOKJIMBICHOTO TI1JIXOJIiB.

3 MATEPIAJIX I METO/IN

B mporeci kimactepusaiii Ha OCHOBI aHaJi3y MiKiB
LIJIBHOCTI PO3MOALTY JaHUX aHaTi3yeThCs JIBa HapaMeT-
pu: pj — JOKajbHA LIUIBHICTG 1 §; — BIACTaHb 0 TOYKH
3 OUTBII BHCOKOIO MIUTBHICTIO. OKpiM TOTO BBOIUTHCS
€IMHUN BiTbHUM HapameTp d, — BiICTaHb 3pi3y, AKa 3a-
JTAETHCS 1 BapIIOETHCS KOPUCTYBAYeM I OTPHMAaHHS He-
00X1THOT TOYHOCTI pillleHHs 3a/1adi.

PobGoty MeTomy MoxHa cPOpMyITFOBaTH SK HACTYITHY
MIOCTITOBHICTh €IEMEHTAPHUX KPOKIB:

1. Ha mepmiomy Kpoii Ha OCHOBi BuxigHoi (7xN)
MaTpuili «00’€KT — BIACTHBICTBY» BBOIUTHCH (N xN)-

MaTpHIS BIICTaHEW MIXK CIIOCTEPEIKSHHIMU:

D={d,}, d, =|x(k)—x(1)|| V.1,

IpH OBOMY MOXe OyTH BUKOpUCTaHA Oyab-siKa METPHKA,
sIKa BUKOPHCTOBYEThCs B Data Mining i, 30kpeMa, B Kiac-
TEPHOMY aHai3i.

2. Ha apyromy kpoiii pozpaxoByetbesi (N x1) -Bektop

nokanbHuX miiasHOCTed p = {p; } € RY

N
pr =2 x(dy —d,),
k=1
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1, sxmo d < 0,
ne y(d)= ,

0, B IHIIIOMY BUMAJKY.
Bincranp 3pisy oOMpaeThca 3 CyTO €MIIIPUYHHX MIipKYy-
BaHb, IPH IbOMY aBTOPU MeTOAy [8] peKOMEeHIYyIOTh BU-
Ouparu Horo Tak, o0 B OKOJI, SIKMH (OpPMYeEThCs, IMO-
tpamsuio 0,01V —0,02N  cnocrepeskedb BHOIpKH, 110
00pOOITIOETHCS.

3. Po3paxyHOK BeKTOpa MiHIMAIBHUX BiJICTaHEH

5=1{8;} e RY' 110 ToUOK 3 GBI BHCOKOIO MILTBHICTIO

8 =_min {dy},

V6Lp>py

. . *
a JUIs TOYKH 3 MaKCUMAJIbHOIO IIIIBHICTIO 8 PO3PaxoBy-

€ThCS:
*
8/{ :max{dk,}.
/
4. dopmMyBaHHA LEHTPOINIB KJacTepiB
¢,,j=12,..,m, mnpu upoMy B SKOCTI LEHTPOIIB

¢; =x(k) oOuparOThCs TOUKM 3 HAMBUILOK WIUIBHICTIO,
TOOTO OOMPAIOTHCS JIEAKI CITOCTEPEKEHHS 3 BUXITHOI BH-
Oipkn X . Jlo KOKHOTO 3 LEHTPOIAIB ¢, MPUIUCYIOTHCA

TOYKH, HAWOJIMKY1 0O HOTO B CEHC1
mln(dk/) = d]l

3ayBaXkKUMO TaKoX, 10 B [12] B AKOCTI HEHTPOiniB
IPONOHYETHCS. BUKOPUCTOBYBATU 3Ha4YCHHA ¢; = x(k) 3

MaKCUMaJIbHUM 3HAUE€HHSIM J0OYTKIB Py -0y .

Jaii BCi HEHTpOInW BHOPSAKOBYIOTHCSA 32 3MCHIICH-
HSIM [IBOTO JI0OYTKY Cf,...,C},...C;y, @ AKICTH OZIEPIKYBAHO-
ro pilIeHHS OLIHIOETHCA 3a JOTIOMOIOI0 OYyIb-SIKOTO 3
KpUTEpIiB, NPUIHATHX B YiTKiH Kiactepu3aii [1].

SIKIIO 3 TOYKHU 30py BUKOPUCTAHOTO KPHUTEPIIO SIKICTh
KJIacTepH3allil BUSBISETHCS HE33/J0BUIBHOI0, MOXHA 200

3MEHIIUTU 3Ha4eHHs d_, a00 301IBLINTU YUCIO MOMKIIH-
BHX KJIACTepiB, T00TO j=1,....mm+1,m+2,....

Jani mpouemypa HEUITKOi KiacTepu3alii MOBTOPIO-
€THCS, TOYMHAIOYH 3 MIEPIIOTO KPOKY.

5. IlounHaro4m 3 I’ATOTO0 KPOKY pealli3yeThes Mpolie-
nypa Hewitkoi kiactepusauii. IIpu npoMy anst KOXHOT
TOUKH Xx(k) # ¢, PO3PaXOBYIOTHCS PIBHI HEUITKOI HAJEK-

HOCTI B CTaHAAPTHIN dopmi [9]
(k)= i
P Te M
d*z
Z lk
I=1
a60 Ha ocHOBI (pyHKIT mimbHOCTI po3noairy Kormri [13]
© Bomsncekuii €. B., [Tice 1. I1., ladponenko A. 10., 2022
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d72
wk) =| 145 | @

e
-1
2 | 2
Gj = Zdlk
=1

I#k

6. Ha ocHOBi ouiHOK HMOBIpHICHOI HEYITKOI HaJeX-
HocTi (1), (2) po3paxoByeThCs piBeHBb JOBIPH IO OTpUMa-
HUX pe3yNbTATIB HA OCHOBI CTAaHJAPTHOTO IMPaBIOIIOMIO-
Horo migxoxny [10, 11]

Cr, (0= (3 (0 +1-supy () ©)
IS
: *
= B
sup p; (k)

7. 3aBepIIeHHS MPOLEAYPH HEUITKOI KiIacTepu3arlil
[IUIIXOM OLIIHKHU SKOCTi pe3yJbTaTiB 3a JTOTIOMOTOI0 Oy/Ib-
SIKOTO 3 KPUTEPIiB, 110 3aCTOCOBYIOTHCS B HEWITKOI KIac-
Tepu3anii [9], xoua ominka (3) Bxe cama 1Mo cobi Hamae
HACKIJIbKM MOYKHa JOBIPSATH IMPaBIOMNOAIOHOCTI OoTpuMa-
HUX pe3yJIbTaTiB.

4 EKCIIEPUMEHTH

ExcriepuMeHTaNbHI  TOCIIUKEHHST METOMy HIBUAKOT
HEYiTKOI ImpaBAonoAiOHOT KITacTepu3allii Ha OCHOBI aHai-
3y mikiB minbHOCTI po3nonury(FCDP) nannx Oys peari-
30BaHMI Ha TPhOX MacuBax MaHWX: Tabm. 1. ITopiBHAIB-
HUH aHalli3 MPOBEAICHO 3 BIJOMHUMH METOAAMH KIIaCTepH-
3amii SKi BUKOPHUCTOBYIOTH TapaMmeTp IMiKiB MIUTBHOCTI
posmnoiny aaHux, a came: k-cepenix, DBSCAN, skwuii
JUTSL 3a/1aHO0T MHOXKUHH TOYOK Y JICSIKOMY IIPOCTOPI BiTHO-
CUTh B OJIHY TPYIy TOYKH, SIKI PO3TAIIOBaHI HAWOUIBII
IIUJIBHO Ta PO3MiYa€e TOYKH, SIKi JIKATh B 00JACTAX 3 He-
Benukoro miinmpHicTIO; DENCLUE, B sikomy Kiactepu
BU3HAYAIOTHCS JIOKAJIbHUMH MaKCUMyMaMH OLIHKH IIijTb-
HocTi; OPTICS — anroputm 3HaXOKEHHS IIUIBHOCTI Ha
OCHOBI KJIACTEepiB y MPOCTOPOBUX MAaHUX, IO BHPINIYE
mpobieMy BHU3HAYCHHS 3HAYYIIMX KIIACTEPIB B Habopax
JAHUX PI3HOI IUTBHOCTI. 3a JOMTOMOTOO IUX aJTOPUTMIB
Oyi0 mpoBeACHO aHaNi3 AKOCTI KJIacTepH3alii Ha OCHOBI
X BHOIpOK. 3a371aJieriip, A HOPIBHSUTFHOTO aHAI3Y 13
BUOIpOK Opaniach 4YacTHHA CIIOCTEPEXKEHb 1 MPOBOJMBCS
aHaJi3 SKOCTI KJacTepu3allii TaHuX, sKa BUMIpsHA [TOKa3-
HUKOM HOpPMaJli30BaHOi B3aeMHOI iH(popmarii (mpuiimae
3Ha4YeHHA 1, SKIIO ifeasbHa KiacTepu3alis JaHUX 3Hai-
JIcHA).
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Tabmuns 1 — 3pasku 1aHux

Ha3zga Kinpkicts criocre- Kinbkicts atpu-
BHOIPKH PEeXeHb OyTiB
iris 150 4
wine 178 13
ecoli 336 8

5 PE3YJIbTATHU
3a pe3yabTaTaMH aHaNi3y KiacTepu3ailii Oyna oTpu-
MaHa iHQopmalis, ska npencrasieHa y tadm. 2. Jlns xo-
JKHOT 3 BUOIPOK NepeBipHIIH, SIK po3Mip BUOIPKH BILUIMBA€E
Ha SIKICTh KJIacTepH3allii.

Tabnuis 2 — 3HaueHHsI OKa3HUKA HOPMali30BaHOT B3aeMHOI iH(popMaii Julsl pi3HUX JaHUX Ta METOJIB, MEpIIe YNUCIIO0 Y TPHOX Hpa-
BUX CTOBHIISIX NOKa3ye po3mip BUOIPKU

Data k-means FCDP DBSCAN DENCLUE OPTICS
0,8 0,67+0,06 0,79+0,03 0,68+0,06 0,67+0,06 0,78+0,02

iris 0,4 0,65+0,07 0,68+0,18 0,60-0,06 0,67+0,06 0,72+0,08
0,2 0,64+0,07 0,64+0,10 0,54+0,04 0,54+0,07 0,64+0,06
0,8 0,70+0,11 0,78+0,02 0,66+0,01 0,68+0,01 0,76+0,04

wine 0,4 0,70+0,05 0,78+0,04 0,62+0,00 0,72+0,00 0,72+0,08
0,2 0,58+0,21 0,69+0,11 0,48+0,01 0,70+0,01 0,59+0,01

0,8 0,65+0,02 0,77+0,09 0,75+0,07 0,75+0,11 0,75+0,05
ecoli 0,4 0,65+0,04 0,75+0,05 0,63+0,01 0,73+0,05 0,73+0,07
0,2 0,65+0,03 0,70+0,10 0,55+0,01 0,66+0,21 0,68+0,11

Ha puc. 1 mporeMoHCTpOBaHa 3aJI€KHICTh HOPMAJTi30-
BaHOi B3aeMHOI iH(opMmarii (NMI) Bix po3mipy HaBYAIb-
HOI BHOIpKH, 10 Ja€ 3MOTy TOBOPHUTH IIPO T€, 10 PO3MIp
BHOIPKH HE BIUIMBAE Ha SIKICTh Kiactepuzanii, a NMI He €
nmiHidHUM. TakuM 4MHOM, SIKICTH KiacTepu3allii He BTpa-
YyaeThcsl HaBiTh pu 20% HasBHOCTI BUOIPKH.

NMI
@

d=16, h=0,6
—-——-—d=32,h=08

0 02 04 08 08 1
Pozmip enbipkn

Pucynok 1 — 3ane)xHicTh OKa3HUKAa HOPMaJli30BaHOT B3aEMHOT
indopmanii (NMI) Bix po3Mipy HaBYanbHOT BUOIpKH

6 OBI'OBOPEHHSI

3a pesysibTataMu eKCIIePUMEHTAIbHUX OCIIKCHDb Ta
aHai3y OTPUMAHUX Pe3yJIbTaTiB, MOXKHA 3pOOUTH BHUCHO-
BOK, II[0 3aIPONIOHOBAHMN METOJ IMIBHIKOI HEWiTKOI mpa-
BIIOMONIOHOT KJacTepu3allii Ha OCHOBI aHami3y IiKiB
IIITBHOCTI PO3MOJUTY NaHMX MOPIBHAHO 3 METOAAMH, 3a-
CHOBAaHHMH Ha BHKOPHCTaHHI MIKiB IIILHOCTI, JEMOH-
CTpYy€ TapHi pe3yabTaTH poOOTH.

IlopiBHANMBHUN aHATI3 3alPONOHOBAHOTO METOLY
MPOJEMOHCTPOBAHO B Ta0J. 2, B sIKiii HaBeJICHI 3HAYCHHS
MOKa3HUKa HOpMalli3oBaHOi B3aeMHOI iHQopmanii s
PI3HHMX JJaHUX Ta METOIB, MEpIIE YUCIO Y TPhOX MPaBUX
CTOBIIIIX MOKa3y€e po3Mip BHOIpKH. AHAII3YIOUH Ta0I. 2,
MOYKHA 3pOOUTH BUCHOBKH, IO SIKICTh KJIacTepH3allil j1a-
HUX HE BTPAYAETHCSA BiJl KITBKOCTI HAsSBHUX CIIOCTEpE-
KeHb y BHOipmi, To0TO, HesanexHo Bixm 20%, 40% abo
80% HasBHOCTI BUOIPKH, SKICTh KJIacTEpU3allii HE 3MEH-
LIYETHCSL.

Sk BUAHO 13 TOPIBHSUILHOT Ta0JI. 2, MOKA3HUK HOpMa-
Ji3oBaHoi B3aeMHOi iH(opmariii (NMI), o npuiimae 3ua-
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4yeHHd |, AKIIO ifeanbHa KiIacTepu3allis JaHUX 3HaiineHa
cepell BCIX 3alpONOHOBAHHMX METOIB KJAcTepH3allii
HaMKpaInlii pe3ynabTaT IEMOHCTPYE, KOJIM JTaHUX BCE-K
Taky Oinbime. SIKIIO MOPIBHIOBATH SKICTh KJIACTEpPU3AIlil
JIAaHHUX 3 BIJOMHUMH METOJaMH, MOXHA 3pOOUTH BUCHOBOK,
IO 3alPONOHOBAHUI METOJ MIBHIKOI HEUITKOI MpaBJIo-
moiOHOT KJIacTepu3allii Ha OCHOBI aHAJII3Y MiKiB IIUTBHO-
cti posmoniny marux (FCDP) nemoHCTpye 3HAYHO BHIII
nmokasHuku Hix k-means, DBSCAN i DENCLUE Tta
maibxe oxgunakoBo 3 merogoM OPTICS. Tak, Akio OiiabII
JIETaBHO IIPOAHATI3yBaTH Pe3yJbTaT POOOTH IMX IBOX
METOZIB O KIJIBKOCTI CITOCTEPEKEHb, MOKa3HUK HOpPMaJIi-
30BaHOl B3aeMHOI iHpopMmauii y meroni FCDP tpomku
Butiii 3a OPTICS He3anexHo Bix BHIy BUOIPKH, IO IMO-
JTAETHCS Ha KJIaCTEPU3AILiIO.

BUCHOBKH

PosrnsHyTO 3amady HEWiTKOI KiacTepu3allii MacuBiB
JIAHUX Ha OCHOBI TIOPHIHOrO METOIY, 3aCHOBAHOTO Ha
OTHOYaCHOMY BHKOPHCTaHHI MPaBIOIMOMIOHOTO MiIXOILy
0 HEUITKOI KiIacTepu3amii i auropuTMy 3HAXOKCHHS
TUTIB MIIJTBFHOCTI PO3MOAUTY BUXiTHUX HaHuX. OcoOmmBi-
CTIO 3aIPOIIOHOBAHOTO METOMY € OOYUCIIOBaJbHA MPOC-
TOTa 1 BUCOKA MIBUIKICTh, TIOB’s3aHa 3 THM, 1[0 BECh Ma-
CHB 00pOOJISIETHCS TUIBKHM OJIUH Pa3, TOOTO BUKITIOYAETHCS
HEOOXIMHICTh B 0araToermoxOBOMY CaMOHABYaHHI, IO
pealtizyeThesl B TPAIUIIIHHAX adrOpUTMAax HEWITKOI Kitac-
Tepu3aii. Pe3ynpTati 00YHCIIOBANIEHOTO EKCIIEPUMEHTY
HiATBEPKYIOTh €(EKTUBHICTH 3alpOIIOHOBAHOTO ITiJIXO-
Jly B 3a/lauax KJacTep3ailii B yMOBaX KOJH KJIaCTepH Iie-
PETUHAIOTHCS.

HaykoBa HOBHW3Ha: BIEpIIC 3alpPOIIOHOBAHA MPOIIC-
JIypa MIBUIKOT HEYITKOT KJIacTepH3allii JaHuX 3 BUKOPHUC-
TaHHSIM TIKIB IIUTBHOCTI PO3MOALTY JAaHWUX Ha OCHOBI
MIPaBIOIIOAIOHOTO MiIXO/Y .

IpakTHyHe 3HAYEHHS: PE3yJIbTATH EKCICPUMEHTY
JIO3BOJISIFOTh PEKOMEH/IYBaTH 3alPONOHOBaHI METOAU LISt
BUKOPHCTaHHS Ha TMpPaKTHIl U1 BUPIMICHHA MpooiIeM
aBTOMAaTHYHOI KJIaCTEePH3aLlii BEIUKHUX JTAaHHX.

IlepcnekTHBH NOAAJBINHX JOCTIIKEHb METOAU
HEYITKOI KiacTepu3alii JaHuX Ui HIMPOKOTO KiIacy
MPaKTHYHHX MTpoOIIeM.
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BBICTPASI HEYETKAS ITIPABJIOIIOJOBHAS KJIACTEPU3ALIUSI HA OCHOBE AHAJIU3A ITIUKOB IIVIOTHOCTHU
PACHIPEJEJIEHUSI JAHHBIX

Bonsnekuii E. B. — 1-p Texs. Hayk, npodeccop, npodeccop kadeapsl HCKYCCTBEHHOTO HHTEIICKTa XapbKOBCKOTO HALTMOHAIb-
HOTO YHUBEPCUTETA Pali03IEKTPOHUKH, XapbKOB, YKpanHa.

Ilnice L. II. — kauxa. Texu. wayk, Bemymii Hayunsiii cotpynuuk [THJIJT ACY XapbKOBCKOTO HAIMOHAIBHOTO YHHBEPCHTETA
pafuoeNneKTpOHUKHY, XapbKoB, YKpauHa.

Iladpponenko A. FO. — kaHx. TeXH. HayK, JOLEHT, JOUEHT Kadeaps! HHGOPMATHKH XapbKOBCKOTO HAMOHATIGHOTO YHUBEPCH-
TeTa PaguodIEKTPOHUKH, XapbKOB, YKpauHa.

AHHOTAIUA

AxTyansHOCTb. [Ipobnema kinacrepusanun (kaaccuukanuy 0e3 yduTenst) 9acTo BCTpedaeTcs mpu o6paboTke MacCHBOB JaH-
HBIX Pa3JIMYHON NPUPOJBI U SBISETCS JOCTATOYHO MHTEPECHOW M HEOTHEMIIEMOIl 4aCThIO MCKYyCCTBEHHOTO MHTEeIUIeKTa. Jlis peme-
HYSL 5TOH 33/1a4¥l CYIIECTBYET MHOYKECTBO M3BECTHBIX METOJIOB M aJITOPUTMOB OCHOBAaHHBIX HA aHAIN3E IUIOTHOCTH PacIpeiesICHUs
HaOJIIOIEHHUI B aHAIN3UPYEMbIX AaHHBIX. OIHAKO 3TH METOABI JOCTaTOYHO CJIOXKHBI B NPOTPAaMMHOI peaju3aly ¥ He JIMIICHBI
HEJJOCTAaTKOB, @ UMEHHO: NPOOJIEMbI ONIPEe/Ie/IeHHs 3HAUMMbIX KJIACTEPOB B HA0Opax JaHHBIX Pa3IM4HO INIOTHOCTH, MHOTO3II0X0BOE
caMo00y4eHHe, 3aCTPEBaHUE B JIOKAJIbHBIX SKCTPEeMyMax LeieBbIX (GyHKuui 1 ToMy nogobHoe. CietyeT OTMETHTh, YTO METOIbI,
OCHOBAHHBIC Ha aHAJIM3€ ITMKOB INIOTHOCTH PACHPECNICHHUs JaHHbIX, SBISIOTCS 110 CBOCH NPUPO/IE YSTKUMH, TI09TOMY JUISl paciIupe-
HHS BO3MOYKHOCTEH 9THX METOOB LIEIeCO00Pa3HO BBECTU UX HEYETKYIO MOJU(DHKALHIO.

Hean. Llens paGoThl 3aKiIt04aeTCsl B BBEASHUN OBICTPOH MpoLeype HEUETKOH KIAacTepH3aliy JaHHBIX C HCIOJIb30BAaHHUEM ITH-
KOB IIOTHOCTH PACIIPEAENIeHHs JaHHBIX, KOTOPAsk MOXKET HaXOAUTh 9KCTEMYMEI (IIEHTPHI) KIACTEPOB, KOTOPHIE MEPEeCceKaloTCs He3a-
BHCHMO OT KOJIMYECTBA IMOCTYIAIOIIX JaHHbIX.

Mertoa. PaccMoTpeHa 3aaua HEYETKOH KiacTepU3alid MAaCCHBOB JIaHHBIX HAa OCHOBE TMOPUIHOIO METO/Ia, OCHOBAHHOT'O Ha OJ-
HOBPEMEHHOM MCIIOJIb30BaHUH MIPABJIOII0JOOHOr0 MOAX0/1a K HEUESTKOI KIaCTepU3alii U alrOPUTMA HAXOXK/ICHHUS TUIIOB IIOTHOCTH
pacnpezesneHlss MCXOAHbIX AaHHbIX. OCOOEHHOCTBIO MPEATaraeMoro METOa SIBJIACTCS BHIYMCIUTEIbHAS IPOCTOTA U BBICOKAS CKO-
POCTb, CBA3aHHAS C TEM, YTO BECh MacCHB 00pabaThIBACTCS TOJIIBKO OJIMH pa3, TO €CTh UCKII0YACTCsl HEOOXOAUMOCTh B MHOT'O3II0XO-
BOM CaMOO00y4YCHHH, PEaTH3yeMOM B TPAIMLIMOHHBIX aITOPUTMaX HEYETKOH KIIACTEPH3aLUH.

Pe3yabTarnl. OcOOCHHOCTBIO NIPETIOKEHHOTO METO/[a OBICTPOI HEUEeTKON IPAaBAOIIOO0HOH KiIacTepH3alliy Ha OCHOBE aHAJM3a
IIMKOB IDIOTHOCTU pacHpeieNIeHUs JaHHBIX SBISIETCS BHIYMCINTENbHAS IIPOCTOTA U BBICOKAs CKOPOCTbh, CBS3aHHAS C TEM, YTO BECh
MaccuB 00padaThIBaeTCs TOJIBKO OJIMH Pa3, TO €CTh HCKIIIOYAeTCs HE0OXOAMMOCTh B MHOTO3IIOXOBOM CaMOOOYYEHHUH, YTO pean3y-
eTCsl B TPAIULMOHHBIX AJITOPUTMaxX HEYETKOH KJacTepH3aly. Pe3ysbTaThl BHIUYMCIUTEIBHOIO 3KCIEPUMEHTA MOATBEPXKIAIOT -
(eKTHBHOCTD MPEIOAKEHHOT'0 TI0JX0/1a B 331a4axX KIaCTEPHU3aLlU B YCIOBHAX, KO/ KJIACTEPHI IIEPECEKAIOTCS.

BbiBoabI. Pe3ysbTaThl SKCIIEpUMEHTa MO3BOJIIOT PEKOMEH0BATh pa3pa0OTaHHbI METO/ Ul PeLeHHs Npo0ieM aBToMaTHye-
CKOM KJIACTepH3aluK M KIACCU(DUKAIMU JaHHBIX, MAKCHMAJILHO OBICTPO HAXOIHUTh LEHTPHI KiactepoB. [IpeiokeHHbIH MeTo | Obl-
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CTPOI HEUETKOH NPaBAONIOJ0OHOH KIacTepru3alui Ha OCHOBE aHAJIN3a [TMKOB INIOTHOCTH PACIIPEIeeH s JaHHBIX TIpeJHa3HaYeH IS
HCIIOJIb30BaHMS B CHCTEMAaxX BBIYMCIUTENFHOTO HHTEIUIEKTa, HeHpo-(has33u cucteMax, B 00y4eHHH HCKYCCTBEHHBIX HEHPOHHBIX ceTeit
U B 33]1a4aX KJIaCTCPHU3aLIUH.

KJ/IFOYEBBIE CJIOBA: HeueTkas Ki1acTepH3aLus, IPaBIONOA00HAS KJIACTEPU3ALMs, MHKH IUIOTHOCTH paclpeleeHus aH-
HBIX.

UDC 004.8:004.032.26
FAST FUZZY CREDIBILISTIC CLUSTERING BASED ON DENSITY PEAKS DISTRIBUTION
OF DATA BROAKYSIS

Bodyanskiy Ye. V. — Dr. Sc., Professor at the Department of Artificial Intelligence, Kharkiv National University of Radio Elec-
tronics, Kharkiv, Ukraine.

Pliss I. P. — PhD, Leading Researcher at Control Systems Research Laboratory, Kharkiv National University of Radio Electron-
ics, Kharkiv, Ukraine.

Shafronenko A. Yu. — PhD, Associated Professor at the Department of Informatics, Kharkiv National University of Radio Elec-
tronics, Kharkiv, Ukraine.

ABSTRACT

Context. The problem of clustering (classification without a teacher) is often occures when processing data arrays of various na-
tures, which is quite an interesting and integral part of artificial intelligence. To solve this problem, there are many known methods
and algorithms based on the principles of the distribution density of observations in the analyzed data. However, these methods are
rather complicated in software implementation and are not without drawbacks, namely: the problem of determining significant clus-
ters in datasets of different densities, multiepoch self-learning, getting stuck in local extrema of goal functions, etc. It should be noted
that the methods based on the analysis of the peaks of the data distribution density are clear in nature, therefore, to expand the capa-
bilities of these methods, it is advisable to introduce their fuzzy modification.

Objective. The aim of the work is to introduce fast fuzzy data clustering using density peaks distribution of the datasets, that can
find the prototypes (centroids) of clusters that overlapping regardless of the amount of incoming data.

Method. The problem of fuzzy clustering data arrays based on a hybrid method that based on the simultaneous use of a credi-
bilistic approach to fuzzy clustering and an algorithm for finding the types of distribution density of the initial data is proposed. A
feature of the proposed method is computational simplicity and high speed, due to the fact that the entire array is processed only
once, that is, eliminates the need for multi-era self-learning, implemented in traditional fuzzy clustering algorithms.

Results. A feature of the proposed method of fast fuzzy credibilistic clustering using of density peaks distribution is character-
ized by computational simplicity and high speed due to the fact that the entire array is processed only once, that is, the need for mul-
tiepoch self-learning is eliminated, which is implemented in traditional fuzzy clustering algorithms. The results of the computational
experiment confirm the effectiveness of the proposed approach in clustering problems under conditions in the case when the clusters
are ovelap.

Conclusions. The experimental results allow us to recommend the developed method for solving the problems of automatic clus-
tering and data classification, as quickly as possible to find the centroids of clusters. The proposed method of fast fuzzy credibilistic
clustering using of density peaks distribution of dataset is intended for use in computational intelligence systems, neuro-fuzzy sys-
tems, in training artificial neural networks and in clustering problems.

KEYWORDS: fuzzy clustering, credibilistic clustering, density peak of dataset.
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FASTER OPTIMIZATION-BASED META-LEARNING
ADAPTATION PHASE
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Technology, Dnipro, Ukraine.

ABSTRACT
Context. Neural networks require a large amount of annotated data to learn. Meta-learning algorithms propose a way to decrease
number of training samples to only a few. One of the most prominent optimization-based meta-learning algorithms is MAML. How-
ever, its adaptation to new tasks is quite slow. The object of study is the process of meta-learning and adaptation phase as defined by
the MAML algorithm.

Objective. The goal of this work is creation of an approach, which should make it possible to: 1) increase the execution speed of
MAML adaptation phase; 2) improve MAML accuracy in certain cases. The testing results will be shown on a publicly available
few-shot learning dataset CIFAR-FS.

Method. In this work an improvement to MAML meta-learning algorithm is proposed. Meta-learning procedure is defined in
terms of tasks. In case of image classification problem, each task is to try to learn to classify images of new classes given only a few
training examples. MAML defines 2 stages for the learning procedure: 1) adaptation to the new task; 2) meta-weights update. The
whole training procedure requires Hessian computation, which makes the method computationally expensive. After being trained, the
network will typically be used for adaptation to new tasks and the subsequent prediction on them. Thus, improving adaptation time is
an important problem, which we focus on in this work. We introduce A (lambda) pattern by which we restrict which weight we up-
date in the network during the adaptation phase. This approach allows us to skip certain gradient computations. The pattern is se-
lected given an allowed quality degradation threshold parameter. Among the pattern that fit the criteria, the fastest pattern is then
selected. However, as it is discussed later, quality improvement is also possible is certain cases by a careful pattern selection.

Results. The MAML algorithm with A pattern adaptation has been implemented, trained and tested on the open CIFAR-FS data-
set. This makes our results easily reproducible.

Conclusions. The experiments conducted have shown that via A adaptation pattern selection, it is possible to significantly im-
prove the MAML method in the following areas: adaptation time has been decreased by a factor of 3 with minimal accuracy loss.
Interestingly, accuracy for one-step adaptation has been substantially improved by using A patterns as well. Prospects for further
research are to investigate a way of a more robust automatic pattern selection scheme.

KEYWORDS: few-shot learning, meta-learning, Model-Agnostic Meta-Learning, MAML, adaptation time, adaptation speed,
optimization-based meta-learning.

ABBREVIATIONS B is a learning rate, § > 0.

MAML is Model-Agnostic Meta-Learning, a method
of optimization-based few-shot learning;

ResNet is a Residual Network, a particular architec-
ture of Convolutional Neural Networks;

NLP is Natural Language Processing.

NOMENCLATURE
N is a number of images per class that are given for
the network training.

K is a number of classes the network is trained to dis-
tinguish between.

X is a network input, in our case images.

®(6, X) is a neural network.

0 is a matrix of network weights.

B is a number of layers in the neural network.

p(7) is a distribution of all tasks.

T; is one of the tasks, consisting of Support Set S,
Query Set Q.

P is a number of adaptation steps.

0,7 is a matrix of adapted weights after j iterations that
correspond to i task.

a is an adaptation step size, o > 0.
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A is an adaptation template, which controls which
neural network layers should be updated during the adap-
tation procedure to the current task 7.

INTRODUCTION

The neural network accuracy for image classification
has significantly improved thanks to deep convolutional
neural networks. However, a very large number of images
is required for such networks to train successfully. For
instance, all of the ResNet [1] neural network configura-
tions from ResNet-18 to ResNet-152 (18 and 152 layers
deep correspondingly) are trained on the ImageNet data-
set [2], which contains 1.281.167 images and 1.000
classes (about 1.200 samples per class). Obviously, for
many of the practically significant tasks it is impossible to
collect and label a dataset that large. Thus, learning deep
convolutional networks from scratch might yield poor
results. Because-of that, on the smaller datasets typically
an approach called transfer learning is used instead. That
is, an ImageNet pretrained network of a particular archi-
tecture is taken and then further finetuned on the target
(smaller) dataset [1; 3; 4]. However, training on few ex-
amples per class is still a challenge. This contrasts to how
we, humans, learn, when even a single example given to a
child might be enough. Also, it is hard to estimate the
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quality of a certain ImageNet pretrained network on the
target dataset. Hence, we get a model selection problem:
if the model A4 is better than the model B on ImageNet,
will it be better on our small dataset? A promising ap-
proach to resolving both of these problems is to use meta-
learning or its benchmark known as few-shot learning.
Meta-learning trains the network on a set of different
tasks, which are randomly sampled from the whole space
of tasks. By learning the network in such a way, it is as-
sumed that the network will learn features that are rele-
vant to all of the tasks and not only to the single one, i.e.,
will learn more general features.

In this work we focus on one of the most prominent
optimization-based = meta-learning methods, called
MAML [5]. This method has become a keystone, and as it
will be shown in the literature overview section, many of
the newer method base on its ideas. Training of the
MAML method is split into the so-called adaptation and
meta-gradient update phases.

The subject of study is the class of optimization-
based meta-learning algorithms.

It has been shown that adaptation phase of the MAML
is quite slow to perform [6], and in general, high neural
network execution speed is a major problem for applica-
tions [7]. In this work we introduce gradient update pat-
terns, i.e., a selective update of the neural network
weights during the adaptation phase.

The purpose of this work is to show that by carefully
selecting the newly-proposed gradient update pattern, it is
possible to: 1) increase the execution speed of MAML
adaptation phase; 2) significantly improve MAML per-
formance in case, when only 1 adaptation phase is used.
The testing results will be shown on a publicly-available
few-shot learning dataset CIFAR-FS [8].

1 PROBLEM STATEMENT

The goal behind meta-learning is to train a neural net-
work ®(0), that is capable of adapting to the new previ-
ously unknown tasks given a small number of examples.
Meta-learning is also said to be learning to learn problem.
The training procedure is defined using a concept of tasks,
that are sampled from the whole task space p(7) of the
problem domain. The task is a tuple 7= {S, O}, consist-
ing of the so-called Support Set S = {Xs, ys} and Query
Set O = {Xp, yo} [5; 9-11]. In literature, the Query Set is
also sometimes referred to as Target Set. Support Set
{Xs ys} is used to adapt (or train) the network to the new
task. The set S is small. X are the network inputs, ys— the
expected predictions. The number of examples per class is
denoted as K and written as K-shot. K is typically in range
from 1 to 20, although no hard upper-bound is defined.
Xo, yo are the query inputs and expected outputs corre-
spondingly. Number of classes N the network should dis-
tinguish between is denoted as N-way.

We have given the general training procedure, next we
define it in more detail for image classification optimiza-
tion-based meta-learning, which this paper is focused on.
Optimization meta learning is defined in 2 steps: 1) adap-
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tation step, which computes adaptation weights in a form
of function 0°(0), that minimize task-specific error
L(y,, @(0°, X5)); 2) meta-gradient update, which updates
meta-weights 0. The idea behind such training procedure
is that by finding good weights 6, it will be possible to
adapt to new previously unseen tasks with few training
examples in the adaptation procedure. For classification,
the loss function used is typically cross-entropy (1):

L(y,®(0,X))=-D_y; log®(8, X,). 1)
i
We define the algorithm-specific part in the Materials
and Methods section. In this work we set a goal of im-
proving adaptation step execution time and accuracy.

2 REVIEW OF THE LITERATURE

The meta-learning approaches are mainly divided into
3 broad categories [12]: metric-based, model-based and
optimization-based. Representatives of each group differ
in the neural network design and training procedure. In
this work we focus on classification methods, yet applica-
tions exist in literally every field of machine learning [5;
13-15], such as NLP, Reinforcement Learning, Face
Verification, etc.

Next, we describe each category of meta-learning
methods. 1) In metric-based methods the goal is to define
a neural network architecture that produces an embedding
into a metric space and a similarity measure (metric), so
that the distance between embeddings of the same class is
smaller than that of different classes. Examples of such
methods include Siamese Networks [16], Matching Net-
works [17], Prototypical Networks [9]. 2) In model-based
methods the network architecture is designed, so that the
model has explicit memory cells, which help the network
to adapt quickly, for instance, Memory-Augmented Neu-
ral Networks [18]. 3) In optimization-based learning the
network architecture is not changed, which means that
conventional architectures for image classification can be
used. One of the quintessential methods in this category is
MAML [5], which defines the training procedure as
a 2"-order optimization problem. The method applicabil-
ity has been shown in regression, classification and rein-
forcement learning. Two popular datasets were consid-
ered for image classification: Omniglot [19] and minil-
mageNet [10; 17], where MAML has beaten with a mar-
gin many of the previous methods. After MAML has been
introduced, a lot of works have proposed its modifica-
tions. Reptile [20] has simplified MAML training scheme,
MAML++ [11] has given practical recommendation on
improving MAML training stability. In has been noted
that while MAML++ has introduced more parameters to
the network, total training time has decreased thanks to
the performance optimizations proposed. Authors of
Meta-SGD [21] note that by learning not only network
weights, but also separate update coefficient for each of
the weights, it is possible to achieve higher accuracies.
However, the network training time and memory con-

83



e-ISSN 1607-3274 Pagioenexrponika, inpopmaTuka, ynpasminss. 2022. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 1

sumption has significantly increased as twice the number
of the parameters should be optimized.

In contrast to previous works, in this paper we focus
on improving the network adaptation and not training
time. We assume that after the initial training, the network
can be adapted to multiple tasks in an online format.
Thus, minimizing adaptation time is an important prob-
lem. The results obtained in the paper will be applicable
to many of the optimization-based algorithms, including
but not limited to the ones mentioned above.

3 MATERIALS AND METHODS
In this work we propose a modification to the MAML
algorithm. As we have described in the problem statement
section above, this class of algorithms is defined in terms
of adaptation and meta-gradient update phases.
The algorithm starts by randomly sampling a training task
T~p(T). To sample a task 7; means to 1) randomly select
N classes from all classes that are available in the dataset
split (training, validation or test, based on which accuracy
we want to compute); 2) randomly select K images per
each of NV classes for the Support Set and K, images per
each class N for the Query Set. The first phase of the al-
gorithm is adaptation, where MAML minimizes loss func-
tion (1) on the Support Set by performing several stochas-
tic gradient descent steps. To do that the algorithm itera-
tively builds model weights 6,”() via formula (2), note
that 0, = 0

0 =0 —av, s ooV xs ) @

Having iteratively built the task specific weights 0,
the algorithm updates the meta-weights 0 using formula

3):

0c0-pvy Sibg.ob"xp) )
O;€T;

In essence, in (3) the algorithm updates the meta-weights
0 by averaging computed loss function (1) on the Query
Set, for the neural networks @ with weights 6,” on sev-
eral tasks T, i.e., in this step the algorithm backpropagates
through the losses of all the task-specific adaptations.
Throughout the paper we use 4 tasks for the meta-update
step. Note, that in (2) task-specific weights 0,” are com-
puted on the Support Set, and in (3) Query Set is used for
the loss computation. Also, in contrast to the conventional
neural network training procedure the loss function is
computed twice: first, to compute the adaptation weights
0" in (2); second, to compute the resulting adaption loss
in (3). Also, in (2) the gradient is taken by task-specific
weights 0,/ from previous step, and in (3) the gradient is
taken by meta-weights 6. Thus, as can be seen from for-
mulas (2), (3), the method requires Hessian computation
during the meta-gradient update, hence, this is a second-
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order optimization method. The whole training procedure
can be seen in algorithm 1. A more detailed information
can be found in the original paper [5].

Algorithm 1. MAML adaptation procedure

1:  Randomly sample task T; from task space p(7)

2:  Foreach task T={S;, O}, where S; = {Xs, ys}, O;i = {Xo, yo}

3: For iterationj = {1, ..., P}

4: Adapt the network via formula (2) using S;

5: End for

6:  End for

7:  Update meta-weight 8 via (3) using Q; and the task specific
weights 0,”

Next, we define our modified adaptation procedure.
Given a convolutional neural network that has B layers,
we define an adaptation pattern (4), where A; is an indica-
tive function as defined in (5), which indicates layers of
the network that should be updated during backpropaga-
tion.

A={A, Ay, Ag), @)

VIiA, = {1, if layer | is updated, )

We say that pattern is full if V/: A;=1. In this case
our adaptation phase will be equivalent to the one pro-
posed in MAML. We consider all possible patterns A,
except V/: A;= 0, when no weights can be updated, thus,
no adaptation is possible. We assume that updating only
certain weights might be useful, because the neural net-
works tend to learn features that differ in complexity, the
closer the layer is to the input the simple the features are
[22]. Also, authors of Meta-SGD [21] have shown that by
learning weight-specific learning rates the resulting qual-
ity was superior to the original MAML algorithm. How-
ever, Meta-SGD approach was much slower to train as
both weights and learning rates have to be learned during
the training procedure. Training time in our approach is
intact. In contrast to previous works, we propose to up-
date only certain weights, thus, essentially freezing some
layers. This allows us to decrease gradient computations
required during the adaptation phase as is shown on Fig. 1
for a convolutional network that contains 4 convolutional
and a single fully-connected (linear) layer.

In Fig. 1 the backpropagation pass goes in the direc-
tion opposite to arrows (forward pass). The architecture is
taken as an example and can be arbitrary in practice. For
the example pattern A = {0,1,0,1,1}, we can see that for
the Convolutional Block 4 and the Linear layers both the
gradient is computed and the weights are updated. For
Convolutional Block 3 gradients are computed, but
weights are not updated as Convolutional Block 2 re-
quires weight update. However, for Convolutional
Block 1 no gradients computation or weight update are
performed.

0, otherwise.
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Conv
Block 2

Conv
Block 1

A= 0 1

Conv
Block 3

Linear
Layer

Conv
Block 4

1 1

Figure 1 — A pattern backpropagation scheme. Backpropagation is performed in order reverse to the arrows. In red — gradients are
computed, networks weights are updated; yellow — gradients are computed, no network weight update; green — both gradient
computation and network weight update are skipped

Given the above-described A pattern description, the
updated adaptation formula will look as follows (6):

0/ =0/~ Aav, ths ol xs )@

4 EXPERIMENTS

To conduct the experiments, we have reimplemented
the MAML algorithm. The following paragraph describes
the details.

The authors of MAML have defined convolutional neu-
ral network architecture and have used it for minilmageNet
experiments. This network is commonly referred to as
“CNN4” in the later meta-learning literature. It has 4 con-
volutional blocks, followed by a linear layer. Each of the
blocks has a convolutional layer with kernel size of 3 and
padding of 1, followed by the Batch Normalization [23],
ReLU activation and Max Pooling with kernel size of 2.
Number of filters in the convolutional layers is a configur-
able parameter, the authors have used 32, which we follow.
Number of outputs in the linear layer is defined by K for K-
way classification problem. Training is performed via
Adam [24] gradient descent method as meta-optimizer with
learning rate of p=10" and a = 0.01 as the adaptation step
size. Each model has been trained for 600 epochs. While
the authors used meta-batch size of 2 for 5-shot and 4 for
2-shot experiment to reduce training memory consumption,
we stick to 4 as it leads to slightly better performance on
CIFAR-FS [8] dataset during our experiments. Also, the
dataset memory footprint is small, so we don’t have to re-
duce memory consumption by using a smaller batch-size.
Each epoch has 100 randomly sampled tasks. For the gra-
dient update N-K samples are taken for N-shot K-way
classification problem for training and 15 samples per class
for evaluation, thus following [10].

In addition, we have modified the network adaptation
procedure, so that it updates only weights defined by pat-
tern A as defined in (4)—(6).

For the experiments we have used the novel CIFAR-
FS [8] dataset. It has been constructed from a well-known
classification dataset, called CIFAR-100 [25]. It has im-
ages of different kinds of mammals, reptiles, flowers,
man-made things, etc. The images are in color and have a
size 32x32. Originally, this dataset was not supposed to
be used in a few-shot learning setting. In [8] it has been
suggested to split 100 classes into train, validation and
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test sets. If it has been the non-few-shot neural network
training, we would expect all of the 100 classes to be rep-
resented in each of the sets, only the images themselves
would have been split. However, in few-shot learning
case different disjoint classes are taken. Thus, 64 training,
16 validation and 20 test set classes have been selected.
The exact classes that go into each split are important for
testing the resulting accuracy and are defined in [8]. By
using different classes for training and testing, the adapta-
tion to the new classes can be better estimated. After such
training the model is expected to quickly adapt to the
new, unseen classes. We have taken the CIFAR-FS data-
set for our experiments as it hasn’t been analyzed by the
MAML authors and is also faster to compute than minil-
mageNet.

All of the training procedures and time measurements
were done on our own MAML implementation and tested
on NVIDIA GTX 1050Ti GPU.

5 RESULTS
Given the network configuration as described in the
experiments section, we have implemented the MAML
algorithm. CIFAR-FS accuracy and adaptation timings
are presented in Table 1.

Table 1 — Accuracies and adaptation timings on
CIFAR-FS dataset

1-shot 5-shot 1-shot 5-shot

2-way 2-way 5-way 5-way

Accuracy 77.2% 87.6% 51.7% 70.3%
Time 38.43 ms 40.70 ms 41.67 ms 45.35 ms

In (6) we have proposed a modified adaptation
scheme, where only a part of weights is updated during
the adaptation procedure. To begin with, we consider only
trivial patterns A, where only one network layer is up-
dated during the adaptation procedure. We show the accu-
racy on the test set in Fig. 2, where in a and b we conduct
the experiment for 1-shot 5-way and 5-shot 5-way con-
figurations correspondingly. To see the impact of the
number of adaptation steps, we also show the accuracies
for P =10 (default) and 1, 3, 5 adaptation steps. As it can
be seen, the model accuracy differs significantly between
the configurations. For 1-shot 5-way, learning one of the
three first convolutional layers only has no effect, the
accuracy remains on the level of random guessing (20%).
However, training either convolutional layer 4 or the last
linear layer improves the model accuracy. Note, that the
number of parameters in layers differs. In Table 2, we
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show the number of parameters for each layer. Note that
final layer has different number of parameters depending
on N output classes. It can be seen that the first convolu-
tional layer and the final linear (fully-connected) layers
have fewer parameter than inner convolutional blocks.
This can explain the fact that learning only the linear layer
has worse performance. For 5-shot 5-way we see that only
convolutional layers 3 and 4 have a positive impact on the
performance if adapted alone. Interestingly, number of
adaptation steps has a significant impact on the perform-
ance with only convolutional layer #3 enabled. As we will
see later, such an impact is higher, than when the full
network is updated during the adaptation.

In Fig. 3, a and b we depict a similar experiment for 1-
shot 2-way and 5-shot 2-way configurations correspond-
ingly. Note, that random guessing baseline for these con-

Configuration = 1-shat 5-way

figurations is now at 50%, so the lower bound for accu-
racy is now higher than in Fig. 2. Here we see an opposite
trend, where updating the first layers also has a positive
impact on the resulting accuracy. Contrasting to previous
experiment, updating the Convolutional Block 4 only
doesn’t provide the best results in either case.

Table 2 — Number of parameters for each layer

Layer Name Number of Parameters

Conv Block 1 960

Conv Block 2 9.312

Conv Block 3 9.312

Conv Block 4 9.312

Linear 1.602 (2-way)
4.005 (5-way)

Total 30.498 (2-way)

32.901 (5-way)

Configuration = 5-shat 5-way

ad 1 E
50 - .
40 4 -
2 Adaptation Steps
2 -
g 30 4 w3
é‘é - 5
. 10
20 4 .
10 A E
0 A —
convl conv2 conv3 canvd linear canvl cany? conv3 canvd linear
Active Active
a b
Figure 2 — Adaptation accuracy for trivial A patterns, i.e., only a single layer is updated during adaptation:
a is 1-shot 5-way, b is 5-shot 5-way
Configuration = 1-shot 2-way Configuration = S5-shot 2-way
a0 - .
70 + .

& 50 1 Adaptation Steps
z [t
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Figure 3 — Adaptation accuracy for trivial A patterns, i.e., only a single layer is updated during adaptation:
a is 1-shot 2-way, b is 5-shot 2-way
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As one of the goals in our work is to improve the
model adaptation speed, we have timed experiments for
trivial patterns A. On Fig. 4 and 5 we show the model
adaptation time corresponding to all of the four configura-
tions depicted on Fig. 2 and 3. As we can see, in both
cases we have a similar trend where the closer the layer
we update to the end of the network, the smaller the adap-
tion time is. This follows our previous idea that by skip-
ping some gradient computations (as have been shown on
Fig. 1), adaptation time can be reduced.

As can be seen from Fig. 4 and 5, number of adapta-
tion steps has a significant impact on the adaptation
speed. On Fig. 6 we show the model accuracy for each of
the four scenarios and on Fig. 7 we depict the correspond-
ing timings, both shown with respect to the number of the

Configuration = I-shot Saway

35 o b

30 A B

[l N N
w (=] %,
L
1

Adaptation Time (ms)

=
o

conv3 convd linear

Active

comyl canvi

canvl

adaptation steps. As before, the experiments have been
conducted for P=1,3,5 and 10 adaptation steps. The
results between those reference points have been linearly
interpolated. The presented accuracies and timings are the
average taken for all 31 possible patterns A. Note, that
throughout the article we exclude pattern V/: A;=0, as
no weights can be changed for such pattern, therefore no
adaptation is possible. As can be seen, while the adapta-
tion time grows linearly with the number of adaptation
steps, the accuracy growth plateaus at around 5 adaptation
steps. Actually, for the full pattern A increasing number
of adaptation steps from 5 to 10 has less than 0.3% im-
provement in accuracy. In typical practical scenarios such
an improvement is insignificant. Thus, we suggest that
performing 10 adaptation steps is redundant.

Configuration = S-shot 5-way

Adaptation Steps
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w3
. 5
s 10

conv3d convd linear

Active
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Figure 4 — Adaptation time for trivial A patterns:
a is 1-shot 5-way, b is 5-shot 5-way
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Figure 5 — Adaptation time for trivial A patterns:
a is 1-shot 2-way, b is 5-shot 2-way
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Figure 6 — Accuracy averaged for all patterns A for different
N-shot K-way problems with respect to the number of
adaptation steps P

Next, we try to search for such a pattern A and num-
ber of adaptation steps, so that the resulting accuracy
drops no more than 0.07 times the full pattern accuracy.
We see such a quality degradation threshold reasonable
for practical applications. It should be noted that the ap-
proach we propose can be applied with an arbitrary qual-
ity degradation threshold. We show such patterns in ta-
ble 3. Based on this table, we suggest using the
A"={1,0,1,1,1}, which offers factor of 3.0 speed im-
provement with an insignificant quality loss. It can be
seen that pattern A = {0,1,1,1,1} also suits the specified
criteria and also has a slightly higher (factor of 3.1) per-
formance improvement, however, it has a significantly
lower performance for both of the 2-way configurations,
degrading on 2.5% and 3.2% relative to the best selected
pattern A". We consider such a degradation not worth the
speed up. The fact that enabling first CNN layer is sig-

nificant for the 2-way learning accuracy, closely follows
the presented above description of Fig. 3. Also, not to be
mistaken, in Fig. 2-5, we had only one layer updated dur-
ing the adaptation phase (thus X; A;=1), however, the
best selected pattern A" has all expect one layer updated.

— 1l-shot 2-way P
351 5-shot 2-way .
- l-shot 5-way -'/.--'
+ 399 --— 5-shot 5-way =y
E
U 4
£ 25
=
C
O 20+
=
m
Il
o
5 15 A
P4
10
e T T T

2 4 6 8 10
Adaptation Steps
Figure 7 — Adaptation time averaged for all patterns A for
different N-shot K-way problems with respect to the number
of adaptation steps P

Finally, we pose a question, whether updating only
part of weights in the neural network can improve the
method performance. We have discovered, that in ex-
treme case of learning with a single adaptation step
(P =1), we have significant improvement in 5-way adap-
tation performance by updating with a partial pattern A.
The performance for the full pattern, as well as a partial,
is shown in table 4.

Table 3 — Adaptation speedup depending on pattern A and the number of adaptation steps. Patterns with loss degradation of less than
7% (relative to full pattern A and 10 adaptation steps) are shown.

Adaptation Pattern A 1-shot 2-way | 5-shot2-way | 1-shot5-way | 5-shot 5-way Mean Adaptation Relative Speedup
Steps (%) (%) (%) (%) Time (ms) (times)
3 0,1,1,1,1 74.7 83.2 49.3 69.7 13.3 3.1
3 1,0,1,1,1 76.6 85.9 49.3 69.8 13.9 3.0
3 1,1,1,1,1 76.6 87.2 49.3 70.0 15.0 2.8
5 0,1,1,1,1 75.2 83.9 51.5 69.9 20.0 2.1
5 1,0,1,1,1 76.9 86.2 514 70.1 21.1 2.0
5 1,1,1,1,1 77.0 87.4 51.6 70.2 22.6 1.8
10 0,1,1,1,1 75.4 84.6 51.7 70.1 36.1 1.2
10 1,0,1,1,1 77.1 86.6 51.7 70.1 38.6 1.1
10 1,1,1,1,1 77.2 87.6 51.7 70.3 41.5 1.0

Table 4 — Accuracy improvement for P =1 gradient step

adaptation with pattern selection

Accuracy 1-shot S-shot 1-shot 5-shot
2-way 2-way 5-way 5-way

A={1,1,1,1,1} 74.3% 86.0% 36.8% 20.4%
A=1{1,1,0,1,1} 74.3% 83.1% 36.9% 53.1%
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We have also performed a search of all cases, when
our approach gives better results than the original with
P =1. The results are shown in Table 5.
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Table 5 — Accuracy improvement for P =1 gradient step
adaptation with pattern selection if pattern is selected
per configuration

1-shot 5-shot 1-shot 5-shot
2-way 2-way 5-way 5-way

Accuracy on 74.3% 86.0% 36.8% 20.4%

A={1,1,1,1,1}
Accuracy on 74.5% 86.2% 36.9% 54.8%
selected A
Selected Pattern A | 1,1,1,0,1 | 1,1,1,0,1 | 1,1,0,1,1 | 1,1,0,1,0

6 DISCUSSION

In [22] it has been shown that each trained neural net-
work’s convolutional layer has a different meaning. The
first layer tends to learn simple features, like edges, lines
or color gradients. The second layer increases its com-
plexity and understands simple shapes, e.g., circles, cor-
ners or stripes, while the last layers learn high-level fea-
tures, such as eyes, faces, text-like objects, etc. The exact
features learned, obviously, depend on the training data-
set, however, such logic is retained. In the few-shot learn-
ing classification scenario the tasks differ by the types of
objects that the model has to classify (e.g., horse, vehicle,
frog, etc.). As we have described in the experiments sec-
tion, train and test sets have different disjoint classes pre-
sented. Thus, it might be reasonable to expect that only
the last layers of the network should be changed to adapt
to the new tasks and classes. This is exactly what we see
in the case of 5-way classification as is shown on Fig. 2.
However, such a statement contradicts to the experiment
results from Fig. 3. By examining the original CIFAR-
100 dataset, we can see that image labels (classes) form
larger coarse groups. For instance, coarse class (or super-
class) “aquatic mammals” contains “beaver”, “dolphin”,
“otter”, “seal”, “whale”. Other examples of superclasses
include “fish”, “large carnivores”, “household electrical
devices”, etc. The training itself is performed on finer
classes. From the examples we have picked, it becomes
obvious that instances of different classes have a signifi-
cant variation in color. Images of aquatic mammals and
fish typically contain blue and gray colors, while large
carnivores might have more yellow and green. Thus, in
case of 2-way classification it is more probable that both
classes will be picked from a single or several similar
superclasses than in case of 5-way classification. Conse-
quently, we suggest that updating the first layer of a neu-
ral network in a 2-way few-shot learning scenario adjusts
the feature distribution to the one expected by the follow-
ing neural network layers. We see this as an analogy of
how a human eye works: it adjusts the amount of light
coming to the retina by expanding or contracting the pu-
pil, so that it becomes easier to see the details.

From Table 3 we see that keeping the inner layers
stale is the most fruitful way to improve the performance,
with little to no quality loss. A substantial increase in ad-
aptation speed has been achieved with a target quality loss
set to 7% relative to the original pattern A = {1,1,1,1,1}
and P = 10 adaptation steps. The actual quality loss turns
out to be even smaller as we have skipped slightly faster,
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but worse pattern A = {0,1,1,1,1}. Thereby, with the best
A" ={1,0,1,1,1} and P =3 adaptation steps, we achieve a
factor of 3.0 speed improvement. Our quality losses are
the following: 1-shot 2-way is 0.78%, 5-shot 2-way is
1.97% 1-shot 5-way is 4.86% and 5-shot 5-way is 0.71%.
Even smaller quality losses can be achieved by consulting
table 3. Note, that these are relative quality losses. If the
losses are computed in absolute terms, they become even
more negligible. Thus, we state that have achieved a sig-
nificant adaptation time reduction with small-enough
quality loss.

We also discuss a way to improve algorithm quality
by selecting a pattern A. In an extreme case of single ad-
aptation step, avoiding to update the inner layer has
helped to improve the overall model quality as is shown
in table 4. We have also been able to find such a pattern
for each of the few-shot learning configurations such that
it improves the model performance for P =1 adaptation
step in table 5. It is curious that no such behavior is ob-
served in cases when P > 1. To the best of our knowledge
such behavior has not been previously observed and
should be further investigated.

CONCLUSIONS

MAML is an optimization-based few-shot learning
method that is able to learn an arbitrary neural network by
using only a few samples per class. Many algorithms fol-
low the learning scheme proposed in MAML. In this work
we solve the problems of 1) long adaptation time, and 2)
poor performance in cases when a single adaptation step
is used.

The scientifical novelty of obtained results is that the
method of reducing number of gradient computations
during MAML adaptation phase has been introduced via
the newly proposed A patterns. By selecting an appropri-
ate adaptation pattern, we have significantly improved the
method in the following areas: 1) long MAML adaptation
time has been decreased by the factor 3 with minimal
accuracy loss; 2) accuracy for cases when only a single
adaptation step is used has been substantially improved.

The practical significance of obtained results is that
an improvement of adaptation time of the widespread
MAML algorithm will enable applicability of the algo-
rithm on less powerful devices and will in general de-
crease the time needed for the algorithm to adapt to new
tasks.

Prospects for further research are to investigate a
way of a more robust automatic pattern selection scheme
for an arbitrary training dataset and network configura-
tion.
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YK 004.93
MPUCKOPEHHS ®A3U ATATITAII ONITAMI3AIIIITHOTO META-HABUAHHSA
Xabapaak K. C. — acnipant kapenpu CucTeMHOro aHanizy Ta yrnpapiiHHS HaumioHaqbHOro TEXHIYHOTO YHiBEpCHTETY «JIHim-
poBcbKa motitexHikay, J{Hinpo, Ykpaina.

AHOTALIA

AxTyanbHicTs. Heliponni Mepexi nmorpeOyroTs 6arato po3MideHUX NaHUX JUIS HaBYaHHS. AJTOPUTMH MeTa-HaBYaHHS IPOIO-
HYIOTH CIIOCi0 HaBUaTHCS JIMIIE 3a AeKUIbKoMa mpuKiIagaMu. OfuH 3 Hal3HAYHIMINX aJTOPUTMIB ONTHMI3aIifHOTO MeTa-HaBUYaHHS —
e MAML. Opnak, #oro mporeaypa afanTaiii 0 HOBUX 3a/a4 € JOCUTh MOBUIEHOI. O0’€KTOM JOCHTIJDKEHHS € MpOoIleC MeTa-
HaByaHHs Ta (a3a aganTaiii B TOMy BUIIISLAL, K 11 BU3Ha4YeHo B anroputmi MAML.

Meta. MeTo10 1aHOi poOOTH € CTBOPEHHS MiIXOIY, IO A03BOJHTE: 1) 3MEHIINTH Yac BUKOHAHH afanTamii anroputMmy MAML;
2) MOKpAIIUTH SKICTh aNrOpUTMY B psili BunanakiB. [loka3aTu pe3ysnbTaTu TECTyBaHHS Ha MyOJiYHO JAOCTYITHOMY HAa0Opi AaHHUX IS
Meta-HaBuaHHsA CIFAR-FS.

Mertopa. B naniii po6oTi 3anponoHOBaHO MOKpAICHHs alroputMy MeTta-HaBuanusi MAML. TIpouenypa meta-HaBYaHHs BU3HAYA-
€ThCS Yepe3 Tak 3BaHi «3afadi». B pa3i kmacudikarii 300paxkeHb KOKHa 3aa4a € cipoOo0 HABYUTHCS Kiacu(iKyBaTh 300paskeHHs
HOBHX KJIACiB JIMIIE 33 JeKiJIbKOMa HaBYaTbHUMH NpHKiIagamu. B anropurmi MAML Bu3HaueHO 2 KPOKH MpOLEAypH HaBYaHHI: 1)
aJlanTaiis 10 HOBOi 3aadi; 2) OHOBJIEHHS MeTa-lapaMeTpiB Mepexi. Bes TpeHyBanbHa mpornenypa motpedye oOUKCIeHHs reciaHy,
0 POOHUTH METOJl O0YHCITIOBANBHO CKiIagHuM. [1icis HaB4aHHS MepeXka, 3a3BHYaid, OyJe BUKOPUCTOBYBATHCS UL afamTamii 1O HO-
BHX 3aj1a4 Ta HACTyNHOI Kiacugikanii Ha HUX. TakuM YMHOM, HOKpAIEHHS Yacy afanTalii Mepexi € BaxIuBoIo npobdiemoro. Came
Ha 1iit mpo6iemi Mu pokycyemocs B naHii poboru. Hamu 3anpornoHoBano mabiaoH A (JisiM07a) 3a JOIOMOTOIO SIKOTO MU 0OMexye-
MO, SIKi apaMeTpHU MEpPEeKi CJiJl OHOBIIOBATU Wi Yac KPOKy amantariii. JlaHui miaxia 103BOJIsE HE OOYMCIIOBATH TPAIi€HTH IS
o0OpaHuX MapaMeTpiB Ta TaKMM YMHOM 3MEHILHUTH KUIBKICTh HeoOXigHUX oOuucieHb. [labnoH oOupaeThest B MexKax mapamerpy J10-
3BOJICHOT'O 3MEHIICHHs sIKOCTi Meperxi. Cepen mabIoOHIB, 110 BiMOBIAAIOTH 33laHOMy KpHTepito, 00upaeThes HanmBuammii. OqHaxK,
sk OyJe MOKa3aHOo Aalli, B ACSAKHX BHIAJKaX TAaKOXX MOJKIIMBE ITiIBUILEHHS SKOCTI 3a JONOMOIOI0 MPAaBWIBHO OOPAHOTo IIabIOHY
ajanranii.

PesyabTaTn. byno peanizoBaHo, HABYCHO Ta MEPEBIPEHO SKicTh poboTH anroputMy MAML i3 mabnoHoM aaanTamii A Ha Bij-
kputomy Habopi nanux CIFAR-FS, mo poOute oTprMaHi pe3yabTaTH JISTKO BiITBOPIOBAHUMHU.

BuchHoBku. [IpoBeseHi ekcriepuMEHTH MOKa3yIOTh, IO 13 BHOOPOM HIa0JIOHY A MOXKIIMBE 3HAYHE MOKpameHHs merony MAML B
HACTYIHHUX O0JIACTAX: Yac afanTauii OyJio 3MEHIICHO B 3 pa3u 3a MiHIMaJIbHUX BTPAT sAKOCTi. L{ikaBo, 110 U1 OJHOKPOKOBOT afamnTa-
il SKiCTh 3HAYHO BHPOCIA 32 YMOBU BHKOPHCTAHHS 3allPONOHOBAHOTO MIa0OHY. [lepcrieKTHBY mojaibmnX DOCTIHKEHb MOXYTh
TIOJIATATH B po3po01Ii 6116 poOACTHOTO METOy aBTOMAaTHYHOTO BHOOPY IIA0IOHIB.

KJIFOYOBI CJIOBA: npuctpinkoBe HaB4aHHs, MeTa-HaB4aHH:A, Model-Agnostic Meta-Learning, MAML, yac aganTauii, IBu-
JIKICTh aJarlTarii, ONTUMI3aliifiHe MeTa-HaBYaHHs.

YK 004.93
YCKOPEHUE ®A3bI AJAIITAIIUN OITUMU3ALIMOHHOI'O META-OBYUYEHUS
Xabapaak K. C. — acriupanTt kadenpst CucTeMHOTO aHayiu3a M ylpapieHHs HannoHaabHOrO TEXHHYECKOTO YHHBEPCHTETa
«/InenpoBckas nonuTrexHuka», Jnenp, Ykpauna.

AHHOTALNUA
AKTyalabHOCTB. HelipoHHbIe ceTH TpeOyroT OOJBIIOro KOJMYECTBa Pa3MEUCHHBIX JIAaHHBIX Uil 00ydYeHHs. AJTOPUTMBEI METa-
00y4YeHHs MPeJIararoT Crocod 00y4aThes NI 0 HECKOJIBKUM mpuMepaM. OTHIM U3 HanOoJiee BBIIAFONINXCS alTOPUTMOB OIITH-
MH3AI[MOHHOTO MeTa-00y4deHus sisisercss MAML. OmHako, ero mporeaypa alanTalid K HOBBIM 3a/1a4aM JIOCTATOYHO MeJUICHHAS.
OOBEKTOM HCCIICIOBAHNUS SIBIIAETCS MPOIecC MeTa-00yueHus 1 (hasa aganTaiuu B BUjC, Kak OHa onpejeicHa B anroputme MAML.

Mean. Lenp nanHO# paboThl — CO3aHUE NMOAXO0A, KOTOPHIX MO3BOJIUT: 1) yMEHBUINTH BPEMsI BHIOJIIHECHUS IANTALIMH alTOPHT-
Ma MAML; 2) yJyuIInTh KauecTBO aIrOPUTMa B psijie ciry4aeB. IIoka3aTh pe3ysIbTaThl TECTUPOBAHHS Ha OTKPHITOM HabOpe JaHHBIX
st meta-o0yuenns CIFAR-FS.

Metoa. B nanHoii paboTe npeioxkeHo yiaydiieHue anropurma mera-ooydeans MAML. Tlponenypa mera-o0y4enus onpenens-
eTCsl Yepe3 TaK Ha3blBaeMble «3agaunm». B ciywae ximaccudukanum m3oOpaxkeHHil Kaxaas 3ajada SBISETCS MONBITKON HayYHThCS
KJIaccu(UIUpoBaTh M300paKeHUSI HOBBIX KJIACCOB IO HECKOJBKUM oOyuaromum npumepam. B amropurme MAML omnpexneneno 2
mara B mpouexype oOydeHus: 1) amanTamus K HOBOH 3amade; 2) oOHOBJICHHS MeTa-IapaMeTpoB ceTH. Bes mpomenypa oOydeHus
TpeOyeT BHIYMCIICHHE TeCCHaHa, YTO JEeIAeT METO/] BBIYMCIUTEIBHO CI0KHBIM. ITocine 00y4yeHus ceTb, Kak MpaBuiio, OyAET UCIIOJb-
30BaThCA JUIS aallTallid K HOBBIM 3a/iad U MOCIeqyIomel Kiaccu(UKay Ha HUX. TakuM o0pa3oM, yydlIeHHe BpeMeHH aJanta-
IUH CETH ABJIAETCS BaXHOW mpobiemoil. VimeHHO Ha 3TOi mpobiieMe MBI M OKyCHpyeMcsl B JaHHOH pabore. Hamm mpemsoxkeHo
mabiaoH A (JsM06/1a), ¢ TOMOIIBIO KOTOPOTO MBI OTPaHUYHMBAEM, KaKHE MapaMeTphl CETH ClieyeT OOHOBISTH BO BpeMsI LIara aJanTa-
K. JIaHHBIH TTO/IXO0/] TO3BOJISIET HE BHIYUCIIATH MPaIHEHTHI JJIsl BRIOPaHHBIX ITapaMeTPOB M TAKUM 00pa3oM YMEHBIIHTH KOJIHYECTBO
HeoOXoIuMbIX BbluucieHuil. 1l1abnon BeIOMpaeTcs B paMKax 3HAUCHHs IapaMeTpa pa3pelIeHHOro naaeHus kadectsa cetd. Cpean
11a06JI0HOB, KOTOPBIE COOTBETCTBYIOT 3aJJaHHOMY KPUTEPHIO, BbIOMpaeTcs Hanbosee ObICTpblil. OHaKo, Ak OyIeT MOoKa3aHo Jalblle,
B HEKOTOPBIX CIIydasX TaKKe BO3MOYKHO IOBBIIICHHE Ka4eCTBA C IIOMOILBIO TPABUIIBHO BHIOPAHHOTO 1IA0IOHA aJallTalliH.

Pe3yabTartsl. beuto peanusoBano, 00ydeHO M IMPOBEpeHO KauyecTBO padotsl anroputMa MAML c mabnoHoM agantamuu A Ha
otkpbiToM Habope naHHbIX CIFAR-FS, uto nenaer nomyueHHbIe pe3ysIbTaThl JIETKO BOCIIPOM3BOIUMBIMH.

BriBoasl. [IpoBeneHHbIE SKCIIEPIMEHTHI OKa3bIBAIOT, YTO C BEIOOPOM IMIaba0Ha A BO3MOXKHO 3HAYUTEIBHOE YIydIICHHE METO-
1a MAML B crnemyromux o6nacTsx: BpeMsl afanTaniy ObUIO YMEHBIICHO B 3 pa3a IMPH MUHMMAJIBHBIX IOTEpsX B KadecTse. MHTe-
PECHO U TO, YTO AJI OAHOIIArOBOH ajanTaniy KadeCTBO 3HAYUTEIHHO BEIPOCIIO IPH YCIOBHH HCIIOIB30BaHUS BEIOpAaHHOTO IabIro-
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Ha. [lepcrieKTHBBI JaTbHEHIINX HCCIENOBAHUI MOTYT 3aKIIOYaThcs B pa3paboTke Oojiee pobacTHOro MeToa aBTOMAaTHUECKOTO BBI-
6opa 1mabJI0HOB.
KJIFOYEBBIE CJIOBA: npuctpenoynoe o0y4eHue, Meta-o0ydenue, Model-Agnostic Meta-Learning, MAML, Bpems ananra-
L[M1, CKOPOCTb aJalTalliK, ONITHMHU3ALMOHHOE MeTa-00y4YeHHeE.
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ABSTRACT

Context. The problem of aggregating the decision table attributes values formed out of group expert assessments as the classifi-
cation problem was solved in the context of structurally rough set notation. The object of study is the process of the mathematical
models synthesis for structuring and managing the expert knowledge that are formed and processed under incompleteness and inac-
curacy (roughness).

Objective. The goal of the work is to develop a set of mathematical models for group expert assessments structuring for classifi-
cation inaccuracy problem solving.

Method. A set of mathematical models for structuring the group expert assessments based on the methods of the theory of evi-
dence has been proposed. This techniques allow to correctly manipulate the initial data formed under vagueness, imperfection, and
inconsistency (conflict). The problems of synthesis of group decisions has been examined for two cases: taking into account decision
table existing data, only, and involving additional information, i.e. subjective expert assessments, in the process of the aggregation of
the experts’ judgments.

Results. The outcomes gained can become a foundation for the methodology allowing to classify the groups of expert assess-
ments with using the rough sets theory. This make it possible to form the structures modeling the relationship between the classifica-
tion attributes of the evaluated objects, the values of which are formed out of the individual expert assessments and their belonging to
the certain classes.

Conclusions. Models and methods of the synthesis of group decisions in context of structuring decision table data have been fur-
ther developed. Three main tasks of structuring decision table data gained through the expert survey has been considered: the aggre-
gation of expert judgments of the values of the decision attributes in the context of modeling of the relationship between the universe
element and certain class; the aggregation of expert judgments of the values of the condition attributes; the synthesis of a group deci-
sion regarding the belonging of an object to a certain class, provided that the values of the condition attributes are also formed
through the expert survey. The proposed techniques of structuring group expert assessments are the theoretical foundation for the
synthesis of information technologies for the solution of the problems of the statistical and intellectual (classification, clustering,
ranking and aggregation) data analysis in order to prepare the information and make the reasonable and effective decisions under
incompleteness, uncertainty, inconsistency, inaccuracy and their possible combinations.

KEYWORDS: theory of evidence, rough set theory, aggregation, classification, inaccuracy, experts’ judgments.

ABBREVIATIONS B#*"is a set of profiles of group expert preferences in
bpa is a basic probability assignment; relation to the decision attributes values;
DST is the Dempster-Shafer theory; H®" is a set of profiles of group expert preferences in
RST is the rough set theory; relation to the condition attributes values;
DT is a decision table; Bel() is a belief function of corresponding subset;
EP is an expert profile. PI() is a plausibility function of corresponding subset;
B; is a profile of the assessments of the i-th expert;
) NOMENCLATURE ) B; is a set of expert judgments for the j-th object;
U is a non-empty, finite set of objects (the universe); -
A is a set of primitive attributes; B is a set of unique expert judgments for the j-th
C is a set of classification attributes; .o
. object;
E is a set of experts; b . ) )
P is a set of profiles of expert preferences; B is a combined set of experts’ evidences for j-th

B is a set that reflects the judgments of all experts re-  gbject by all experts;

garding the affiliation of the j-th object to a given class; M” is a vector of mass functions (bpa’s) formed on

O is a set that reflects the preferences of all experts re- J
garding the affiliation of the j-th object to a given class; the judgments of all experts for j-th object;
H is a set that reflects the judgments of all experts re- Mj_omb is a vector of mass functions formed through

garding the values of condition attributes for all objects;
I' is a set of condition attributes values formed based
on subjective and objective data for all objects;

the combination of corresponding mass functions by all
experts for j-th object;
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N is a maximum limit value of using scale;

R j 1s a vector that contains a number of identical ex-

pert preferences regarding the belonging of the j-th object
to a certain class;

Y, b’/- contains a number / name / marker of some

class, to which j-th object was referred by the i-th expert
in case when expert can refer the j-th object either to sev-
eral classes or subgroups of classes with different degree
of preference;

Xy is a subsets of the universe;

Z; is a degree of preference of Y, bj- , Y- a, de-
fined by the i-th expert for the j-th object;
a; (u;) is a value of relevant condition attribute

formed by i-th expert in relation to j-th object;

a, is a set of numbers, definitions, markers of the giv-
en classes;

af'(u) is a group assessment regarding the belonging
of the j-th object to a certain class;

b;- contains a number / name / marker of some class

k,, to which j-th object was referred by the i-th expert;

d is a total amount of the subsets (groups of elements)
highlighted by the i-th expert for the j-th analyzed object;

d; is the distance measure between its arguments;

k, is a certain class, to which the j-th object was re-
ferred by the i-th expert;

m() is a bpa of corresponding subset;

mj* is a vector that contains the values of bpa’s of

corresponding subsets;

n is a total number of experts;

oj
value) proving that the element j-th object can be referred
to a class &, or a group of classes;

¢ is a total number of condition attributes;

z is a total number of the elements of the universe;

Q is the frame of discernment;

0; is weighting coefficient (competence coefficient) of
the i-th expert;

[w] is some operator for processing the composite
(group) expert assessment such as methods, algorithms;

2 is a power-set of all possible subsets of Q, includ-
ing the empty set;

agr is an aggregation operator;

min is the function that gives the minimum value of its
arguments;

|'| is a cardinality of the corresponding subset.

is the expert’s subjective assessment (numeric

INTRODUCTION
The basic elements of the artificial intelligence sys-
tems such as pattern recognition systems, expert systems,
decision support systems, etc. are knowledge bases
formed out of such two approaches as object-oriented
approach and object-structural approach [1, 2].
It is worth mentioning that, besides, the basic opera-

tion, which is realized as both above-mentioned ap-
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proaches are used, is structuring the knowledge through
their adjustment and classification as well as the typifica-
tion of the highlighted classes. The currently mentioned
procedures based on the generating specifications (func-
tions) such as sum, difference, product, augmentation,
etc., allow to form the families of subsets {X;, X»,..X,}
that X;cX, X;z20, X;nX;=0

such and

VX; =X (i#, i, j=Ln), which are based on the initial
set of elements of knowledge X. Therefore, that allows to
describe the knowledge by highlighting their properties
and attributes or criteria. The currently described abstrac-
tion makes a base for choosing the basic concepts of
knowledge processing such as production rules, predicate
logic, and so on, as the artificial intelligence system de-
sign is done.

As a matter of fact, in the circumstances of real life, we
quite often have to tackle the problems of getting the knowl-
edge out of arrays of unstandardized, unprocessed, rough
data and knowledge. The knowledge gained in the currently-
mentioned process cannot be considered accurate, so it is not
able to accurately classify them and to define a category of
classification. Thus, it is connected, first of all, with the fact
that the inflexibility of the existing models of knowledge
presentation makes the analysts either unify or abridge the
factual knowledge of the experts.

Thereupon, it is advisable to use the RST, the mathemati-
cal mechanism of which makes an inaccurate classification
possible, which can be more factual than an accurate classifi-
cation is, in practice [3]. Thus, according to the RST, a
classification problem is formed as it is described beneath
[4]. There are a set of multiple samples such as, for in-
stance, a set of expert assessments of various types of
objects, phenomena, events, and so on. Such initial set is
called a learning set or universe. It is widely known that
each sample belong to a class highlighted out of the given
set of classes. Each sample possesses a typical set of clas-
sification attribute values. Taking that into account, the
RST allows to model the relationship between the sample
classified attribute values and sample membership in a
certain class.

The object of study is the process of the mathemati-
cal models synthesis for structuring and managing the
expert knowledge that are formed and processed under
incompleteness and inaccuracy (roughness).

The subject of study is the models and methods of
the group expert assessment analysis and structuring in
the context of multi-alternative, incompleteness and inac-
curacy (roughness).

The purpose of the work is to develop a set of math-
ematical models for group experts’ assessments structur-
ing for classification inaccuracy problem solving, based
on the system application of methods of evidence theory
and rough set theory.

1 PROBLEM STATEMENT
Assume that the given bounded set of analyzed objects
(universe elements) is U # . On the basis of U, it is pos-
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sible to highlight the subset of universe elements Xg
Xs < U (a concept or category in U). Then, any family of
concepts in U is considered to be abstract knowledge on
U. Thus, the concepts form the division or classification
of the currently-mentioned universe U. To put it in other
words, in U, it is possible to highlight the family

C={X|s=Ln}, XcU X,#@,
X;NX;, =0 fors#t, s,t :1,_n. A family of classifica-

whereas

tions in U form a knowledge data base in U. Such knowl-
edge data base is a set of aspects in the classification of
universe objects.

Therefore, the existing knowledge system can be pre-
sented in a form of knowledge data base K= (U, R),

whereas U ={u; | j= l,_z} is a nonempty bounded set of

elements (universe), R is equivalence relation, on the base
of which one can form the equivalence classes (catego-
ries) of U-elements. Each category contains the elements
possessing the common properties (attributes); within
each category, the elements are considered indiscernible.
The goal set Xy U is R-definite (R-accurate) if it is a
unification of categories highlighted in U on the basis of
R-relation. Otherwise, Xyc U can be considered R-
indefinite (R-inaccurate, R-rough).

The random knowledge data base K can correspond to
the information system S=(U,4,V,f), whereas

A={a;|l=1,q} is a nonempty bounded set of primitive
attributes; V = U Val , Va/ is a set of attribute values a;;
a,eA
fAUxA—V is an data
Vajed,xeU, f(x,a)) eV, .

To model the situation in which the element ueU can
belong to a preliminarily-defined class based on the given
set of attributes, the information system can be repre-
sented in a form of a DT T'= (U, A), whereas A=CuUD
is a set of multiple condition attributes C (|C|>1,
C=A\{a,} (classification attribute set) and a single-
element subset D (ID| =1, D ={a,} ) is a set of multiple

function such that

decision attributes, the value of which describes the pos-
sible classes (a, is a set of numbers, definitions, markers
of the given classes), to which one can refer the elements
of the initial universe. The relevant initial data of the in-
formation system and DT can be gained in different ways,
i.e. both on the basis of objective and subjective initial
information.

In the process of the analysis and partitioning the DT,
during the group expertise, one can highlight the prob-
lems given below:

1) the problem of the aggregation of the appropriate
values of the relevant decision attributes, i.e. the subjec-
tive expert values in relation to the values of a,(u),

ag €D formed out of the given set a/u), a; € C, and

synthesis of the group assessment in relation to the values
of a* (), u; €U ;

© Kovalenko I. I., Shved A. V., Davydenko Ye. O., 2022
DOI 10.15588/1607-3274-2022-1-11

2) the problem of the aggregation of the appropriate
values of the relevant condition attributes, i.e. the subjec-
tive expert values in relation to the values a/u), a; € C,

and synthesis of the group assessment in relation to the
values of a' (), u; €U ;

3) the problem of the group decision synthesis in rela-
tion to the membeship of the element u; €U in the cer-

tain class: u; -k, , k, € a, provided the relevant val-

ues of a/u), (a;€C, uj eU ) are also formed on the

basis of the group expertise.

2 REVIEW OF THE LITERATURE

The RST, which was introduced by Z. Pawlak [5], al-
lows to manipulate the initial data, which are considered
rough as far as they are inaccurate and vague. The cur-
rently mentioned theory is for modeling the vagueness
related with the universe elements belonging to the given
goal set. To quantify such vagueness in [4, 5] measures of
approximation accuracy and quality has been defined.

The theory is peculiar due to its mathematical mecha-
nism helping to process the implicit arrays of unstandard-
ized, i.e. inaccurate, rough, or unprocessed data and knowl-
edge, and, thus, get the new knowledge. The theory is based
on the fact that the knowledge is deeply involved in the
human capability of classifying the subjects, phenomena,
objects, situations, and so on, and so forth. They are re-
flected in the division (classification) of the relevant ele-
ments [3, 4, 5]. Such kind of division can be considered
the knowledge presentation semantics. As a matter of fact,
knowledge consists of the classification patterns of the
application environment that is examined [3].

At the same time, knowledge is a kind of systematized
information (objective or expert data) gained provided
meeting the set criteria and structured for the solution of
the set problem. In case if a sufficient amount of objective
data, i.e. statistical, analytical, experimental, and empiri-
cal information, which can be gained my means of the
methods of observation (registration), measurements (ex-
periments, tests), is missing, it is advisable to involve a
group of specialists (experts) in the certain application
environment who form their judgments on the basis of the
opinions and personal experience based on the interview,
survey, focus-group with the methods of expert assess-
ments. In such case, we can face a problem of aggregated
expert assessment obtaining.

The analysis of a number of conventional methods of
obtaining the expert assessments helps to arrive at the con-
clusion that different techniques of direct expert assessment
averaging as well as the methods based on the various pro-
cedures of the comparison of the analyzed objects such as
pairwise and multiple comparisons have become the most
spread [6-9]. However, they are not deprived of a number
of disadvantages. Obtaining the averaged assessment will
be justified only if there is a high expert assessment con-
sistency (proximity). In case if, there are several group
supporting different opinions in the expert commission, it
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will be no use simply averaging all the expert assess-
ments. The main disadvantage of the methods based on
the procedures of pairwise comparison is that they can be
used for a small amount of compared elements. As the
number of the latter grows, it is quite often difficult to
achieve a high level of consistency of local priorities.

A favourable decision for the problems mentioned
above should be provided by applying the advanced
methods of the management of the indeterminacies, which
have appeared in the last years. Therefore, we refer DS7,
i.e. evidence theory [10—12], and Theory of Plausible and
Paradoxical Reasoning [13] to such methods. The mathe-
matical apparatus of those theories allows to get the ag-
gregated expert assessments using the technique of their
combination. The choice of the combination rule depends
on the study model (Dempster-Shafer model or Dezert-
Smarandache model); the information on the conflicts
between the expert evidence, which are combined; a
structure of expert evidence; degree of consistency of
expert evidences. In the works [13, 14], a number of rec-
ommendations for the choice of combination technique
has been proposed.

3 MATERIALS AND METHODS

Let us consider the problem of aggregation of group
expert assessments of decision attributes. Let us assume
that the values of the C-subset elements are formed on the
basis of the data gained through the objective studies
based on the independent measurements, calculations and
so on (objective data), and the values of the attribute a,
are formed out of the subjective data, i.e. data gained
through the expert surveys.

Let, a group of experts E ={E; \izl,_n} , taking into
consideration the data of the given DT based on the val-
ues of the given set of C-tokens, formed the profiles of

expert preferences P=<B >, whereas B={B, |i= I,_n} .
B-profile formed by the expert reflects its priorities in
relation to the u; eU (/=1 z) element’s membership

in the given class k), ea, (p:l,_r, r<z). Thus,

B; = {bj |j=1z}, whereas b’ contains

J
ber / name / marker of some class k,e€a, to which the

a num-

object u ; €U was referred by the expert £;.
The task is to synthesize the composite (group) profile

BY =¥ | j=1z}, agr(bh)—>b¥, each b¥
i=l,n
element of which reflects a group solution, has a number,

name or marker of some class kp €a,, to which the
object u ; €U was referred.

On the basis of the gained values of the B®" composite
profile for each object u; € U that is examined, it will be

able to set a class, to which it belongs:

Vu, eU,j:I,_z:(uj,b_]gr) . The pair (u;,k,) sets the i
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object appurtenance to some class &, €a, , the marker of

which is preserved in b fr .
A generalized scheme of the synthesis of the compos-
ite profile B ={b¥" | = 1,z} can be represented as

follows, i:l,_n;j=l,_z:

-1

B (b b} (bE
B=| B |=|bf .. bl |=[p¥| =BT (D)
B,) b ... »")ml b

For the synthesis of group (composite) expert assess-
ments in modeling the relation “the element of the uni-
verse — the defined class”, the mathematical notation of
DST was used. While modeling the dependence “U-
element — the D7-class”, the following situations were
studied:

1. Vu; €U whereas u; element belongs to the only

one class: uj— kp ;

2. Ju jeU, which, according to the expert choice,

can be referred to several classes: u; —{k,,...k},

pP#ES, p,szl,r* , P <r, Vp,s:l,/k :{kp ~kg}; in
the result of modeling, u; €U can be referred only to
one class.

3. Ju j € U , for which E; cannot define a reference to

j > ag, ‘v’p,s=l,r:{kp ~kg};

asaresult, u; eU can be referred to the only one class.

any of the set classes: u

The constraints, which are imposed on, and the condi-
tions of the procedure of the expert survey can result in
the following:

1. Using only the existing data and knowledge of the
DT in the process of the expert assessment aggregation.

Let us examine the set a, as the DST regards it. Let us
assume, a, is a frame of discernment, then, in the result of

the expert survey, a system of subsets B; = {b; |j= 1,_2}

will be formed, whereas b;- reflects E; judgments in rela-

tion to the u; € U -membership either in some &, €a,

class, or in several classes (provided the expert defines a
subgroup of classes, to one of which the u; €U -object

can be referred; the classes are equivalent inside the men-
tioned group). Thus, taking into account the DST-

notation, bj- shall be regulated by a system of rules:

1. b} =1{D}; )
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2. ‘b}‘ =1 — the expert has chosen and evaluated

one element & p €4y

3. ‘b}‘ =h. h<|a,| — the expert has highlighted
h of the elements k, €a, .

4. bl] =a, — it was difficult for the expert to as-
sess / choose as far as all the elements of the set a,
are equivalent.

Aggregating the expert judgments is done according
to the following suggested procedure:
1.1 Problem structuring. Let us highlight a subset of

expert judgments B; = {b;}, i=Ln for each u; eU
and form a subset of the unique elements on the basis of

those values: B;* ={b/}, 1<n.

1.2 Define the vector Rj- :{rt*}, whereas for

**‘

Vi=1|B; rt* = count(Bj (b,* )) corresponds the num-
ber of the Bj- -component that are equal to some value of
bt* € B;*.

1.3 Calculate the bpa masses for each subset B;* , tak-

ing into consideration the equation (formula):
mib; ) =1 [1B}. 3)

Thus, for each B;* -subset, it is possible to draw a

vector m;* = {m: |t=1,|B;* |}, the elements of which
are in accord with the following constraints [10—12]:

0<m(X)<1, m(@)=0, Y m(X;)=1, @
XjeA

whereas A corresponds to 20 ;m:A—[0,1].
1.4 The calculation of the upper and lower limits of
the probability for each k, €a,, which correspond the

values of the belief function Bel: A —[0,1],[10-12]:

Bel(B) = Zm(Xj)

Xj CB, XjeA (5)
and plausibility function P/: A —[0,1]:

PIB)= D m(X)) ©)

X, NB#D, X ;eA

1.5 Forming the intervals [Bel({k,}), PI({k,})] for

the subsets kp €a,.
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1.6 Choosing the optimal solution b:p, €a, is done

by means of the comparison of the intervals
[Bel(ik,}), PI(tk,})], Vp=1]a, | formed through the

belief function and plausibility functions. The maximal
interval, in which the lower value and upper value of the
interval limits are the highest among the similar values of
all the other intervals, corresponds the optimal solution:

b:p, =k, :m;lx[Bel({kp}), Pi({k, 1], Vp =1,r,

*

b}gr = b,y - Comparing all the embedded intervals, one
can go from the interval values to crisp values. Thus,
b = b:p, , on the assumption that bzp, ca,.

2. Involving the additional information, i.e. subjective
assessments, in the process of the expert judgment aggre-
gation.

Situation 2.a. Expert E; can refer the object u; eU

only either to a single class k, € a, or one subgroup of

q
classes (the classes are considered equivalent within a
highlighted subgroup, so the object u; €U can be re-
ferred only to one of those classes).

Let us assume that, a group of experts
E={E; \izl,_n} , based on the data of a given DT, con-
structed on the basis of the values of the organized set of
C-tokens, formed the set of EP’s P=<B,0 >. The P-set
forms a tuple consisting of two components such as:

l)a set B={B; \izl,_n} , each element of which is

B; = {bj- | j= L_z} reflecting the reference mentioned by

expert E; regarding the affiliation of the element u ; €U

(Jj :L_z) either to a class k, e a, or several classes pro-

q
vided the expert can define a subgroup of classes, to one
of which one can refer the object u; €U :

u;>k,eca
Vu; eU expert E;:q

q>
kg}cay.

(M

P

2)a set O={0;|i :L_n}, each element of which is
0; = {oj- | j :1,_2} reflecting the assessment of the Ei-

expert’s belief in the fact that the element u; eU

(j :1,_2) can be referred either to a class k, ea, ora

q
subgroup of classes.

Thus, under the DST notation, b;- shall meet the stan-

dards of a system of rules (2); in its turn, 0’}-

subjective assessment (probability) proving that the ele-

ment u; eU can be referred to a class kp €a, or a

is expert’s

q

group of classes. The assessment of 0; can be repre-
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sented within a set scale with using a range from 0 to N
(N> 0). Under the assumption that N # 1, then the value
oj- shall be normalized to a unit interval, i.e. o; e[0;1].

Aggregating the expert judgments is done according
to the following suggested procedure:

2.1 Problem structuring (partitioning). For each
ujeU, let us highlight a set of expert judgements

B; = {bj-} , i:l,_n and a set of assessments O; = {0}},
izl,_n ; let us form a subset of unique elements
B;* ={b/}, t<n of the B; = {bj-} on the basis of the

obtained values.
2.2 According to the DST-notation, let us consider a
set, i.e. the frame of discernment Q = {®w;,®,}, whereas

o; for each E; corresponds to the value of b’}- eB’;;

®, =a, represents a complete lack of knowledge of the

expert as to his choice. Under the assumption that m(w;)
is the probability of the fact that the element u; €U

really belongs to the mentioned class, m(a)l):ol}-, in case

of oj e[0;1], 05 € O;; then the probability of the fact
that the element can belong to some other class can be
represented as m(m,)=1-m(w;).

Thus, for each Bj-, one will be able to get a set

M ={m’ |i=1n}, whereas m’ = {m(w|),m(w,)} is a
bpa vector of, as the expert E; thinks, either right or
wrong classification of the element u ; €U , the elements
of m’ satisfy (4).

2.3 Defining a procedure of the expert evidence ag-
gregation (combination). For combining, one should

choose a pair of expert evidences b;,b;‘ € B; , such that

under i# h: mind; (m_i]-,mﬁl-) €[0;1] in compliance to
one of the metric [15-18].

2.4 Aggregation of expert assessments is done through
a combination of corresponding mass functions (bpa’s)

* i T g
M; ={m; [i=Ln} and B; ={b;}, by all the experts E;,

(i :I,_n) for each u; €U individually. In the result of

the combination, a vector B;omb :{b; li=1,v},

sk

J

v=2 and a vector M;omb :{mij |i=1,v} can be

obtained accordingly.

2.5. Calculation of the upper and lower bound of the
plausibility for each &, € a, in compliance with (5) and
(6) on the basis of the obtained B;omb and M;omb.
Forming the intervals [Bel({k ,}), PI({k,})] for the sub-

sets kp €ay.
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2.6. The choice of an optimal b:p, €a, is done

through  the
[Bel({k, 1), PI({k )], Vp =1,

lief and plausibility functions. The maximal interval cor-

q

comparison  of  the intervals

aq| formed with the be-

responds the optimal solution. Thus, b¥" = b:p, under the

assumption that b:pt €ag.

Situation 2.b. Expert E; can refer the object u; e U

either to several classes k, € a, or subgroups of classes

q
with different degree of confidence (belief) in one’s own
choice. As far as the classes are considered equivalent
within a highlighted subgroup, the object u; €U can be

referred only either to one class or a group of classes.
Let us assume that, analyzing the data of a given DT,
constructed on the basis of the values of the organized set

of C-tokens, a group of experts E = {FE; |i:1,_n} formed
the set of EP’s P=<B,0 >. A set of the EP’s creates a
tuple consisting of two components.

The first tuple component is B ={B; |i:1,_n}, each

B; = {b;- | j=1,z} element of which reflects the priorities

mentioned by the expert E; as to the membership of the

or several

element u; eU (j=Lz)inaclass k, ea,,

classes. At the same time, b;- ={Y; |k :I,_d} , d< 2‘”"‘

is more than one value (several aimed classes or groups of
classes). = The second tuple component is
0={0,; |i:1,_n}, each O; = {o_’}- | J :L_z} element of
which reflects the assessment of the E;-expert belief in the
fact that u; eU (J :1,_2) is a member of the certain

class k, € a, or asubgroup of classes. At the same time,

q

o ={Z; |k=1.d}, a<2l, vl',j:‘o;‘z‘b}‘, i=ln,

j=Lz.
Thus, taking into consideration, the DST notation,

each element Y gbj shall meet the standards of the

system of rules (2); in its turn, each element Z; € oj» can

create a probability, according to the expert’s subjective
assessment / belief), that the element u ; e U belongs to

the certain class k, € a, or a group of classes. The as-

q
sessment Z; € 03 can be represented within the first giv-

en scale, using a range from 0 to the certain given N
(N>0).
Aggregation of the expert judgements is done in com-
pliance with the suggested procedure, such as
2.1. Problem  structuring (partitioning).

highlight a set of the expert’s judgments B; Z{bj'}»

Let us
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_ . .
i=Ln, and a set of expert’s assessments O; = {0;-},

i=1,_n for each ujel.
2.2 Defining the mass functions that correspond the
highlighted subsets Y; < bj- , Vbj- € B; . For each formed

system of subsets bll ={Y, |k :I,_d} , it will be possible

to get a vector m; ={my |k=1,d +1}, the elements of

which correspond (4) and are calculated by the formulae,
such as [10]:

Z;-0;

my (V) = ——*——,
k=1

8

Ja @®)

md+1(aq):d—

ZZk -6,- +\/;
k=1

The value equaling m;(a,) can reflect a degree of
complete ignorance of E; in relation to the membership of
the object u; €U inany class k, €a, .

2.3. Defining the aggregation (combination) procedure
of the expert judgments. For the combination, one can
choose a pair of b},b;’ € Bj- such that under i#h:
mind ; (mi-,rn]}-) €[0;1] in accordance with one of met-

rics [15-18].
2.4. The aggregation of the EP’s is done by the com-

bination of the obtained bpa’s Mj = {mij i=l,_n} and
B; ={bj~}, by all the experts E, (izl,_n), for each

u; €U individually, as well. The combination results are

- a
a vector B;omb = {kamb lk=1v}, v< 2‘ 4 and vector

Mj.om” = {m(chomb) | k= Ly, accordingly.

2.5. The calculation of the upper and lower bound for
each k, €a, is done in compliance with (5) and (6), and
on the basis of the obtained Bj-"mb and M‘}OM , as well.
The formation of the intervals [Bel({k ,}), PI({k ,})] for
the subsets &k, € a, .

2.6. Choosing an optimal solution b:p[ €a, is done
through  the

[Bel(tk ,}), PICik 1)1, Vp:1,|aq|. The maximal inter-

comparison  of  the intervals

*

val corresponds to the optimal solution. Thus, b%" =b,,,

(bopr € a)-
Let us consider the problem of aggregation of group

expert assessments of condition attributes. For the DT, it
© Kovalenko I. I., Shved A. V., Davydenko Ye. O., 2022
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is supposed that a A-set of primitive attributes is a union

of two subsets A={a;|/=1,q-1}va,, ie. subsets of

q b

independent condition attributes C={a; |/ =1, -1} and
one-element set of decision attribute D ={a,}. Let us
assume that, on the set C, it is possible to highlight a sub-

set C" c C, the elements of which are formed on the
basis of the subjective data, i.e. data obtained by means of
the expert survey. Let us enter the token ¢ =| C : .

Let us assume that, examining the universe of

discourse, a group of experts E={E;|i=1,n} has
formed the set of EP’s suchas P=<H > or P=<H,0 >,
whereas H ={H; |i=1,_n}, 0 ={0; |i:1,_n}. Each ele-
ment H; ={H'|j=1z}, H}={a](u;)|l=11} of the

first component of the E-profile reflects its preferences in
relation to the values of the relevant condition attributes

a; (u;) of the element u; eU (jzl,_z). The second
component O ={0; |i :I,_n} of the E-profile represents

the expert’s assessment of the belief in the correctness of

his / her judgements, 0; = {Oj- | j :1,_2},

O =tol(u;)|l= L#}, whereas

assessment of the degree of confidence of the E; in the set
value of the attribute g; for the element u jeu.
The synthesize a

HE ={HY |j=1z}, each element of which, i.e.

o; (u;) is the

task is to group profile

H f’r ={af (u;)|l= 1,¢}, represents a group solution and

contains the aggregated values of the condition attributes

af (u;) of the u; eU (,j=1,z), which are formed on
the basis of the individual EP’s H;={H ; | J :L_z} ,

Vi=1n,Fig. 1.

Taking into account the values of the H¥" composite
profile, one can do the further examination and D7-data
structuring.

The synthesis of the group decision is done according
to the following procedure:

1. Problem structuring. Let a set of judgements

Hj ={H’|i=1n}, Yu; €U will be formed.
2. Aggregation of the group expert assessments
i *
The aggregation of the group expert’s assessments is

done individually for each attribute a;(u ;) by all the
experts E, i=1,n,ie Vi=1t¢: agr(af(uj)) - H}gr.
i

As an operator for processing the group expert’s as-
sessments of the relevant condition attributes can be one
of the above schemes used.

99



e-ISSN 1607-3274 Pagioenexrponika, inpopmaruka, ynpasminss. 2022. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 1

C'cCI|C=t
U f:l LR ‘L—':n
a' |l o | By |os| & |l & | H;
Wolal @)l ... [ @)| H) | ... |a @) | ... |a" @)| H]
u. alj (u)| ... a,l(rf_-) H:l Na G| .. fa) (u)| H

The generalized scheme of the aggregation of H i

i=1,n, and construction of H )gr as a group expert as-

sessment of the values of condition attributes @, by the j-th
object, can be represented in the following way:

1 1 gr -1
ay(u;) a; (uj) ap (u;)

Hi=|alw) - a) |=|af ()| =H]. )
af' (u;) af' (uy) JIml\ af" (u;)

Similarly, the formation of the aggregated attribute
values is made for each uj; e U, j=1z.

Let us examine the problem of the group decision syn-
thesis in relation to the membership of the element
u; €U in the given class provided the certain values of

the relevant condition attributes of the u j eU are also

formed on the basis of the group expert evaluation.

In such a case, the expert evaluation shall be divided
in two stages.

Stage 1. Solving the task of aggregation of the group
expert assessments of condition attributes.

At that stage, a group of experts E={F;|i= L_n}
forms the set of EP’s of P=<H > or P =<H, O >—types,
whereas H = {H; |i:1,_n}, 0 ={0; |i:1,_n} . In the first
case, the EP H,; ={H" | j=1z}, H' ={al(u;)|I =11}
formed by E; reflects its preferences in relation to the val-
ues of the relevant condition attributes a; (uj) of the
ujel (j= 1z ). In the second case, the EP formed by
the E; contains an additional set O={0; |i= I,_n} s
0, ={0%|j=1z}, O%={oj(u;)|I=11  whereas
of(u ;) is an assessment of the degree of the E; belief in

the correctness of the fixed value of the attribute a; for the
u;e U.

The synthesis EP’s
ngz{H§r|j=1,_z}, each ngr:{algr(uj)uzﬂ}

of a set of composite
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Figure 1 — The procedure for H*" profile synthesis

(_‘.
U H*
HY = (H7 | =1z, e fet o Lo
. : 5 o il wi laf" | ... [af @) | HY
HY ={af (u,)|1=11}.
u. laf )| ... |a¥ (u)| HY

element of which reflects a group decision and contains
the aggregated values of the relevant condition attributes

af’(u;) of the u; eU (j= 1,z ) obtained on the basis

of the individual EP’s H; ={a}(u;)|I =11}, Vi=lLn,

is carried out in accordance with the above-given scheme,
i.e. a problem of aggregation of group expert assessments
of condition attributes.

Stage 2. Solving the task of aggregation of the group
expert assessments of decision attributes.

At the second stage, taking into account the values

T={y;lj=Lz}, v; ={a;(u;)|I=1]C|} of the given

set of  tokens (attributes) A={a;|l= G} ,

C={a;|l=1,q—-1}, a group of experts E = {E; |i=1,_n}
forms the set of EPs P=<B>
B={B;|i=1n}.

We assume that each subset y; is formed on the basis
of both:

1. The initial subjective data, i.e. under the group ex-

pert evaluation, the subjective values of the y; are formed
out of the obtained at the first stage values of the relevant

ng :{H.]gr |]=1,_Z},

whereas

condition attributes

HY ={af"(u;)|1 =1t}  such that H}gr cv,

Vj:l,_z:

gr
2. The initial objective data. Under the assumption
.1 o\ prer
vj=1z:|HS |<|yj|,

that the

Y :{az(uj)},

vj :L_z:yj \H%", are the values au) formed on the
basis of the objective data.

The E; profile B; = {bj- |j= 1,_2} represents its pref-
erences in relation to the membership of the u; eU

(j=1,_z)inthegivenclass kpea, (p=1,_r,r<z),and

the value bj- contains a number / name / or a marker of

some class k, €a,, to which the object u; eU was

referred by the E;. The set of EP’s can be represented in a
form of P =<B, 0 >. The second tuple component is a set

O:{0i|i:1,_n}, each element of which, ie.
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0; = {0"/'- | j= 1,_2} , represents the degree of the E; belief
in the fact that the u; eU (j = 1,_2) is a member of ei-

ther a certain class k, €a, or a subgroup of classes

q

whereas o;'- ={Z; |k:1,_d}, dS2‘a"‘, Vi,j:‘oé-‘:

bj

B

i=Ln, j=1z.

The task is to synthesize the composite profile
BE = {b}gr | j=1,z} whereas b’ represents a group de-
cision in relation to the u; €U membership in some

k, €a, inaccordance with the above-given scheme.
4 EXPERIMENTS
Let us demonstrate the above-suggested approaches,
taking as a sample the solution of the problem of the
group decisions synthesis in relation to the values of the
relevant decision attributes. Let us assume that, taking
into account the values of the formed set of tokens C, a

group of experts E={E; |i= 1,_5} evaluated the member-

ship of the elements of the universe u; eU (j :1,_3) in

the given set of classes a, ={k, | p= 1,_3} .

Sample 1. In the process of forming a group expert as-
sessment, the only existing DT data and knowledge are
used. The results of the expert survey are given in Ta-
ble 1.

Table 1 — Expert profiles (Sample 1)

Objects E] Ez E3 E4 E5
u tha} th ks} tha} thy ks} ths}
us i} tha} th} th} ki ko}
us tha} th} thi, Ko} s} tho}

Sample 2. In the process of forming a group EP’s, the
embedded additional expert information is used; the ex-

pert E; can refer the object u; €U only to either one

g Oraone subset of classes. The results of

the expert survey are given in Table 2.

Sample 3. In the process of forming a group EP’s, the
embedded additional expert information is used; the ex-
pert E; can refer the u; eU either to several classes

class kp €a

g or several subsets of classes with different de-

gree of belief in one’s own choice. The results of the ex-
pert survey are given in Table 3.

kpea

Table 2 — Expert profiles (Sample 2)

. E Ez E3 E4 ES
Objects 2151 8 [0 0. B, [0.| B [0
231 tha} 6 ko b} 8 tha} 9 th ks} 7 ths} 7
" | 7 (ko 9 | (kY | 7 (k) 7 | thk | 8
U3 {k} 8 {ki} 6 {ki o} 8 {ks} 8 {ka} 9
Table 3 — Expert profiles (Sample 3)
) E, E, E5 E, E.
Objects Yic b]/ Zic 0} Yic bi/zA Zic 012- Yic bj Zic 0? Yic b? Zic 0? Yic bf Zic 0?
{ha} 6 {ho ks} 8 {ka} 9 {ky ks} 7 {hs} 7
uy {ki} 7 {ki} 5 — {ka} 5 {ki} 9
{ks} 3 - - - - - - - -
u {hi} 8 tho} 9 thi} 7 thi} 7 th ko) 8
§ (ks k) 5 - - (ks 4 (ks 9 - -
u (ks 8 (ki } 6 (ki k) 8 (ks 8 (ko 9
Tables 1-3 represents only the subjective judgments  the membership of the element u; €U in a class
made by five experts as to the membership of the ele- k ca
pr =%

ments of the given universe in a fixed set of classes. In
such a case, the values of the classified attributes of the
universe elements are omitted on purpose as far as they do
not matter, by any means, for the problem that is exam-
ined.

The elements of the set O; (Table 2) and set Z; (Table
3) were evaluated according to the ten-point scale (zero
stands for the lowest degree of preference and ten stands
for an absolute degree of preference).

5 RESULTS
Let us examine the practical realization of the above
methods for synthesizing a group decision in relation to

© Kovalenko I. I., Shved A. V., Davydenko Ye. O., 2022
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In the process of analyzing the data from Table 1, it
can be seen that, taking into account a, ={k, | p =13},

for a group of experts formed a set

Bl* ={{}.{f. k), {00 k. k) .{k3} ) on the Dbasis of
which it will be possible to
B = ko) ths) thoks} .kt
R ={2,1LL1}.

Let us calculate the basic probability assignment for

u el,

form a set

and a vector

each element of the set Bl* i according to equation (3):
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miky}=2/5;
m{kl,k3}=1/5;

miky}=1/5;
m{kz,k3}=1/5 .

Let us calculate the value of the functions (5) and (6)
for each element of the set a,:

| Bel({ky}) =m({ky}) = 0;
VP D = 0.2;

| Bel({ky}) =m({ky}) =0.4;
2Pty p =06
fn - Bel({ks3}) =m({k3}) =0.2;
3\ PI({ks}) = 0.6.

After taking a look at the above calculations, one can

see that the b:pt ={k,} is an optimal one. Thus, we ob-

tain u; — kp and b = {k,} , accordingly.
In the process of analysis the data given in Table 2,
one can see that, taking into account a, ={k, [ p=13},

for uyelU, the formed a  set

Bf ={{ky},{kn, 3}, {kr ) {ky ks, {ks} ). On the basis of the
values of the |latter, we
Bl = {tka}ths}, thysks ), e ks
0; ={6,8,9,7,7}, as well.
The bpa’s of the formed focal elements are given in
Table 4.
Let us calculate the combined values of the bpa’s of
the highlighted subsets:
mik,}=0.44;
m{kz,k3} =0.003 N
m{kl ,kz,k?, } =0.0007 5

experts

can form a set

and a set

miky}t =047,
m{kl ,k3} =0.0863.

Let us calculate the values of the functions (5) and (6)
for each element of the set a,:
| Bel({ky})=0;
1' {Pl({kl 1) =0.087;
Bel({ky}) =0.44;
{Pl({kz 1) =0.444;

L[ Bel(iks ) =047:
37\ Pi({ky}) = 0.56.

2 .

Taking into account the above calculations, one can

see that the b:pt ={k3} is an optimum choice. Thus, we

obtain u) — k3 and b = {k3} , accordingly.
In the process of the analysis of the data from Table 3,

one can see that the experts formed a set Bl* = {bf } and a
set of assessments Ol* = {of}, izl,_n for u; €U , on the

basis of a, ={k, | p =13}, whereas

bl = {tky}, {ka ), th3 )} s ol =17,6,3};

b ={{ky}, ko ks )} of =1{5.8};
by ={tka}}; o} ={9};
byt ={{ko} thy ks b} s of ={5.7};
by ={tki b tks ) o} ={9,7}.

The bpa’s of the formed focal elements are given in
Table 5.

Table 4 — The bpa’s of the formed focal elements (Sample 2)

Objects £, £ £ LA Es
! m(@,) | m(ey) | m(@) | m(ey) | m(@) | m(ep) | m(@) | m(@) | m(e) | m(e)
i 0.6 0.4 0.8 0.2 0.9 0.1 0.7 0.3 0.7 0.3
[ 0.7 0.3 0.9 0.1 0.7 0.3 0.7 0.3 0.8 0.2
U3 0.8 0.2 0.6 0.4 0.8 0.2 0.8 0.2 0.9 0.1
Table 5 — The bpa’s of the formed focal elements (Sample 3)
E] E2 E3 E4 E5
Object:
B vieo) my) | Yeb: m(Y,) Yeb) m(¥y) Y b} m(Yy) =y m(Y,)
(ot 034 (e s} 0.55 (et 0.90 (ko s} 0.52 (st 040
. {a} 039 (et 035 okst | 010 (ot 037 {y} 052
! (s 0.17 ko ko) 0.10 - 7 (b Fo) 0.11 (o fo Fo) 0.03
s 0.10 - - - - - - - -
() 055 T} 09 (k) 0.56 (k) 040 (ki fo} 0.89
" (s fes) 035 s 0.1 (k) 032 (ot 052 (ko k) 0.11
(ki ko K3} 0.10 - - {ki ko K3} 0.12 {ki ko ks} 0.08 - -
. (o 0.89 I 0.86 Ty fo) 0.89 (s 0.89 (! 090
; (e s} 0.11 (e e s} 0.14 oo kst | 011 (o s} 0.11 (ko s} 0.10
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Let us calculate the combined values of the bpa’s of
highlighted subsets in compliance with (8):
m{k;} =0.331; miky}=0.438;
miks}=0.217; miky,k3} =0.013;
m{kz,k3} =0.0002 5 m{kl,kz,k3} =0.0008 .

Let us calculate values of the functions (5) and (6) for
each element of the set a,:

[Bel({k})=0.331;
U PI(tky}) = 0.3448.

{Bel({kz}) =0.438;

2| PI(tky ) = 0.439.
| Bel({k3}) =0.217;
37\ Pi({ks}) = 0.231.

Taking a look at the estimations described above, one

can see that the b:pt ={k,} is an optimum. Thus, we ob-
tain u; — ky and b = {k,} , accordingly.

6 DISCUSSION

The problems of the group decisions synthesis while
modeling the relationship between the element of uni-
verse and definite class either in case if one takes into
consideration only the existing DT data or if the addi-
tional information, i.e. subjective expert assessments, is
involved in the process of aggregating the expert judg-
ment, have been studied. In solving the problem of the
aggregation of the relevant DT attributes formed on the
basis of the subjective assessments of the expert group,
the situations are considered when an expert can either
refer a universe object only to one class, i.c. a single sub-
group of classes when the classes are considered equiva-
lent within a highlighted subset, or define that a universe
object can refer to several separate classes, i.e. subsets of
classes, with different degree of confidence in one’s own
choice, i.e. the classes can be considered equivalent
within a highlighted subset.

To make the aggregated expert assessments, a mathe-
matical mechanism of evidence theory has been used.
Unlike the existing techniques of the expert evidence ag-
gregation, that allowed to synthesize the group decisions
in the context of multiple alternatives, incompleteness,
inaccuracy and inconsistency (conflict), as well as to
model the uncertainty and not to strictly restrain the ex-
pert in his / her personal choice. To put it in other words,
the expert can choose not only a single priority but also
can form the clustered ranges of objects, setting a degree
of confidence in his / her own choice.

CONCLUSIONS
The problems, which arise in the process of the analy-
sis and structuring of DT data in the context of the group
expert evaluation have been formulated. A set of mathe-
matical models for structuring the DT data obtained out of
the expert assessments, which are formed and processed

© Kovalenko I. I., Shved A. V., Davydenko Ye. O., 2022
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in the context of inaccuracy (roughness), imperfection,
and multiple alternatives in the process of solving the
inaccurate classification problem, has been proposed.

The scientific novelty of obtained results is that the
models and methods of synthesizing the group decisions
and DT data structuring are received the further develop-
ment. The next problems of synthesizing the group deci-
sions and DT data structuring have been solved: the syn-
thesis of the group assessments of the values of the rele-
vant decision attributes, the synthesis of the group as-
sessments of the values of the relevant condition attrib-
utes, and the synthesis of the group assessments concern-
ing the membership of the universe object in the given
class provided the appropriate values of the relevant con-
dition attributes of the object are also formed on the basis
of the group expert evaluation. The suggested techniques
are based on the mathematical notation of the evidence
theory. That allowed processing the group expert assess-
ments under vagueness, imperfection, and inconsistency
(conflict).

The practical significance of the obtained results im-
plies that the suggested techniques form a theoretical sub-
stratum for plotting the methods, algorithms, and informa-
tion technologies for intelligent support of the decision-
making process, and its implementing in the automated
decision-support systems for an inaccurate classification
problem solving. The obtained results can be helpful in
the formation of the bases of the expert’s knowledge in
different universes of discourse.

The prospects for further research imply the devel-
opment of the procedure of reducing the DT knowledge
formed on the basis of the individual expert judgments,
especially in the context of the incomplete expert data.
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VK 004.827:519.816

PO3POBKA MATEMATHYHHWX MOJIEJIEM CUHTE3Y I'PYIIOBUX PIIEHDb CTPYKTYPU3AIIIL
I'PYBUX JAHUX TA EKCIIEPTHUX 3HAHb

Kosanenko L. 1. — 1-p TexH. Hayk, npodecop, mpodecop kadeapu imKeHepii mporpamMHoro 3ade3mnedeHHs YoOpHOMOPCHKOTO Ha-
HioHaJbHOTO yHiBepcuTeTy iMeHi [lerpa Mormmmi, Mukomnais, Ykpaina.

IIBex A. B. — 1-p TexH. HayK, JJOIEHT, HOLEHT KadeapH imxeHepii mporpaMHOro 3ade3nedeHHss YOpHOMOPCHKOTO HalliOHAIBHO-
ro yHiBepcurety imeHi [Ilerpa Morunu, Mukosais, Ykpaina.

JaBunenko €. O. — kaHI. TEXH. HayK, JOILCHT, 3aBilTyBady Kadeapu iHXKeHepii mporpamHoro 3abdesneueHHs YopHOMOPCHKOTO
HalioHaJIbHOTO yHiBepcuteTy imMeHi [lerpa Morumm, Mukoinais, Ykpaina.

AHOTAULIA

AKTyaJbHicTb. PO3risHyTI MuTaHHS arperyBaHHs 3HaueHb aTpUOyTiB TaOIMII pilIeHb, CPOPMOBAHUX HA OCHOBI TPYHOBUX €KC-
MEPTHHUX OI[IHOK MW BUPIIICHH] 3a/1a4i HETOYHOI KiIacudikalii B paMKax HOTaLil Teopii rpyOnx MHOKUH. O0’€KTOM IOCITIHKEHHS €
MPOLIECH CHHTE3Y MaTeMaTHYHHX MOJEICH CTPYKTypH3awil Ta yIpaBiliHHS eKCHEPTHUMH 3HaHHSIMH, Ki HOPMYIOThCS Ta 00pOOITIO-
I0ThCSL B yMOBaX HETOYHOCTI (TpyOOCTi) Ta HEMOBHOTH. MeTa po6oTn — po3pobka MaTeMaTHIHUX MOJeENeH CTPyKTypH3allii IpyroBHX
eKCIIePTHUX OLIIHOK TP BUPIILIEHHI 33124l «HETOYHOI Kiacupikarii».

MeToa. 3anpornoHOBaHO KOMILIEKC MaTeMaTHYHUX MOJENEH CTPYKTypH3allii rpyHOBUX SKCIIEPTHUX OLIHOK, B OCHOBY SIKHX IO-
KJIa[ICHO METOIH TEOPii CBIZOUTB, sIKi JO3BOJIAIOTh KOPEKTHO OMEPYBATH 3 BUXiIHUMH JaHUMH, CHOPMOBAHHMH B YMOBaxX HEBU3HA-
YEHOCTi, HETOBHOTH, HEY3TO/PKEHOCTI (KOHGUIIKTY). PO3MIIsHYTI MUTAHHS CHHTE3y TPYIOBHX PIllIeHb IJIsl IBOX BHIQJKIB: TUTBKH Ha
OCHOBI ICHYIOUMX JaHHUX TaOJWIi PillleHb, 1 3 3aIy4eHHSAM J0IATKOBOi iH(popmarii (cy0’eKTUBHHX €KCIIEPTHHX OIIIHOK) B MPOIECi
arperyBaHHS CY/KCHb EKCIICPTIB.

PesyabraTu. OTpuUMaHi pe3ysbTaTd MOXYTh OyTH IMOKJIAJCHI B OCHOBY METOAMKH, IO J03BOJISE BUKOHYBATH KiIacH(ikalliro
IPYIOBUX EKCIIEPTHHUX OLIHOK i3 3aCTOCYBaHHAM Teopii rpyOoux MHOXHUH. 1le 1ae MOXKIMBICTh GOPMYBATH CTPYKTYPH, LIO MOJEITIO-
I0Th 3QJISKHICTh MIXK KJIacu(iKaliitHUMU aTpHOyTaMH OLIHIOBaHUX 00’ €KTiB, 3HAUCHHS SIKMX (POPMYIOThCS Ha OCHOBI 1HIUMBITyasb-
HUX €KCIIEPTHHX OIHOK, 1 X IPUHAJIC)KHICTIO BIINOBITHUM KJIacaM.

BucnoBku. [licTaiy noJanbioro po3BUTKY MOJENI Ta METOAM CHHTE3Y I'PYNOBHX PillleHb Y KOHTEKCTI CTPYKTYPYBaHHS JaHUX
Tabauui pimens. Tpu OCHOBHI 33/1a4i CTPYKTYPYBaHHS JaHUX TaONUI PillieHb, OJICPIKAaHUX y PEe3yJIbTaTi eKCIEPTHOTO OMUTYBAaHHS,
OyJIO pO3TIIHYTO: arperyBaHHs €KCIEPTHHUX CYIKEHBb IOJIO0 3HaYeHb aTPHOYTIB PIlICHh IPH MOJACTIOBAHHI 3aJIC)KHOCTI «EJIEMEHT
YVHIBEpCYyMy — BH3HA4YEHHUH KJIAC»; arperyBaHHs EKCIIEPTHHUX OLIHOK MIOAO 3HAUYEHb aTpHOYTIB YMOB; CHHTE3 TPyHOBOTO PIIICHHS
II0JI0 HAJIEKHOCTI 00'€KTa JI0 TMIEBHOTO KJacy 3a YMOBH, IO 3HAYCHHS aTPUOYTIB YMOB Tak0X (OPMYIOTHCS LUISIXOM E€KCIIEPTHOTO
OIMUTYBAaHHS. 3alPOIIOHOBaHI TEXHIKH CTPYKTypH3aLil IPYyHOBUX EKCIEPTHUX OLIIHOK CTAHOBIISITH TEOPETHYHE MIiAIPYHTS [JIsl CHHTE-
3y iH(pOpManifHUX TEXHOJIOTIH BUPIIICHH 3a1a4 CTATUCTUYHOTO Ta IHTEIEKTyalbHOro (Ki1acudikalis, KiacTepu3allis, paHXyBaHHS,
arperyBaHHs) aHaJi3y JaHHX 3 METOIO IiArOTOBKM iH(opMarlii Ui NpUHHATTS OOIPYHTOBAaHHMX Ta e()EKTHBHUX PillleHb B yMOBax
HETOBHOTH, HEBU3HAYCHOCTI, HEY3TOKSHOCTI HETOYHOCTI Ta X MOXJIMBUX KOMOIHALIH.

KJIFOYOBI CJIOBA: Teopist CBigoUTB, TeOpisi IpyOHX MHOXHH, arperyBaHHs, Kiacu]ikallis, HeTOYHICTh, €KCIEPTHI OL[iHKH.

VJIK 004.827:519.816

PA3PABOTKA MATEMATHYECKHAX MOJEJEN CUHTE3A I'PYIINIOBBIX PEINEHUI
CTPYKTYPH3AIIUM I'PYBBIX TAHHBIX U SKCNIEPTHBIX 3HAHU
KoBanenko U. U. — 1-p TexH. Hayk, mpodeccop, mpodeccop kadeapsl HHKEHEPHH TPOTrpaMMHOT0 obecriedeHus: YepHOMOpPCKO-
ro HaIMOHAJIBbHOTO yYHUBepcuTeTa uMeHu [lerpa Morunsl, Hukonaes, Ykpauna.
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IBex A. B. — 1-p TexH. HayK, IOLEHT, TONEHT Kaeapsl HHXKCHEPUH MPOrpaMMHOT0 obecredeHns: YepHOMOPCKOTO HAI[HOHAITb-
HOro yHuBepcureTa umenu [lerpa Morunsl, Hukonaes, YkpauHa.

JaBbinenko E. A. — xanj. TexH. HayK, JOLIEHT, 3aBeAyIONIMi Kadenpol MH)XEHEPUH MporpaMMHOro obecreueHus: YepHomop-
CKOI'0 HallMOHAJILHOTO yHUBepcuTeTa uMeHu Ilerpa Morunsl, Hukonaes, Ykpauna.

AHHOTAIUA

AKTyaJlbHOCTB. PaccMOTpeHBI BOIPOCH arperHpoBaHusl 3HAYEHHUI aTprOyTOB TaONHMIBI pemieHnH, cOPMUPOBAHHBIX Ha OCHOBE
TPYMIOBBIX SKCIIEPTHBIX OLEHOK MPH PEIICHUH 3a/1ad HETOYHO! KIacCH(HUKAINK B PaMKaX HOTAIIMU TEOPUH IpyObIx MHOXECTB. O0B-
€KTOM HCCIIEZIOBAaHNS SIBISUIMCH IIPOLECCHl CUHTE3a MaTEMAaTHIECKUX MOJENCH CTPYKTYpU3AIlMK U YIIPABICHUS SKCIIEPTHHIMU 3HAHUS-
MH, KOTOpbIe (hOpPMHPYIOTCSI 1 00pabaThIBAIOTCS B YCIOBHUAX HETOUYHOCTH (TpyOocTn) 1 HenoiaHoThL. Llens paboTel — pa3paboTka Mare-
MaTHYECKUX MOZEJIEH CTPYKTYpPH3aLiH IPYIIIOBBIX SKCIEPTHBIX OLICHOK IPH PEIICHNH 3a1a4y «HETOUHOH KiIacCU(UKammy.

Merton. IIpeanoskeHo KOMIIEKC MaTeMaTHYECKUX MOJIeNel CTPYKTypHU3aLUK IPYIHOBBIX SKCIEPTHHIX OLEHOK, B OCHOBY KOTO-
PBIX TOJIOKEHBI METOBI TEOPUH CBHJETENIBCTB, MO3BOJIAIOIINE KOPPEKTHO ONIEPUPOBATH C UCXOJHBIMU AAHHBIMH, CHOPMUPOBAHHBI-
MH B YCIOBHSAX HEONPEAENCHHOCTH, HEMOJTHOTHI, HECOTTIACOBAHHOCTH (KOH(IHKTa). PaccMOTpEeHBI BOMPOCHI CHHTE3a IPYIIIOBBIX
pelIeHui Ui ABYX CITydaeB: TOJBKO HA OCHOBE CYIIECTBYIOIINX AAHHBIX TaOIHI[B! PEIICHUH, W C IPHUBJICUYCHUEM JOMONTHHTEILHON
nHpopmarmy (CyOBEKTHBHBIX IKCHEPTHBIX OIIEHOK) B IIPOIIECCE arpErHPOBAHUS CY>KIACHHI SKCIIEPTOB.

Pe3yabTarsl. [lomyueHHbIe pe3ynbTaTel MOTYT OBITH ITOJIOXKEHBI B OCHOBY METOJMKH, ITO3BOJISIONIEH BEHINTOIHATH KIACCH(UKA-
LU0 IPYIIIOBBIX SKCHEPTHBIX OLEHOK C MPUMEHEHHEM TEOPHH IPpyOBbIX MHOKECTB. DTO MO3BOJISIET POPMHUPOBATH CTPYKTYPBI, MOZIe-
JIPYIOIIHE 3aBUCHMOCTh MEXy KIacCH(HUKAIMOHHBIMU aTpuOyTaMy OLCHHMBAEMBIX OOBEKTOB, 3HAUYEHUSI KOTOPBHIX (hOPMHUPYIOTCS
Ha OCHOBE MHJMBUIYaNbHbBIX SKCIIEPTHBIX OLIEHOK, U UX MPUHAJIEKHOCTHIO COOTBETCTBYIOIIUM KJ1acCaM.

BeiBoabl. [Tomyunny panpHeliee pa3sBUTHE MOJEIN U METOJbl CUHTE3a TPYINIIOBBIX PELIEHUM B KOHTEKCTE CTPYKTYpPHUPOBAHUS
JTAaHHBIX TaOIHIB! penieHuid. Tpu OCHOBHBIE 3a[adX CTPYKTYypPHPOBAHUS JAHHBIX TaONUIBI peLIeHH, TOTyYeHHBIX B PE3YIbTaTe IKC-
MEPTHOTO OMpOca, OBIIM PACCMOTPEHBI: arpeTHPOBAHUE HKCIEPTHBIX OLEHOK 3HAUCHUH aTPHOYTOB pEUICHHH IPH MOAEIUPOBAHUI
3aBUCHMOCTH «DJIEMEHT YHHBEPCYMa — ONPEJeNICHHBIH KIIacC»; arperupoBaHNe SKCIEPTHHIX OLEHOK 3HAUCHUIl aTpuOyTOB yCIOBHI;
CHHTE3 TPYNIOBOTO PEIICHUS O NPHUHAIICKHOCTH 00BEKTa K HEKOTOPOMY KJIACCy HMPH YCJIOBHY, YTO 3HAYEHHS aTPHOYTOB yCIOBHI
TaKke (GOPMHUPYIOTCS 3a pe3yJibTaTaMH IKCIEPTHOrO omnpoca. [IpeuioykeHHble TEXHUKH CTPYKTYPU3alUK IPYIIIOBBIX 3KCHEPTHBIX
OLICHOK COCTaBJIIIOT TEOPETHUECKYIO OCHOBY JUISl CUHTe3a MH(OPMALMOHHBIX TEXHOJOTUH PEIeHHUs 3a1a4y CTaTUCTUYECKOrO M WH-
TEIUIEKTyanbHOro (KIaccu(UKalys, KiIacTepu3alus, paHXUPOBaHHE, arpeTUPOBAHNE) aHAIM3a JAHHBIX C IEJbI0 NMOATOTOBKU HH-
(dbopmanuu 1 IPUHATHA 000CHOBAaHHBIX M 3()(QEKTUBHBIX PELICHHI B yCIOBHUAX HEIOIHOTHI, HEONPEEICHHOCTH, HECOTTIACOBAHHO-
CTH HETOYHOCTH UX BO3MOXKHBIX KOMOMHAIHUI.

KJIIFOYEBBIE CJIOBA: Teopusi CBHICTEIBCTB, TEOPUS TPYOBIX MHOXECTB, arperupoBaHUE, KIacCH(UKAIWS, HETOYHOCTD,
9KCTICPTHBIE OIIEHKH.
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UDC 004.94
DEVELOPING A FUZZY RISK ASSESSMENT MODEL FOR ERP-
SYSTEMS

Kozhukhivskyi A. D. — Dr. Sc., Professor, Professor Department of Information and Cybernetic security of State
University of Telecommunications, Kyiv, Ukraine.

Kozhukhivska O. A. — Dr. Sc., Associate Professor Department of Information and Cybernetic security of State
University of Telecommunications, Kyiv, Ukraine.

ABSTRACT

Context. Because assessing information security risks is a complex and complete uncertainty process, and uncer-tainties are a
major factor influencing valuation performance, it is advisable to use fuzzy methods and models that are adaptive to non-calculated
data. The formation of vague assessments of risk factors is subjective, and risk assessment depends on the practical results obtained
in the process of processing the risks of threats that have already arisen during the functioning of the organization and experience of
information security professionals. Therefore, it will be advisable to use models that can adequately assess fuzzy factors and have the
ability to adjust their impact on risk assessment. The greatest performance indicators for solving such problems are neuro-fuzzy
models that combine methods of fuzzy logic and artificial neural networks and systems, i.e. “human-like” style of considerations of
fuzzy systems with training and simulation of mental phenomena of neural networks. To build a model for calculating the risk
assessment of information security, it is proposed to use a fuzzy product model. Fuzzy product models (Rule-Based Fuzzy Mo-
dels/Systems) this is a common type of fuzzy models used to describe, analyze and simulate complex systems and processes that are
poorly formalized.

Objective. Development of the structure of a fuzzy model of quality of information security risk assessment and protection of
ERP systems through the use of fuzzy neural models.

Method. To build a model for calculating the risk assessment of information security, it is proposed to use a fuzzy product
model. Fuzzy product models are a common kind of fuzzy models used to describe, analyze and model complex systems and
processes that are poorly formalized.

Results. Identified factors influencing risk assessment suggest the use of linguistic variables to describe them and use fuzzy
variables to assess their qualities, as well as a system of qualitative assessments. The choice of parameters is substantiated and the
structure of the fuzzy product model of risk assessment and the basis of the rules of fuzzy logical conclusion is developed. The use of
fuzzy models for solving problems of information security risk assessment, as well as the concept and construction of ERP systems
and analyzed problems of their security and vulnerabilities are considered.

Conclusions. A fuzzy model has been developed risk assessment of the ERP system. Selected a list of factors affecting the risk
of information security. Methods of risk assessment of information resources and ERP-systems in general, assessment of financial
losses from the implementation of threats, determination of the type of risk according to its assessment for the formation of
recommendations on their processing in order to maintain the level of protection of the ERP-system are proposed. The list of
linguistic variables of the model is defined. The structure of the database of fuzzy product rules — MISO-structure is chosen. The
structure of the fuzzy model was built. Fuzzy variable models have been identified.

KEYWORDS: information security, fuzzy logic, risk assessment, security, ERP-system.

ABBREVIATIONS NOMENCLATURE
ANFIS is an Adaptive Network-based Fuzzy Infer- Rjj is a Risk of the i-th resource in the implementa-
ence System,;
DB is a Database;
DSTU is a State standard of Ukraine;

tion of the j-th threat;
Ajj is a Expected loss from the onetime implementa-

ERP is a Enterprise Resources Planning; tion of the j-th threat to for the i-th resource;
ERP-System is an Enterprise Recourses Planning Sys- pjt is a probability of occurrence of j-th threat;
tem;
MISO is a Structure (Multi Inputs — Single Output); P,JV is a Vulnerability of the i-th resource to the j-th

FIS is a Fuzzy Inference System;

. . threat;
ARL is an acceptable risk level, rea’

IR is a Resource set of system;

MRL is a middle risk level; .

. o ’ Th A fth h )
HRL is a high-risk level: . is a A set of threats to the system
VLR is a very low risk; Aj 1is a Value of the ist resource;

LR is a low risk;

. . Fijge is a Impact consequences in the implementation
AR is an average risk;

HR is a High risk; of tl_le j-th threat on the_ i-th resource, or the propensity of
VHR is a Very high risk; the i-th resource to the j-th threat;

CVSS is a Common Vulnerability Scoring System; R; is a Risk of the i-th resource in the implementation
NVD is a National Vulnerability Database; of threats;

CVE is a Common Vulnerabilities and Exposures. Rix is a Risk of the i-th resource in the implementa-

tion of the k-th threat;
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Thy is a set of risks for the i-th resource;

Ry is a General system risk;

Rjg is a risk of the i-th resource at general system
risk;

FL; is a financial loss of the i-th resource;

R; is a risk of the i-th resource;

Coj isa cost of the i-th resource;

FL is a Total financial loss;

RL is a Risk level type;

ming is a Minimum value of risk assessment;

maxp is a Maximum value of risk assessment;

Pr; is a parameter, maximum value of risk asse-
ssment of acceptable type;

Pr, is a parameter, the maximum value of the risk as-
sessment of the average type;

X j(j=L---,m) is an Incoming Variables (can be
either clear or fuzzy);

X jeXj, Xj is an The definition area appropriate
prerequisites;

Y is a Fuzzy output variable;

yeY,Y is a the definition area the conclusion;

A;i,B; s a fuzzy sets defined that are defined by

ij>
X; and Y with affiliation functions Ha; (xj)el0s1]
and np, (Y)e[0:1] respectively;

Pi, di.hi

k=1,---,K is a an example from many examples of

is a Affiliation functions options;

training sampling;

X%k),x(zk),---,xgﬁ) are Input wvariable values

X13X29'”7Xm;
y(k) is a reference value of the source variable y in

the k-th example;
K is a he total number of examples, size of Training

sample;
E® s a error k-th example from many examples of

educational sample;
E is a Error;

y 1K) s a Installed the value of the source variable y

in the k-th example;
¢ 1is a installed threshold;

C is a Assessment of the criticality of information;
C cCc= maX(CC| ,CC p ,CCA,CCO)
of the consequences of violations of integrity,
confidentiallity, accessibility and observation for the

commercial interests of the organization;
Cmc = max(MC,MC,MC,,MCp) are As-

sessment of the consequences of violations of integrity,

are Assessment
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confidentiality, accessibility and observation for the op-
erational activities of the organization;
Cr=max(R|,R,,Ra,Rp) are Assessment of the

consequences of violations of integrity, confidentiality,
accessibility and observation for the organization’s rela-
tionship with customers and partners.

INTRODUCTION

The basis of activity of any organization is business
processes, which are determined by the goals and obje-
ctives of the entity. The business process broadly under-
stands the structured sequence of actions to perform a ce-
rtain type of activity at all stages of the life cycle of the
subject of activity. Each business process has a start (lo-
gin), output, and sequence of procedures that ensure that
operations are grouped by the appropriate types. In gene-
ral, the calculation of the risks of information security of
ERP-systems should be carried out in relation to each cri-
tical business process and only on those vulnerabilities
that are relevant to a particular business process, and it
should be borne in mind that a number of vulnerabilities
may be the same for all business processes.

Each vulnerability in the current list of vulnerabilities
is correlated by a threat, the terms of which could be this
vulnerability, and for each specified pair, an assessment
of the probability of its occurrence and assessment of the
impact of the implementation of this pair on the integrity,
confidentiality, accessibility and observability is carried
out.

We will use the following definitions. Probability is a
conditional number that determines the likely frequency
of steam threat/vulnerability. Privacy is a property of
information that is that information cannot be obtained by
an unauthorized user and/or process. Integrity is a proper-
ty of information, which is that information cannot be mo-
dified by an unauthorized user and/or process. System in-
tegrity — system property, which is that none of its com-
ponents can be eliminated, modified or added in violation
of security policy. Accessibility — the property of the sys-
tem resource, which is that the user and/or process, which
has the appropriate powers, can use the resource in accor-
dance with the rules established by the security policy,
without waiting longer for a specified (small) period of ti-
me, that is, when it is in the form required by the user, in
the place required by the user, and at the time when it is
necessary. Observation — system property, which allows
to record the activities of users and processes, the use of
passive objects, as well as to unequivocally establish ide-
ntifiers of users involved in certain events and processes
in order to prevent violations of security policies and/or to
ensure liability actions.

The object of the study is the development of the stru-
cture of a fuzzy model of the ERP system.

The subject of the study is neuro-fuzzy models that
combine methods of fuzzy logic and artificial neural net-
works and systems.
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The purpose of the work is to improve the quality of
assessment of information security risks and protection of
ERP systems through the use of fuzzy neural models.

1 PROBLEM STATEMENT

Security risk assessment is an important element in the
overall security risk management process, which is the
process of ensuring that the organization’s risk position is
within acceptable limits defined by senior management
and consists of four main stages: security risk assessment,
testing and supervision, mitigation effects and operational
security [1].

Risk managers and organizers use risk assessment to
determine which risks to reduce through control and
which to accept or transfer. Information security risk as-
sessment is a process of identifying vulnerable situations,
threats, the likelihood of their occurrence, the level of
risks and consequences associated with organing assets,
as well as control that can mitigate threats and their con-
sequences. This process includes: assessing the likeliho-
od of threats and vulnerabilities that are possible; calcula-
tion of the impact that can be a threat to each asset; deter-
mination of quantitative (measurable) or qualitative (des-
cribed) cost of risk.

Table 1 describes the classification of technologies ac-
cording to the approach used in risk assessment.

Assessment of information security risks can be
divided into three stages (see Table 2): identification of
risk; risk analysis; evaluation of results.

Risk assessment includes seven steps: identification of
system protection facilities; identification of the threat;
identification of vulnerability; control analysis;
determination of probability; analysis of consequences;
identification of risk.

The full risk assessment process should also include
two more steps: recommendations for controlling and do-
cumenting the results.

Information risk assessment can be performed using a
variety of technologies, documents or software tools. The
methodology for assessing information security risks un-
derstands the systematized sequence of actions (step-by-
step instructions) to be done and the tool (software pro-
duct) for risk assessment at the enterprise.

Also, to assess security risks, manager documents co-
ntaining theoretical descriptions can be used and provide
guidelines on the risk assessment process, but no specific
technologies for their implementation are provided [2—6].
At present, the following standards apply on the territory
of Ukraine: ISO 27001, ISO 27002, ISO 27003, ISO
27004 and ISO 2700.

Recently, quite intensively developing methods of
analysis and risk assessment, which are based on elements
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of fuzzy logic. Such methods allow to change the appro-
ximate table methods of rough assessment of risks to ma-
thematical method, as well as significantly expand the po-
ssibilities of mathematical methods of risk analysis [7—
11].

The mechanism of risk assessment with the help of fu-
zzy logic in general represents the expert system. The
knowledge base of such a system complies with the rules
that reflect the logic of the relationship between the input
values of risk factors and the level of risk. In the simplest
case, this logic is described in the table. In general, much
more complex logic is used, which is designed to more
accurately reflect the real relationship of factors and con-
sequences. Such connections are formalized and descri-
bed by the production rules of the “if-something” type. In
addition, the mechanism of fuzzy logic involves forming
levels of factor assessments and presenting them in the
form of fuzzy variables. The process of forming this type
of assessments in general is quite complex, because it re-
quires a large number of sources of information, taking
into account their quality and use of expert experience.

2 REVIEW OF THE LITERATURE

The security risk analysis study begins in the mid-
1980s, and in the early 90s R. Baskerville identified risk
analysis checklists for tools used to design information
system security measures [11]. Over time, complex tools
are developed to analyze risks, such as: Facilitated Risk
Assessment Process [12]; The Operationally Critical
Threat, Asset, and Vulnerability Evaluation) [13]; CO-
RAS [14]; Is Risk Analysis Based on Business Model
[15]; Information Security Risk Analysis Method [16];
Risk Watch method [17]; Consultative Objective and Bi-
functional Risk Analysis [18]; CRAMM [19].

Table 1 — Information security risk assessment

technologies
Technology
| Quantitative | | Quality | | Mixed |
'
ISAMM OCRAVE CRAMM
Mehari COBRA MAGERIT
Risk FRAP NIST
Watch EBIOS VULTURE
IT-
Grundschutz
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Table 2 — Information security risk assessment process

Identification of risks Risk analysis Evaluating results
Objects of protection Damage | Risk level scale
[ /
Threat ¢
Threats v assessment Risk
Implementation | 4 | flgniﬁcance
eve
Vulnerability of th? threat

Also, since the early 2000s, some other methods of
modeling security risks, which have provided good indi-
cators and have been commonly titled “soft computing
models”, including the grey relactional approach, have
also been used in the research industry, Fuzzy number ari-
hmetic, Information entropy, Fuzzy weighted average ap-
roach, Fuzzy measure and Evidence theory, fuzzy Analy-
sis of Hierarchy Process method.

The development and application of soft computing
and hybrid models are considered to be modern areas of
research to assess information security risks.

Soft computing components include: Neural networks
— computational systems that assess the risks of informati-
on security through similar functioning of biological neu-
ral networks and learning tasks (gradually improving their
performance of these networks), considering examples, in
general, without special programming for the task; Rough
sets — an effective mathematical analysis tool to address
uncertainty in the field of solution analysis; Grey sets; Fu-
zzy systems — based on the algorithm for obtaining fuzzy
conclusions based on fuzzy preconditions; Generic algo-
rithms belong to the largest class Evolutionary algorithms
and generate solutions to optimization problems using
methods borrowed from the theory of evolution, such as
inheritance, mutation, selection and crossover; Support
vector machine — the data analysis method for classifica-
tion and regression analysis using managed learning mo-
dels is used when input is either not defined or when only
some data is determined by their preprocessing; Bayesian
network — used to identify cause and effect relationships
of risk factors and predict the likelihood of security risk.

Hybrid models represent a combination of two or mo-
re technologies to develop robust risk assessment and in-
formation systems. The most common hybrid model is the
neuro-fuzzy network.

To determine the level of risk, it is advisable to use the
apparatus of the theory of fuzzy sets, which allows you to
describe vague concepts and knowledge, operate them
and draw vague conclusions. The theory of fuzzy sets is
used precisely to solve problems in which inputs are un-
reliable and poorly formalized, as in the case of the prob-
lem solved in this work. To assess the risk, it is approp-
riate to use the mechanism of a vague logical conclusion —
obtaining a conclusion in the form of a fuzzy set corrtspo-
nding to the current values of input variables, using a fuz-
zy knowledge base and fuzzy operations.
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There are developed models of fuzzy conclusion of
Mamdani, Sugeno, Larsen, Tsukamoto [20]. Most often,
Mamdani and Sugeno algorithms are used in practice. The
main difference between them is the way to set the values
of the source variable in the rules that constitute the kno-
wledge base. In systems like Mamdani, the values of in-
put variables are set by fuzzy terms, in systems like Su-
geno — as a linear combination of input variables. For
tasks in which identification is more important, it is ad.

3 MATERIALS AND METHODS

To build a structure a model for calculating informa-
tion security risk assessment, it is proposed to use Rule-
Based Fuzzy Models/Systems.

Under the Rule-Based Fuzzy Models/Systems under-
stand the agreed a lot of individual fuzzy product rules of
the type “if A, then B” where A is the prerequisite (parcel,
antecendent) of a certain rule, and B — the conclusion (ac-
tion, consecvent) of the rule in the form of fuzzy state-
ments. The model is designed to determine the degree of
truthfulness of the conclusions of fuzzy product rules. The
degree of truth is determined on the basis of preconditions
with a certain degree of truthfulness of the relevant rules.

When building a fuzzy product model, the following
components are determined: method of fuzzy withdrawal
of conclusions; database of fuzzy product rules; fuzzyfi-
cation input procedure; procedure aggregation of the deg-
ree of truthfulness of preconditions for each of the fuzzy
product rules; activation procedure for each of the fuzzy
product rules; the procedure of liquidation of activated co-
nclusions of all fuzzy product rules according to each out-
put variable; defuzzyfication procedure to clarity on each
consiluled output variable; the procedure for parameters
optimization of the final base of fuzzy rules.

At present, many different types of fuzzy product mo-
dels are offered on the basis of different combinations of
these components.

Rule-Based Fuzzy Models/Systems are used in sol-
ving a number of problems in which information about
the system, its parameters, as well as the inputs, outputs
and states of the system is unreliable and poorly formali-
zed. Together with the advantages of describing the mo-
del in a language close to natural, in the versatility and ef-
ficiency of the model, Rule-Based Fuzzy Models / Sys-
tems are characterized by certain disadvantages: the wor-
ding of the original set of fuzzy rules is carried out with
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the help of an expert, so it may be incomplete or contra-
dictory; the choice of the type and parameters of the fun-
ctions of belonging in fuzzy statements of the rules is sub-
jective; automatic acquisition of knowledge cannot be pe-
rformed.

To eliminate these shortcomings, it is proposed to use
an adaptive fuzzy production model, which in the process
and on the results of functioning corrects both the compo-
sition of the rules in the base and the parameters of the fu-
nctions of belonging, as well as to implement various co-
mponents of this model on the basis of neuronet techno-
logy.

Determine the incoming and outgoing parameters of
the model.

To build a risk assessment calculation model, we will
use the risk factor ratio according to the formulas (1, 2)
[10].

Rij=Aj P} -R.icIR, jeTh. (1)

Under the expected damage from a one-time imple-
mentation of the threat we understand the cost (or value)
of the asset, which is mathematically expressed as fol-
lows:

A=Al Ff.icIR,jeTh. )

Taking into account (1) and (2), we obtain the general
ratio of factors for risk assessment:

Rij=A} F§-PY-Pl.icIR jeTh. 3)

Since many risks can be identified for each informati-
on resource (one to all), the assessment of the total risk by
the information resource will be defined as the maximum

risk assessment of the resource:

Ri:max(Rik ),kEThi. (4)

In turn, the assessment of system risk will be defineed
as the maximum assessment among resource risk assess-
ments:

R=max(R;),ieIR. (5)

The amount of financial damage for the information
resource will be determine as the product of the risk of the
information resource on the cost of the resource:

FLi=R;-Coj.iclR. (6)

In turn, the total financial loss will be determined as
the amount of financial losses on all resources:

FL:zi FL;,ielR. 7
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We will apply a linguistic approach to the description
of information security risk factors. Suppose as the values
of factors and characteristics of relations between them
not only quantitative assessment, but also qualitative, sen-
tences of natural language. Then this approach will provi-
de a quantitative description of the elements of the model
in the conditions of vague information about the value of
the risk level, the cost of the resource, the impact of the
consequence of, the likelihood of a threat, the vulnerabi-
lity of resource protection and ways to avoid negative im-
pact from the implementation of risks.

Each risk factor of information security and the risk it-

self will be described by linguistic variables X e X ,

Wheel the set of linguistic variables of the model X is:
X = {“Resource Price”, “Impact of the consequence”,

“Probability the emergence of Threat”, “Resource Vulne-
rability”, “Risk”}.

The list of linguistic variables of the model correspon-
ding to the risk factors is shown in Table 3.

Thus, information security risk assessment can be ex-
pressed as:

Y="Fy(X,X5,X35,Xy).

Based on the analysis [21] and the formed ratio of risk
factors (3) for the assessment of each of the risks, a fuzzy
model with four input parameters ( X;, X 5, X 3, X4) and
one Y output (MISO structure [22]) is proposed. The
number of input parameters is selected according to the
number of factors influencing the degree of risk (3). Table
3 shows the structure of the system of fuzzy conclusions
for the selected model.

Table 3 — The list of linguistic variables of the model

List Name of linguistic variable

X, Resource Price

X Impact of the consequence

X3 Probability the emergence of Threat
Xy Resource Vulnerability

Y Risk

To maintain the level of security of the ERP system, it
is necessary to determine what risks, according to the le-
vel of their assessment — risk level (RL), require process-
ing according to certain recommendations. To do this, we
will introduce 3 types of risk levels:

— acceptable risk — ARL — will be considered insig-
nificant, the processing of such a risk is not required;

— medium risk — MRL — recommended for processing
in order to minimize it;

— high risk-HRL — we will consider it essential and its
processing is mandatory.

Determination of the type of risk will be carried out
as follows:
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ARL Rjj €(ming ; Py );
RL=\MRLRjq € (Py;Pr,); i€lR, jeTh, (8)
HRL Rjj € (Pry;maxg).

Parameters — the maximum value of the assessment of
acceptable and medium risk — [Pr;] and [Pr,] respecti-

vely — are set by experts.

The scheme for processing the result of risk assess-
ment is shown in Table 4.

We will create a structure and build bases of fuzzy
product rules.

The structure of the rules should correspond to the
structure of the model, namely the number of fuzzy state-
ments in the prerequisites and conclusions. The database
of rules that has the structure of MISO, in general, has the
following rule structure [22].

P,:Ifx, isA; and ... ande isAij and ... and X is

A, . thenyisB;. 9
When creating a fuzzy product model, both a priori
data coming from experts and data obtained as result of

measurements can be used.

Table 4 — Fuzzy risk assessment model

Signin 1
X1)

Sign in 2
X3)

FIS Exit

(Y)

=

Sign in 3
X3)

Sign in 4
X4)

In the first case, if there is no need to agree on the opi-
nions of experts, it is assumed that the tasks of ensuring
completeness and inconsistency of the database of fuzzy
rules are solved in advance. If only experimental data are
known, these tasks can be attributed to the tasks of system
identification. In practice, there may also be a mixed case
when the initial database of fuzzy rules is built on the ba-
sis of heuristic assumptions, and its clarification is carried
out using experimental data.

ANFIS, the adaptive network fuzzy output system
proposed by Chang in 1992, will be used to represent the
fuzzy production model and algorithm of fuzzy output in
the form of a fuzzy product network [23].

Since the fuzzy ANFIS product network is presented
as multilayer structure with a direct signal propagation,
and the value of the source variable can be changed by
adjusting the parameters of layer elements, then to teach
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this network you can use an algorithm for reverse spread
ing the error, which belongs to the class of classic gradi-
ent algorithms.

Consider the problem of fuzzy neural production net-
work of anfis type, which implements the algorithm of fu-
zzy output of Takagi-Sugeno [24] (see Figure 1).

Let the rules of this form be set:

P1:If x; is A, and X,is A, then Yy;=a;X +b; X;;
P2:If X, isA, and X,is Ay, then

Ya=ay X;+hy X, .

(10)

The structure of the fuzzy neural production network
of ANFIS type, which implements the algorithm of fuzzy
output of Takagi-Sugeno (according to the example) is
shown in Fig. 2 [23].

Layer 1. The outputs of the elements of this layer are
Ha; (Xj) the values of the functions of the affiliation at

specific (specified) values of input variables. For examp-
le, circular functions hare the form of:

2
- | Xi— 8
HAij(Xj)—eXP —E[TJ .

(1)

Layer 2. Elements of the second layer perform aggre-
gation of the truth levels of the prerequisites of each base
rule in accordance with the T-norm operation, which uses
the operation minimum (4) [20] according to the rules:

a=min{A;;(X),A;p (%)},

ay =min{Ay (X)), App (X2)}-

(12)

Layer 3. Elements of this layer normalize and lead
these results to a type convenient for calculating the out-
put of a fuzzy network. Calculation B; -normalized valu-

es o are performed as follows:

o )

By = B2 (13)

a1+(12’ oty '

Layer 4. Elements in this layer calculate function valu-
es:

Y1 =(py X+ X +1),

Yy =(PaX + Uy Xy +1y).

(14)

Layer 5. Elements of this layer allow you to form a
defaziated value at the output of the network, which is fo-
rmed as follows:

y'=Bry{ +Ba Y5 (15)
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for RU processing
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execution
Figure 1 — Scheme for processing the result of risk assessment
Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Figure 2 — The structure of the fuzzy ANFIS neural production network, which implements the Sugeno fuzzy output algorithm

Parametric layers fuzzy ANFIS neural production net-
work, that is, the layers, the parameters of the elements in
which will be adjusted during the learning process, are the
first and fourth, and the parameters configured in the lear-
ning process are:

— in the first layer — nonlinear parameters of the af-
filiation functions p Aj (xj) fuzzy sets of preconditions

of the rules;
— in the fourth layer — nonlinear parameters p;j, 0j,
I; affiliation functions up, (y) fuzzy sets of rule conclu-

sions.
The Picks for learning the network consists of many
examples and has the form of:

I RRERS R} (16)
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Since the fuzzy ANFIS product network is presented
as multilayer structure with a direct signal propagation,
and the value of the source variable can be changed by
adjusting the parameters of layer elements, then to study
this network we use an algorithm for reverse spreading
the error, which belongs to the class of gradient algori-
thms.

Network training continues (iteratively repeats the
procedure for adjusting the values of all parameters) as
long as [21]:

— or the error function value for each sample example
does not exceed some set threshold:

E® <g k=1, K. (17)
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— or assessment of the average total error of a fuzzy
product model, taking into account all examples of the
educational sample does not exceed some established
threshold:

1wk |, /(0
E:EZkzl(y —y®)2 ¢, (18)

4 EXPERIMENTS
Let’s define a linguistic variable Y “Risk”. To
evaluate the linguistic variable Y, we will use the term set
T(Y) of five quality thermals: T(Y)={“Very level risk
(VLR); “Low risk (LR) ”; “Average risk (AR)”; “High
risk HR)”; “Very high level of risk (VHR)”’}.
Definition Area of Ey of the linguistic variable Y will

be set at the interval [0,100]. Table 5 shows the scale for
assessing the level of risk.

Taking into account the selected area of determining
the risk assessment of information security when deter-
mining the type of risk to make recommendations for its
reducti-on according to the formula (6), we will use the

following values:
Table 5 — Y Risk Assessment Scale

Risk assessment Risk level
0-20 VLR
2040 LR
40-60 MR
60-80 HR
80-100 VHR

ming =0, maxg =100.

Consider the definition identifying threats and asses-
sing the likelihood of threats. The main security threats of
ERP systems include deliberate actions of violators, for
example, criminals, spies, saboteurs, or offended persons
from among the personnel of the organization [25].

1. According to the results of the actions of violators:

— threat of information leakage;

— threat of information modification; — threat of loss
of information.

2. Based on the motives of the violators: uninten-
tional; deliberate.

According to the Normative Document in the Field of
Technical Information Protection (GNI TZI) 2.5-004-99
[25] in the risk assessment model we will consider threats
of the following four types in accordance with the proper-
ties of information security:

— threats related to unauthorized acquaintance with in-
formation and pose threats to the confidentiality of in-
formation;

— threats related to unaut-horized modification of in-
formation and pose threats to the integrity of information;

— threats related to violation of the possibility of using
the system or information that is processed and poses
threats of violation of the availability of information;
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— threats related to the violation of the possibility of
surveillance, managing and controlling user activity, the
possibility of legality of access, capabilities and capabili-
ties to perform the functions of a complex of means of
protection and pose a threat of violation of the observa-
tion of information.

When analyzing the negative consequences of influen-
cing the ERP system of different types of information
th-reats, as a rule, their following categories are consid-
ered [26].

Refusals and hardware failures and/or network failu-
res, emergencies and other events occurring without the
participation of personnel; unintentional or erroneous acti-
ons of administrators, users, system operators or other ty-
pes of personnel; unauthorized access by violators to the
information that is generated, processed and stored in the
ERP system, for example, information that:

— perform management and decision making —
information of users of the ERP system; provides
equipment management of ERP-system; allows you to
implement business processes and technologies of
information processing in the ERP system.

The “subjective” and “objective” probability of a thre-
at is calculated by expert methods using mathematical
methods. The frequency of threats can be determined by
quantitative indicator in accordance with the number of
cases of threat per year.

To evaluate the linguistic variable X5 “Threat proba-

bility level”, we will use the term set T(X3) of five qua-
lity therms: T(X3)={Very low probability of threat

(VLT); Low probability of threat (LT); Average threat
probability (MT); High probability of threat (HT); Very
high probability (VHT).

Definition Area Ey_ of the linguistic variable X;

beset at the interval [0, 05; 365].

Table 6 provides a scale for assessing the level of thre-
at probability in accordance with the frequency of threats
per year.

When evaluating the linguistic variable X, “Resou-

rces Vulnerability”, we will rely on the common vulner-
ability assessment system (CVSS), which makes it possi-
ble to fix the basic characteristics of the vulnerability and
create a numerical score that reflects its criticality [27].
CVSS is a free and open industry standard for assessing
the severity of a computer system security vulnerability,
allowing users to prioritive resources according to threat.
The CVSS assessment system consists of three metrics
[26]: basic metric — reflects the basic qualities and charac-
teristics of the vulnerability; temporary metrics — reflects
the following characteristics of the vulnerability, which
change over time, develop during a vulnerable period;
contextual metric — displays the characteristics of the
vulnerability that are unique to the user environment.
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Each metric group has a specific numerical score (ra-
ting) in the range from 0 to 10 and a period representing
the value of all metrics in the form of a block of text.

To obtain highquality vulnerability metrics, we will
use the National Vulnerability Database (NVD) assess-
ment system. NVD is an information database of the U.S.
National Standardization Authority, the U.S. Govern-
ment supported National Institute of Standards and Te-
chnology, that collaborates with the Common Vulnerabi-
lities and Exposures (CVE) database, which represents a
dictionary of commonly used names (such as CVE
identifiers) for publicly available information security
vulnera-bilities. In the NVD database, the security level
values of the vulnerability are calculated by values from 0
to 10 (according to CVSS) and are described linguistically
by the term None, Low, Medium, High and Critical.

According to the linguistic therms of the NVD data-
base, we will use the T(X,4) term set of four quality

therms to evaluate the linguistic variable X, “Resource
Vulnerability”:

T(X4)= {Low vulnerability (LV); Medium vunera-

bility (MV); High vulnerabilidad (HV); Critical vulner-
ability (CV).
Definition Area E X, of the linguistic variable X, set

at the interval [0,10].

Table 7 describes NVD vulnerability scores by points
and linguistically, description of the impact of exploitati-
on, and corresponding levels of resource vulnerability ac-
cording to the term sets T (Xy) .

We will determine the consequences of violation of
the integrity, confidentiality, accessibility and observation
of information in such important areas of activity of the
organization as: — commercial concernment (CC); — ma-
nagement control (MC); relation with clients and part-
ners — relations (R).

The results of the assessment of the consequences of
Violation of integrity, confidentiality, accessibility and
observation of information in the spheres of activity of the
organization are given in Table 8.

Table 6 — Threat probability level assessment scale ( X 5)

Frequency

Probability of occurrence a threat for a certain period

Level

0,05

threat is almost never realized

VLT

0,6

approximately 2—3 times in five years

VLT

1 approximately once a year and less (180 <in> 366 (days))

LT

2 approximately 1 time in six months (90 <in > 180 (days))

LT

4 approximately 1 time in 3 months (60 <in > 90 (days))

MT

6 approximately 1 time in 2 months (30 <in > 60 (days))

MT

12 approximately 1 time per month (15 <in > 30 (days))

HT

24 approximately 2 times a month (7 <In > 15 (days))

HT

52 approximately 1 time per week (1 <In> 7 (days))

VHT

365

Daily (1 <In> 7 (Hours))

VHT

Table 7 — Resource Vulnerability Rating Scale

Level by
NVD

Score by
NVD

Description of the vulnerability level

Vulnerability
level

None 0.0

Vulnerability has no effect on resource

Lov

0.1-3.9

A vulnerability that has little impact on the resource does not
Affect the availability, integrity and confidentiality of infor-
mation

LV

Medium

4.0-6.9

A vulnerability that may have some impact on the resource but
has a complexity of implementation or does not cause serious
consequences. It is possible to access confidential information,
change some information, but there is no control over the
information, or the scale of losses is small. Resource availabil-
ity failures occur

MV

High

7.0-8.9

A vulnerability that has a significant impact on the resource,
possible access to confidential information, changes in infor-
mation and control over information. Significant resource
availability failures and performance reductions

HV

Critical

9.0-10.0

Vulnerability, the consequence of the exploitation of which has
a serious impact on the resource: complete loss of availability
and integrity of information, full disclosure of confidential
information

Cv

Table 8 — Assessment of the conse

uences of violation of information properties in the spheres of activity
Spheres of activity of the organization

Information Commercial Management Relationships with

Resource Property concernment (CC) control (MC) clients and partners (R)
Integrity CC; MC,; R;
Confidentiality CC; MC»p Rp

Accessibility CCq MC, Ra

Observability CCo MCo Ro
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To assess the consequences of the threat, we will use a
quantitative assessment of the impact on certain properti-
es of information (integrity, confidentiality, accessibility
and observation), as proposed by the NBU Methodologi-
cal Recommendations (National Bank of Ukraine ).

The values of assessments of the consequences of vio-
lation of integrity, confidentiality, availability and obser-
vation of information for commercial interests (CC), ma-
nagement control (MC) and customer-to-partner relation-
ships (R) will be within the range of integer values [1,5].

We will calculate the impact assessment (CA) for each
property of the information.

Assessment of the consequences of integrity violation:

CA| = maX(CC| 5 MC| 5 R| )

Assessment of the consequences of a privacy
violation:

CAp =max(CCp ,MCP . Rp )

Assessment of the consequences of accessibility
violations:

CAA =max(CCA, MCA,RA).

Assessment of the consequences of observational
violations:
CAp=max(CCqy,MCq,Rp).

The implementation of the threat can affect several
properties at once, so it is necessary to determine thee
general assessment of the consequences of violation of the
properties of information:

CA=max (CA;,CAp,CA,,CAq). (19)
To evaluate the linguistic variable X, “Impact the
consequence of”’, will use the term set T(X,) of five
quality therms:
T (X,)={Very low consequences (VLC); Low consequ-

ences (LC); Medium consequences (MC); Significant
consequences (SC); Very big consequences (VBC)}.

The impact level assessment scale is shown in

Table 9.

Table 9 — Impact Level Assessment Scale Consequences

Score Impact Level Description Level of impact
1 Very low consequences VLC
2 Low consequences LC
3 Medium consequences MC
4 Significant consequences SC
5 Very big consequences VBC

The value of information will be defined as the relati-
onship between the type of confidentiality and criticality —
criticality (C) of the information. Value estimation is
formed as the sum of points corresponding to each type
and level of criticality of information. Estimates of the
value of information are given in Table 10.

The criticality of the information will be determined,
taking into account the assessment of the consequences of
violation of the properties of information (see Table 2) by
the formula

C:CCC+CMC+CR' (20)

To evaluate the linguistic variable X; “Resource pri-
ce”, we will use the term set T (X;) of three highquality

therms:

Basis of the development of information risk management
systems.
T(X;)= {Low Price (LP); Average Price (AP); High
Price (HP)}.

The Definition Area of Ey =~ of the linguistic variable

X; be set at the interval [19]. The scale for assessing the
value level of information is presented in Table 11.

Table 11 — Information Value Assessment Scale

Price | Description  of Level of
Price level Price

4 Low Price LP
11 Average Price AP
19 High Price HP

Table 10 — Definition of value assessment of information

Criticality of information (C)

Type of information Insignificant (1-3 points) Significant (4-9 points) Critical (10-15 points)

Open (1 point) 24 5-10 11-16
For internal use 3-5 6-11 12-17

(2 points)
Confidential 4-6 7-12 13-18

(3 points)
Strictly Confidential 5-7 8-13 14-19

(4 points)
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5 RESULTS

This article developed a fuzzy risk assessment model
of the ERP system and performed the following stages of
Development: a list of factors influencing information se-
curity risk is selected; suggested methods for assessing
the risk of information resources and ERP-systems in ge-
neral, assessing financial losses from the implementation
of threats, determining the type of risk according to its as-
sessment to form recommendations for their processing in
order to maintain the level of security of the ERP-system;
the list of linguistic variables of the model is determined;
the structure of the base of fuzzy product rules — MISO-
structure was chosen; the structure of the fuzzy model
was built; fuzzy model variables are defined; the princip-
les of construction of systems of fuzzy logical conclusion
and neuro-fuzzy models, use of fuzzy models to solve
problems of risk assessment of information security are
considered. The concept, principles of construction, func-
tioning and requirements for information security of ERP
systems are considered, problems of their safety and vul-
nerability are analyzed.

According to the results of the review, the main fac-
tors influencing the risk assessment are determined, the
choice of parameters of a fuzzy product model for risk as-
sessment and the structure of the rules base of a fuzzy lo-
gical conclusion is substantiated. Adaptive neuro-fuzzy
product model of risk assessment of information security
threats is developed.

It is proposed to use a linguistic approach to describe
the main factors influencing the assessment of risks, vari-
ables and fuzzy variables to assess their qualities, as well
as a system of qualitative assessments. The choice of pa-
rameters was substantiated and the structure of a fuzzy
product model for risk assessment and the basis of the ru-
les of a fuzzy logical conclusion were developed.

As a result, the developed adaptive neuro-fuzzy prod-
uct model for risk assessment of information security of
ERP systems allows to perform risk assessment on four
factors: resource value, impact of impact on resource, pro-
bability of threat and vulnerability of the resource.

The obtained risk assessments can be used both to as-
sess the risks of information security of ERP-system reso-
urces and to the general risk of information security of the
ERP system.

The use of a linguistic approach ensures the possibility
of using quantitative description of both all and individual
elements of the model, provided that there is only infmati-
on about the value of fuzzy information security risk fac-
tors, which provides opportunities, if necessary, to separa-
te and rank risk factors and their consequences. Such acti-
ons may be useful in determining ways to avoid and /or
reduce the negative impact of risk.

The use of neuro-fuzzy system components gives the
model flexibility. Setting up the model by training in ac-
cordance with the obtained knowledge base allows you to
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perform risk reassessment in case of changes in the values
of factors, changes in the product base of rules or the em-
ergence of new risks. This provides an opportunity to sha-
pe and adapt the model to a specific ERP system.

6 DISCUSSIONS

Violation of information security, including noncomp-
liance with regulatory standards, can lead to financial and
reputational consequences that are best avoided for any
organization, regardless of size, scope or form of owne-
rship.

The operating procedures and business applications
that support them must be strategically managed and mo-
nitored to ensure the integrity, availability and confiden-
tiality of the data that the organization owns.

Currently, the vast majority of organizations rely on
ERP-Systems to implement business processes and inte-
grate financial data. The ERP system is an application sy-
stem that implements a strategy of comprehensive resou-
rce planning that integrates the company’s business proc-
esses and financial data into one platform. Integration
provides better quality and availability of information, but
it also increases the risk of fraud from within the organi-
zation by users and malicious attacks from outside. This
dependency increases the security value of the ERP sys-
tem to protect your organization’s information assets.

A key aspect of any security strategy is the ability to
achieve a level of security that adequately demonstrates
the organization’s commitment to information security
and data security regulations collected from its customers
and partners. Too little security increases the risk of viola-
tions, while too much can lead to unnecessary costs for
information technology, software and hardware, deterio-
rating system performance, and slowing down business
processes. There is no optimal security solution for any
ERP-system. Each organization needs to assess risks and
set goals related to their environment and the type of info-
rmation it processes.

The peculiarity of risk assessment tasks is that most of
the data on risk factors has signs of imperfection and un-
certainty: contradiction, inaccuracy, unreliability or inco-
mpleteness, are nonlinear and dynamically variable. For
effective assessment in case of uncertainty of input data,
fuzzy logic methods and neuro-fuzzy networks are used to
use linguistic variables and statements to describe risk fa-
ctors and be adaptive at the expense of the neuro-network
component.
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PO3POBKA HEUITKOI MOJEJII OIIHKHA PU3UKIB JIJI1 ERP-CUCTEMH
KoxkyxiBesknii A. JI. — 1-p Texn. Hayk, npodecop, nmpodecop kadenpu indopmariiiinoi Ta xibepHerrnunoi 6e3nexu JlepxKaBHOTO
YHIBEpCHTETY TelnekoMyHikauiit, Kuis, Ykpaina.
KoxyxiBebka O. A. — 1-p TexH. HayK, JOLEHT kadeapu iHpopmariiiHoi Ta KibepHeTHYHOT Oe3mexyu Jep>kaBHOTO yHIBEpCUTETY
TenekomyHikauiid, Kuis, Ykpaina.

AHOTAIIIA
AKkTyajabHicTb. OCKINBKA OLiHKA PU3HKIB iH(QOpPMAaLiitHOT Oe3MeKH € CKIaJHUM 1 MOBHUM INPOIIECOM HEBH3HAYEHOCTI, & HEBU-
3HAYEHICTh € OCHOBHUM ()aKTOPOM, IO BIUTUBA€E Ha ¢(PEKTUBHICTH OIIHKHU, JOUUILHO BUKOPHCTOBYBATH HEYITKI METOAM Ta MOJENI,
SIK1 € QIaNTUBHUMH JI0 HCOOUUCITIOBAaHUX JaHUX. DOpMyBaHHS PO3IUTUBYACTHX OIIHOK (PAKTOPIB PU3HKY € CyO €KTHBHUM, a OIliHKa
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PH3HKIB 3aJISKUTh Bijl MPAaKTUYHHUX PE3yJIBTATIB, OTPUMAHHX y IIpoIieci 0O0poOKM pU3HKIB 3arpo3, sIKi BXKe BUHUKIIM MiJ 9ac (QyHKI-
OHYBaHHS oprasizaii Ta gocBimy ¢axiBuiB 3 iHpopmauiiiHoi Oe3nekn. Tomy nouinbHUM Oyle BUKOPHCTaHHS MOJENEH, 0 3/aTHi
aJICKBAaTHO OLIHIOBATH HEYiTKi (JaKTOPH Ta MAIOTh MOXJIMBICTh KOPEryBaHHs IX BIUIMBY Ha OLHKY pH3uKy. HalOiibli MOKa3HUKH
e(eKTHBHOCTI [UIsl BUPILICHHS TaKUX 3a/1a4 MalOTh HEHPO-HEUiTKi MOZENi, 1[0 KOMOIHYIOTh METOAM HEYITKOI JOTIKM Ta IUTYYHHX
HEHPOHHHUX MEPEXK i CHCTEM, TOOTO «IHOJMHOMOAIOHOr0» CTHIIIO MIPKYBaHb HEYITKHX CHCTEM 3 HABYAHHSM Ta MOJEIIIOBAHHAM PO-
3yMOBHUX SIBHI HEHPOHHHUX Mepex. [ moOynoBu Mozelni po3paxyHKy OLIHKH PH3HUKY 1H(OpMaLiitHOT Oe3MeKH MPOMOHY€EThCS BH-
KOPHCTOBYBATH HEUIiTKY MPOAYKIiiHy Mozaenb. HewiTki mpomyKmiifHi Moaemni (HeqiTKi MOJETI/CUCTEMH Ha OCHOBI MPABMIT) II€ MOIIH-
PEHUI THI HEUITKUX MOJEIIeH, sIKi BUKOPHUCTOBYIOTBCS JUIS OIIUCY, aHANI3y Ta MOJAENIOBAHHS CKJIQJHHUX CHCTEM 1 IPOIECiB, 10 c1abo
(hopMai3yroThCs.

Meta po6oTn — po3poOKa CTPYKTYpH HEUITKOT MOJIeJi OI[iHKH pU3UKIB iH(opManiiiHoi 6e3neku Ta 3axucty cucteM ERP muis-
XOM BUKOPHCTaHHS HEUITKNX HEHPOHHUX MOJIEIIEH.

Mertopn. [l moOyn0oBU CTPYKTYypH MOJIENi PO3paxyHKy OLIHKH PH3UKY iH(popMauiiiHoi Ge3MeKH MPOIOHYy€EThCsI BAKOPHCTOBYBa-
TH HEYiTKy NpPOAYyKUidHY Mozens. HediTki mpoayKuiiHi Mozaeni 1e 3aralbHuil BUI HEUITKUX MOJENeH, IKi BUKOPUCTOBYIOTHCS /IS
OIHKCY, aHANI3y Ta MOJCIIOBAHHS CKIIAHAX CUCTEM 1 MPOLECIB, MO c1a00 POpMaTi3yIOThCS.

PesyabTaTn. BuzHaueHo ¢axTopu, 10 BIUIMBAIOTH HA OI[IHKY PHU3HKIB, 3aIIPOIIOHOBAHO BHKOPHUCTAHHS JIHIBICTUYHHUX 3MiHHHUX
JUTSL X ONUCY Ta BUKOPUCTAHHS HEWITKUX 3MIHHHX JUIS OLIHKH X SIKOCTEH, a TAKOXK CHCTEMH sSKiCHHX omiHOK. OGrpyHTOBaHO BHOIp
rapaMeTpiB Ta Po3poOIEHO CTPYKTYpY HEUITKOI MPOIYKIIHHOI MOJENi OLIHIOBAaHHS PH3MKIB Ta 0a3y IpaBHJI HEWITKOTO JIOTIYHOTO
BHCHOBKY. PO3IISIHYyTO BUKOPUCTaHHS HEYITKUX MOJIEIeH IJIsl BUPILMICHHS 3a1a4d OLIHKHM PU3HKIB iH(pOpMaLiitHOi Oe3Meku, a TakoxK
KoHIenuiro Ta nodynoBy ERP-cucrem Ta npoanasnizoBano npo6iemu ix 6e3neku Ta Bpa3iIuBOCTi.

BucnoBkn. Po3pobieHo HediTky Moaenb ouinku pu3ukiB ERP-cucremu. O6pano nepenik (pakTopis, M0 BIUIMBAIOTh Ha PU3HK
iH(opMariitHoi 6e3mexku. 3alpPOIIOHOBAHO METOAM OLIHKK PU3UKY iH(popMariiinux pecypciB Ta ERP-cucrem B3arani, oriHku ¢inan-
COBHX 30HTKIB Bij pearizalii 3arpo3, BU3HAUCHHs THITy PU3UKY 32 HOTO OIHKOIO /I (GOpMyBaHHS PEKOMEHAAI BiTHOCHO iX 00-
POOKH 3 METOIO MiATPUMKH piBHSA 3axuiieHocTi ERP-cucremn. BusHaueHo mepenik MiHrBICTHYHUX 3MIHHUX Mogelni. OOpaHO cTpyK-
Typy 6a3u HewiTkux npopmykuiiiamx npaBmin — MISO-ctpykrypy. [loGymoBaHo cTpykTypy HedwiTKOoi Moneni. BusHaueHo HewiTKi
3MIiHHI MOJEII.

KJIFOYOBI CJIOBA: indopmariiitna 6e3reka, HediTKa JOriKa, OI[iHKa PU3HKiB, 3aXUIleHHICTh, ERB-cucrema.
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PA3PABOTKA HEYETKOM MOJIEJIA OLIEHKHA PUCKOB JJIsI ERP-CUCTEMBI
KoxyxoBekuii A. JI. — o-p TexH. HayK, npodeccop, mpodeccop kadeapsl HHOOPMAINOHHON Ta KHOEPHETHUECKOH Oe30macHoC-
1 [oCymapcTBEHHOTrO yHHBEpCcHUTETa TelekoMMyHuKanuii, Kues, Ykpanna.
Ko:xkyxoBckas O. A. — 1-p TeXH. HayK, JIOIEHT Kadeapsl MHPOPMAIUOHHON Ta KnOepHeTHIecKoi 6e3omacHoctu ["ocy1apcTBeH-
HOTO YHHBEpCUTETa TelekoMMyHuKanuii, Kues, Ykpanna.

AHHOTANUA

AKTyaIbHOCTB. [I0CKONIBKY OLIEHKa PUCKOB MH(OPMALMOHHOW O€30IaCHOCTH SBJISETCS CIOXKHBIM M IOJHBIM IIPOLECCOM He-
OIPE/IENICHHOCTH, a HEONPE/IeICHHOCTh SIBISACTCS OJTHUM U3 OCHOBHBIX (DaKTOPOB, BIUAIOMNX HA 3(Q(EKTHBHOCTD OLEHKH, LIENecO0-
Opa3HO UCIIOIB30BATh HEUETKHUE METOIBI i MOJIEIH, KOTOPBIE SIBIAIOTCS aJaNTHBHBIMU K HEYYTCHHBIX JaHHBIX. DOopMHUpOBaHUE pac-
IUTBIBYATHIX OLICHOK (haKTOPOB PUCKA CyOBEKTHBHO, a OI[EHKA PUCKOB 3aBHCHUT OT MPAKTHUECKUX PE3yNIbTATOB, MOIYIEHHBIX B IPO-
necce 00pabOTKU PUCKOB YIpo3, KOTOPBIE yXKe BOSHUKIIM B X0J€ (yHKIIMOHUPOBAHUS OpPraHU3allUH, U OIbITA CIIEIHAIICTOB 0 UH-
(dopmanmonHoit 6e3onmacHocTu. [TosToMy IeIecoo0pa3HO MCIOIB30BAaTh MOJETH, KOTOPBIE MOTYT a/IeKBaTHO OICHHBATH HEUETKHUE
(axTopsl ¥ UMETh BO3MOXKHOCTh KOPPEKTUPOBATh MX BIMSHHME Ha OLEHKY puckoB. HamGombummmu nokasaressiMu 3(¢GeKTHBHOCTH
JUISL pELIeHHs] TAKUX HPOOJIEM SIBISIFOTCSI HEHPO-HEYEeTKHE MOJISIH, COUSTAIOIMMHI METO bl HEYETKOH JIOTUKH U UCKYCCTBEHHBIE HEMi-
POHHBIE CETH U CUCTEMBI, T.€. «YETOBEKO-MOAOOHBINY CTUIIL COOOPaKEHHUI HEUETKHUX CHCTEM C 00yUYeHHEM U MOJEIHPOBAHUEM IICH-
XMYECKHX SIBICHHI HEUPOHHBIX ceTell. J[is mocTpoeHHs MOJenu pacyeTa OLEHKH PUCKOB HH(OPMAIMOHHOM 6e30I1acHOCTH Mpeia-
raeTcsi HCIONIb30BaTh HEUETKYI0 MOZENb MPOAyKTa. HeueTkne Moneny mpoayKToB (HEYETKHE MOAENIH /CHCTEMbI HA OCHOBE HPABHIT)
SIBIISTIOTCS OOBIYHBIM THIIOM HEUETKHX MOJEINEH, HCIONB3yeMbIX JUIs ONHMCAHUS, aHAIN3a U MOJISITHPOBAHUS CIOKHBIX CHCTEM H IIPO-
L[ECCOB, KOTOPBIE INIOXO (hOPMAITH30BAHBI.

Ieab pa6oTsl — pa3paboTka CTPYKTYPHI HEYETKOH MOJIENHN OLEHKN PUCKOB HH(OPMAIIMOHHON 0€30MacHOCTH ¥ 3alIUTHl CHCTEM
ERP c ucnosp3oBaHueM HEUCTKUX HEHPOHHBIX MOZETICH.

Metona. [1nst mocTpoeHHsT MOJIGNH pacyeTa OLEHKH PHCKOB HH(OPMAIIMOHHOI 0€301MacHOCTH Mpe/yiaraeTcs UCIoIb30BaTh Heve-
TKy10 MOJIeTIb NpoaykTa. HedeTkre Monenu NpoayKToB SIBIAIOTCS OOBIYHBIM BUAOM HEUETKUX MOAENEH, HCTIONb3yEMBIX ISl OMHCa-
HHSl, QHAJIM3a U MOJICITMPOBAHNUS CJIOKHBIX CHCTEM M IPOLECCOB, KOTOPBIE III0XO0 (OPMaIM30BaHBI.

Pe3yabTaThl. BrusiBnenasie (akTopsl, BIUSIOMNE HA OLEHKY PHCKA, CBUAETENBCTBYIOT 00 HCHOJIB30BAaHUH JIMHIBUCTUYECKHX
MIEPEMEHHBIX ISl UX OMHCAHHS U MCHOJIB30BaHNS HEUETKUX IIEPEMEHHBIX JUIS OLEHKH MX KadeCTB, a TAKXKE CHCTEMBI KaueCTBEHHBIX
oneHok. O60ocHOBaH BBIOOpP MapaMeTpoB U pa3paboTaHa CTPYKTypa HEUETKOH MOJENN OLICHKH PUCKOB U OCHOBHI IIPABHJI HEYETKOTO
JIOTHYECKOT0 3aKIIoYeHms. PaccMaTpuBaeTcst MCHONB30BaHNE HEYETKUX MOJIEINeH IS pelIeHus MpoOieM OLICHKH PUCKOB MH(pOpMa-
LIMOHHON OE30ITaCHOCTH, a TaKkKe KOHLENIHI ¥ CTpouTeNbcTBO cucteM ERP u nmpoananusupoBansl npo0iemMbl nx 6e301MacHOCTH U
YSI3BUMOCTH.

BriBoabl. Pa3zpaborana HeueTKast MO/IeNb OLCHKH pHCKOB cucteMbl ERP. BriOpan nepeuens (HakTopoB, BAMSIOIIMX HA PUCK HH-
(dopmanmonHoii 6e3onacHocTy. [IpemnaraloTcsi METO/IbI OLIEHKH PUCKOB HH(POPMALMOHHBIX pecypcoB 1 ERP-cuctem B niesiom, oreH-
Ka (PMHAHCOBBIX TOTEPh OT PEaH3alU yIpo3, ONPEACIICHNE BU/A PUCKA B COOTBETCTBUH C €T0 OLEHKOH [t (GOPMUPOBAHUS PEKO-
MEHJAIMH 110 X 00paboTKe B IENAX MOAACPKAHUS yPOBHS 3amUThl cucTeMbl ERP. Onpenenen cryucok JIMHIBUCTHYECKHUX MEPEMEH-

© Kozhukhivskyi A. D., Kozhukhivska O. A., 2022
DOI 10. 15588/1607-3274-2022-1-12

118



e-ISSN 1607-3274 PagioenekTpoHika, inpopmaTuka, ynpasminss. 2022. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 1

HBIX Mojienu. BeiOpaHa cTpykTypa 0a3bl JaHHBIX HEUSTKHX mpaBuil mpoaykra — MISO-ctpykTypa. [locTpoeHa cTpyKTypa He4eTKOU
MoJieIi. BBISBICHBI HEUSTKHE TIEPEMEHHBIC MOJICITH.
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