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TEXHOJIOI'ISI COLIAJIIBAIIII OCOBUCTOCTEM 3A CHIJIBHUMH
IHTEPECAMHU HA OCHOBI METOJIIB MAIIIMHHOI'O HABUAHHSI TA
SEO-TEXHOJIOI'IA
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moJiTexHikay, JIbBiB, YkpaiHa.

Bucouska B. A. — kaHx. TexH. HayK, HIOIEHT, nomeHT Kadenpm «ladopmariiiai cucreMu Ta Mepexiy,
HamionansHuit yHiBepcuTeT «JIpBiBChKa MOINiTEXHIKaY, JIbBIB, YKpaiHa.
AHOTANIA

AxTyanbHicTs. Couianizanisi ocobucTocTel 3a CHUIBHUMY iHTepecaMy CIIPUYMHEHO MOTPe0OI0 OLIBLIOCTI JIIO/CH CIIPOCTHTH
YaCTHHY JXMTTEBHX MOMEHTIB 3a PaxyHOK 3MEHIIEHHs 4acy Ha IX peami3amio. 3 IMIBHIKAMH TeMOaMH pocty iHpopmaii,
3aBaHTA)KCHOCTI JIIOAWHH B CYCIIBCTBI Ta Y 3B’S3KY 3 OCTAHHIMH €ITiIEMiYHUMH CBITOBUMH IIOJisIMH JIFOJMHA CTa€ i301b0BAHOIO BiJ
MOJKJIUBOCTI CHINKyBaTHUCS. A II€ OJHIEI0 i3 BaXIMBUX IMOTped JIOACHKOI CBiZOMOCTI Ta camopeamizamii. ToMy € akTyaabHEM
MONMUTOM MaTH MOXXJIMBICTH OTPUMYBATH PEKOMEHIOBAHHMU CIMCOK IMOMIOHMX JIOJCH 3a CHUIPHIMHU IHTEpECaMH SK PE3yJIbTaT
IHTEJIEKTYaIbHOTO MOIIYKY MHOXKHHHU PEJICBAHTHHX KOPHUCTYBAYiB COLIabHUX MEPEX uepe3 aHaii3 oTo JHAChKOro o0anyds Ha
KOpHCTYBabKUX (oTorpadisx (Ha OCHOBI HEHpPOHHMX Mepex) i aHalli3 KOpHUCTyBaIbkoi iH(popMamii (Ha OCHOBI aNrOpUTMIB
HeuiTKoro nomyky Ta moneii Noisy Channel).

Meta — po3pobieHHs TeXHOJIOTIT AJst comianizanii ocoducrocreit Ha ocHoBi SEO-TexHOMOrIl Ta METOLy MAIIMHHOIO HaBYaHHS
Yyepe3 BUKOPUCTAHHs 3rOPTKOBOI Ta CiaMChKOi HEHPOHHUX Mepex s ifAeHTU(]IKail KOPHCTYBa4iB Ta aJTOPUTMIB aHANi3y TEKCTY
IUIS TI00py pelIeBaHTHUX KOPUCTYBadiB MaiOyTHBOTO CITIIKYBaHHS.

Merton. IIpu peanizanii SEO-texHomOr# 00paHO aIrOpUTMU HEYITKOrO MOIIYKY IO clioBax Ha ocHOBI Mojeni Noisy Channel 3
ITOPUTMaMH e(EeKTUBHOTO PO3MOJiTY TekcToBol iH(opmamii. Ilpu peamizamii MamMHHOTO HaBYAaHHS PO3POOJICHO 3TOPTKOBY
HEWPOHHY Mepexy Al ineHTU]IKaLi] KOPHCTYBaYiB CHCTEMH.

Pe3yabTaTn. Po3po0icHO iHTENEKTYalbHY CHUCTEMY Colliaiizamii 0coOMCTOCTel 3a CHibHUMHU iHTepecamu Ha ocHOBI SEO-
TEXHOJIOTi Ta METOM MALIMHHOTO HABYaHHs. 3AIHCHEHO peai3alliio poOOTH IBOX HEHPOHHUX MEPEX: 3rOPTKOBOI Ta CiaMCBKOI, 110
JI03BOJIMJIO 3JIHCHUTH HOILIYK JIFOJCBKOrO OOJMMYYs, HA 3aBaHTAXXKYBAaHUX KOpHCTyBaueM (otorpadisx i NOpIBHATH 3HalaeHe
0o0nuyus 3 yxe HasBHUMHU B 0a3i nanux/Iareprer. Lle mae MOXIMBICTh €(EKTHBHO iNCHTU(IKYBATH CHPABKHICTh KOPUCTyBaya Ta
rapaHTyBaTH, IO IFOT'0 KOPHCTYBaya Ha JaHWII MOMEHT HeMa B 0a3i JaHMX, BiAIOBIHO BiH MOTEHIIHO € peaJbHUM. 3a JOIOMOTOI0
QITOPUTMIB HEUITKOTO MHOIIyKy, anroputMmy Jlesenmreiitna Ta Mozmeni Noisy Channel cTBOpeHO aqropuTM aHaii3y Ta HOpIBHSIHHS
KOpHCTYBaLbKo1 iHopMallii, IKuii U1 IOTOYHOTO KOPUCTYBaYa GOopMye CIIHUCOK HAsIBHUX KOPUCTYBa4iB CHCTEMH, HOCOPTOBAHH 110
CIIaJIaHHIO BiJICOTKOBOTO CIIiBBiJJHOLIGHHS INOJIOHOCTI KOPHCTYyBayiB Ta BKa3ye, HACKUIBKM IHTEpeCH B IHIIMX KOPHUCTYBadiB
30iraroThCs 3 iIHTEpECaMU MOTOYHOTO KOPUCTyBaya.

BucHoBku. BusiBieHo, mio peanizoBaHuii B cUCTEMi adropuT™ st popMyBaHHs BHOIPKH KOPUCTYBadiB € e(eKTHBHILIOW Ta
TOYHilIOW Npubnu3Ho Ha 25-30% B NOpIiBHAHHI 31 3BMYaiiHMM anropuT™MoM JleBeHmTeliHa. Takox peanizoBaHHH aNropuTM
3nilicHIoe BUOIpKY mpubau3Ho B 10 pasiB mBHALIe, HiXX 3BUYaiiHA#N anroput™ JleBeHmreiina.

KJIFOYOBI CJIOBA: Heuwitkuii nomyk, anroput™ Jlesenmreitna, mozmen Noisy Channel, 3ropTkoBa HelpoHHa Mepexka,
ciaMchka HelfpoHHa Meperka, OoToaHai3 00INIYs, AITOPUTM PO3IIUPEHHS BUOIPKH, anroput™ N-rpam.

ABPEBIATYPHU HOMEHKJIATYPA
B/l — 6a3a maHux; S — cucreMa cortiajizarii 0coOOUCTOCTEN;
IC — indpopmarniiina cuctema; | — MHOKMHA BXiJHUX JaHUX;
IT — indopmariiiftHa TEXHOJIOTIS; O — MHOXMHA BUXIIHUX JAHUX;
MH — mManmiHHEe HaBYaHHS, R — oCHOBHI TpaBWiIa OMpAIFOBAHHS MMOTOKY BXITHUX
13 — nporpamue 3a0e3Me4YeHHS; nmanux B IC comianizanii kopucTyBaua;
SEO — search engine optimization. U — napaMeTpH ONpalloBaHHs BXiIHUX JIaHUX;

N — HelipoHHa Mepexka;
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0L — OIIepaTop CKadyBaHHA BXiIHHX JAaHHX;

[3 — omepaTop omparfoBaHHS BXiTHUX JaHUX;

Y — OIepaTop MOUIYKY peJIeBAaHTHUX KOPUCTYBAadiB 3a
aHastizoM npoditiB Ta GoTo;

P — BrmockoHaseHa imiTamiiHa MOJENb TIOIIYKY
pelieBaHTHUX KOPUCTYBaUiB;

| — orepaTop ineHTudikalii Kopuctypaua;

¥ — orepaTop GhopMyBaHHs JaHUX (QoToranepei;

® — onepatop (OpPMyBaHHS CIUCKY Ta JaHUX
pEJIeBaHTHUX KOPUCTYBauiB;

A — omepaTop MiATPUMKH COIiaJIbHHUX 3aIIHTiB;

ij — MHOKMHA JaHuX igeHTudikamii (poTo, mapois,
JIOTiH, BiJOUTOK Mablis, TOJIOC);

i, — cxoBHIlEe AaHUX (oToranepei 00auYb KOHKPETHOT
COLIIATBHOT MEPEeXKi;

i3 — pi3Hi (HOTO OOIMYYSI KOPUCTYBaUa,;

iy — KOHKPETHUH 3aIIMT KOPUCTYBaya;

01 — 3amutd 3 IC 10 KOHKPETHUX pEIEeBaHTHUX
KOPHCTYBaYiB 32 BUMOTOIO;

0, — OHOBIEHHA I mpodimo kopuctyBada IC B
KOHKPETHIH COIialbHIi Mepexi;

03 — JTalik 3a BUMOTroio kopucryBada IC;

71 — IpaBUJIa AITOPUTMY B3a€EMOJIT;

7, — IpaBuJia poOOTH 3rOPTKOBOT HEHPOHHOT MEPEKi;

73 — IPaBUJIa AITOPUTMY HEYITKOTO TOIIYKY;

4 — TIPaBIJIa AJITOPUTMY aBTO30€pEKEHHS JaHHX;

#; — MHOXXWHA PiBHIB JAOCTYIIy;

4y — MHOXXHMHA BUMOT JIOCTYILY;

43 — MHOYKMHA BUMOT JI0/IaBaHHA (OTO;

g — MHOXHMHa BHUMOI (HOPMYBaHHS
pEIeBaHTHUX KOPHUCTYBaYiB;

45 — MHOKMIHA BUMOT ITiITPUMKH COITiaTi3arlii;

C,4y — KOHTEHT aBTOPU30BaHOI'O KOPUCTYyBaya.

CIHCKY

BCTYII

Ha croromeHHs comamizamiss OCOOHMCTOCTEH 3a
CHUIPHUMH IHTEpecaMH € HaJ3BUYalHO BaKIMBHM
MPOIECOM i Yac 130JIAmii JFoAeH i3-3a MOJOBXKEHOCTI
ceitoBoi emigemii COVID2019 [1-5]. IlapanemsHO
OUIBLIICTh JIIOZEH 3aBXIM HAMararoThCs CIPOCTHTH Ta
ABTOMATH3yBaTH BCI OCHOBHI JXHTTEBI MPOLECH, SKI
3a3BMYail 3aiiMaroTh Oarato BijbHOTrO Hacy [6-9]. Lle x
CTOCY€EThCSI 1 TpoIecy comianizarii ocoouctocti. MH Ta
SEO-TexHOMOTii HAa JaHWA MOMEHT € HaJ3BHYAHO
Ba)XXJIMBUMH B KOHTEKCTi po3pobienus IC ompaioBaHHs
Ta aHami3y Benukux nanux [10-12]. IIpaktuuHO KOXHa
MOMyJIsipHa  cepex Benukol Kiumbkocti mronmed  IC
BHKOPHCTOBY€E BIANOBIOHI MeXaHI3MH coriamizamii [13—
15]. dnsa edexruHOi peamnizarii IT comiamnizarii 3a3Bndaid
ONITUMI3YIOTh iICHYIOWi aJITOPUTMH 1/a00 CTBOPIOIOTH HOBI
QITOPUTMIB BIAMOBIAHO [JO IIOCTABJICHHX BHUMOI Ta
pO3B’s13Ky KOHKpeTHOI 3amaui [16-21]. Iluramus MH
HaByaHHs, cormjamisamii Ta SEO-TexHOIOrl € I0CUTH
NOMYJIIPHAMM 1 BUCBITJICHI B HU3LI cTarei [22-27].

OO0’exTOM JOCHIDKEHHS € TpoIlec colfiamizarii
OCOOMCTOCTEH, OCKUIBKM Ha CBhOTOJICHHS 3aBJaHHS
comiarizauii € ayxe BaXJIMBUM 1 BCl CydacHi COIiajbHI
MEpeki HaMararoThCs MaKCHUMAalTbHO ONTHMI3YBaTH Ta
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aBTOMAaTH3yBaTH corami3aliio pizHEX KJIaciB
KOPHCTYBaJiB (3a BIKOM, CTaTTIO, BIOAOOAaHHIX, X00i
TOII0) 3 BUKOPUCTAHHAM YyCiX IOMyJIApHUX cydacHuX IT,
TaKUX K HEHWPOHHI Mepexi Ta AJITOPUTMHU aHaJi3y
KOPUCTYBallbKMX  TEKCTOBUX  HOBigoMmieHb.  Jlns
ycnimmoro cropensst IC comianizanii ocoducrocTei 3a
CHUTBHUMH IHTEpECaMH HaWBaKJIMBIIIMM 3aBIaHHSIM €
BU3HAYUTH KOHKPETHY METY coLialli3alis (Hampukian, 3a
SKMMH 1HTepecaMu/xo0i, CTHJIEM JKHTTS TOLIO) Ta
BIAITOBI1THO OTIPAIFOBATH/ T ATPUMYBATH rpotec
cotmianizarii BilOBiTHOTO KJI1acy KOPHCTYBAYiB.

Ipenmerom pocrmimkeHHs MeTom W Ta 3acobm IT
comiamizamii BiAMOBIOZHO KJacy KOpHCTyBadiB. Tomy
3OIMCHIOETBCS aHAII3/HOCHIIDKEHHSI METH/0COOIMBOCTEN
kopuctyBada IC, a camMe BW3HAYeHHS IOCTOBIPHOCTI
(cripaBXHOCTI ICHYBaHHS) KOHKPETHOTO KOPHUCTYBada 3a
JIOTIOMOTOI0 TIOIIYKY JIFOJICBKOTO OOJIMYYS HAa MHOXKHHI
KOPHUCTYBalbkuX  (oTorpadisix 3  BHKOPHUCTAHHIM
HEMPOHHUX MEPEX 1 aHalli3 KOpHCTyBalbKoi iHdopmarii 3
BUKOPHCTaHHSIM alTOPUTMIB HEUITKOrO TOMIYKY Ta
mozenm Noisy Channel.

Metoro pociaimkennsi € pospobuenns 1T s
couiamizanii ocobuctocreil, ska BukopuctoBye SEO-
TEXHOJIOTii Ta METOOM MAIIMHHOrO HapyaHHA. J{is
JOCSTHEHHS METH OYJIM TIOCTABJICHI TaKi 3aBIaHHS:

— YOOCKOHATHNTH IMITaIlifHy MOJENb UL TIOIIYKY
MHOXKHHH DPEJIeBaHTHHX KopHcTyBadiB B IC comiamizamii
ocobucTOoCcTel 3a JOIOMOTOI0 IOIIYKY JFOJCHEKOTO
o0NIMYYs Ha KOPUCTYBAUBKUX (DOTO 3 BHKOPHCTAHHAM
HEMPOHHUX MEPEX 1 aHalli3 KopHCTyBalbkoi iHdopmalii 3
BUKOPHCTAHHSIM QlTOPUTMIB HEUITKOrO TMOMIYKY Ta
mozen Noisy Channel;

— Y/IOCKOHJIUTH 3TOPTKOBY HEHPOHHY MEpEexy, M0
JIO3BOJIMIIO €()EKTUBHO 3AIMCHIOBATH IOLIYK JIIOACHKUX
00mub Ha (oTOo, Ta MEPEeBIPATH HASBHICTH BXKE ICHYFOUUX
moaeit B B[ IC;

— pO3pOOUTH aNTOPUTMY aHaNi3y KOPUCTYBAaIbKOL
iHpopMamii Ta TONmIYKy HAWOUIBII  peleBaHTHHX
KOPHCTYBadYiB, BiJIOBITHO O MPOAHAII30BAHOTO TEKCTY
Ha OCHOBI BXK€ iICHYIOUHX aJITOPUTMIB, TAKHUX AK aITOPUTM
JleBeHmireiiHa,  anTOPUTM  PO3UIUPEHHS  BUOIPKH,
anroput™ N-rpam ta mozeini Noisy Channel;

—po3pobutnn Ta omucaru II3 BizyampHOi mMOUIyKY
MHOXXKUHH DPEJIEBAaHTHHX KOPUCTYBadyiB JUIsi coliamizaiii
0COOMCTOCTEH 32 JOMIOMOTO0 aHaITi3y (OTO;

— 3IIHCHUTH aHaJi3 pe3yJbTaTiB eKCIepHUMEHTaIbHOI
anpoOanii 3amporonoBaHoi IT TOmyKy MHOXHHA
pelieBaHTHUX KOPHCTYBadiB coIliaji3alii ocoOucToCcTe.

1 IOCTAHOBKA ITPOBJIEMHA
Cucremy comiamizamii ocobuctocteid S momaHO
IMITAIIITHOO MOJICIUTIO YepPe3 KOPTEHKEM:

S=<I,0,R, UN,a,B,y>,

ne 1= {iy, iy, i3, i}, O = {01, 03, 03},
R=A{r1, 12, 13, 14}, U= {uy, ua, us, ug, us}.
OcHoBHIME Tiporniecamu [C corianmizanii ocoOucTocTi
€ «lnentudikaris kopuctyBada», «DoOpMyBaHHS JTaHUX
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¢dororanepein, «DopMyBaHHS CIHCKY pPEJICBAaHTHUX
KopucTyBauiB» Ta «IlinTpuMKa COIlialIbHUX 3aITUTiBY.

Iponec imenTudikamii kopucrysaua IC coriamizarii
0COOHCTOCTI ONUIIIEMO CYICPIIO3HITIEO:

CAU :HOBO(X"
CAU :H(B(a(lla i29 i4)9 T, I/l[), 1/[2).

[pouec (dopmyBaHHS JaHUX ¢botoranepei
kopuctyBada IC comiamizamii ocoOucrocTi onumemMo
cynepriosutiiero: Cey =y°p°a, TOOTO

Cev=x(B(oUCyy, 2, i3, ia), 71, U3), 12).

Ipormec (hopMyBaHHS ~ CHHCKY
KOPHCTYBAYiB OMHUIIEMO CYIEPIIO3HIII€I0:

PEIECBaHTHUX

Cyr =0°y°B°a,
Cur=o(y(B(oUCcus 12), i3), Ua), 13).
[Iporec miTpUMKHA COLiaTBHUX 3alUTIB KOPUCTyBada
IC comiamnizarii 0COGMCTOCTI OMUIIEMO CYTIEPIIO3UIIIEI0:
CUS :XO’YOBOas
CUS:%‘('Y(B((X’(CUS’ i2)5 i4)5 Ms), 74)'

2 AHAJII3 JIITEPATYPHUX JI’KEPEJI

ITix gac ctBoperHs o6paHoi IC BaKMBHUM 3aBIaHHIM
€ JIOCJI/DKEHHS Ta aHali3 BKE ICHYIOUMX aHAJOTIB ISt
(hopMyBaHHS MHOXHHH OCOOJHBOCTCH, XapaKTCPUCTHK,
nepesar Ta HenomikiB B icHytounx IC. Ilix wac nomyky
aHAJOTIB NpaKTHYHO He 3HaipeHo mnoxpidHmx IC
comiamizauii ocobuctocreil. Cepen 3nHaitnenoro [13
BHIUTUMO 3 aHAJIOTH, SKi 32 (YHKI[IOHATIOM € HaiOLIBII
HaOmKeHUMH 10 3ampomnoHoBanoi IC  comiamizamii,
3okpema Tinder, Badoo ta Chatous.

Tinder € Haibinmpm mnomyssspHOIO Ta cTapoto IC
comiamizamii ocobucrocteii. Cepen OCHOBHHX IIepeBar €
MATPUMKA  KpocmmarGopMeHOCTI  SIK  [UII  BCIX
omepamiiHUX CHCTeMax, TaKk 1 i  OyIb-SIKOro
cmaptdoHny Ta upe3 Opaysep. Takox mepeBaroro € aHaii3
(dbotorpadii oOaHYYS JTFOAUHH, MONUIYK aHAIOTIB 00THYYs
B Tinder Ta HasBHICTH 00IMYYs HA (OTO TapaHTYE Te, IO
IC KopuCTYIOTBCS JIMIIE pealbHI JIIOAW, 1 NpHU
3HAlOMCTBI, YM MiJ Yac MEPEeNHCKd 3 KOPUCTyBadeM
MOJKHa OyTH BIIEBHEHUM, IO II€ pealbHUI KOpUCTYBad, a
He maxpad. llle no mepeBar MOXKHa BHAIUIMTH IOBHY
BIJICYTHICTh PEKJIAMH, IO JO3BOJISIE HE BIJBONIKATUCS 1
MMOBHOIIHHO BHUKOpHcTOoBYBaTH [13. Cepem HemolikiB B
Hepiy 4epry BapTo BHUIUTUTH Te, 110 1C BUKOPHCTOBYE
nuiae 6a30Bi GUIBTPH MONIYKY KOPUCTYBAdiB, a caMe BIK,
CTaTh, Ta MICHE3HAXO/PKEHHs, M0 JO3BOJSE JIMIIE
NpUONHU3HO 3BY3UTH OO0JACTh TIONIYKY peJIeBAaHTHUX
kopuctyBauiB. Takox IC He Mae HISKMX aXTOPUTMIB
comjamizamii Ta mAOOpY KOPHCTYyBadiB 3a CHUIBHUMH
intepecamu. Ille OmHUM HETOJIKOM € OOMEXKCHHS
KIJIBKOCTI KOpPHCTYBadiB, SIKUX MOXKHa IEPErJsIHYyTH 3a
JIeHb, OOMEXEHHS BiJIIOBIIHO MOYKHA 3HATH 3a IUIATHY
TJIITHCKY .

Badoo € nocute nonynsipaoro HoBoro IC corianmizartii
ocobucrocterd. Cepell OCHOBHMX IIepeBar  MOXHA
BUIUINTH  HAasBHICTh JaHOI TpOTpaMH Ha  BCIX
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mwratpopmax. Badoo MOXHa BHKOPHCTOBYBATH SIK
mporpaMmy Ui poO0dYoro CTONYy Ha BCIiX ONEpariifHuX
cucTeMax, SK 3aCTOCYHOK i cMapTdoHy Ta y
Opayszepniit Bepcii. IC € mMOBHICTIO OE3KOIITOBHOIO,
BiANIOBiIHO B HiIll HeMae OOMEXEHb Ha KUIBKICTH
KOPHCTYBAUiB, SIKMX MOXKHA MEPETJITHYTH 3a JeHb. Takox
Mae Oe3mMiTHI BHOJOOAHHS, SKi MOXHA BHCTABIISATH
KOPHUCTYBayaM Ta HEOOMEXKEHY KUIbKICTh IMOBIJIOMIICHB,
skl MoxHa HanrcaTd. Ceper HeIONMIKIB BApTO Bi3HAYUTH
BEJIMYE3HY KIIBKICTh  pEeKJIaMM, SIKYy  HEMOXIIUBO
BUMKHYTH, IO HE JIO3BOJISIE TIOBHOLIHHO 3py4YHO
BUKOPHCTOBYBaTH Iiporpamy. Badoo He Mae HisSKux
NTOPUTMIB coIliaizamii 3a CIUIPHIMH I1HTEpecaMHu Ta
HaJa€ MOJIIMBICTh BUKOPUCTaHHS JHMIIEe 0a30BUX
(iTBTPIB MOMIYKY KOPHUCTYBAiB.

Chatous € naiimenm nomyispHoro IC comiamizarmii 3
ycix posrnsHyTHX. OcHOBHOIO mepeBaroro nanoi IC e Te,
1110 BOHA MOBHICTIO OE3KOIITOBHA U1l BAKOPUCTAHHS, Ma€e
HEOOMEKEHY KUIBKICTh BIIOI00AHb, MOBIIOMIICHH Ta
Neperis/iB KOPUCTYBadiB MPOTATOM AHs. Takox B JaHii
nporpami TOBHICTIO BifcyTHsI Oyap sika pekiama. Cepen
nepeBar MOKHa BUJAUIMTH aHalli3 (OTO KOpHUCTyBaya Ta
MATBEPKEHHST 00JMMYYsl KopHucTyBada Ha (OTO, IO
TapaHTye Te, 10 MU CIUIKYEMOCS 3 PEaTbHOIO JIFOIUHOIO.
Cepen HenomikiB Te, mo maHa IC He mocTynmHa Ha BCiX
wiatgopmax, a JuIIe y BUIIAL Opay3epHOi Iporpamu,
mo OOMEXye KUIBKICTh MOXIHUBHX KOPHCTYBadiB.
Chatous Ma€ OCHOBHUI HENOJIK, K 1 B 1HIINX aHAJIOTax —
MTOBHICTIO BiJICYTHI aJTOPUTMH IiI00PY KOPHUCTYBAYiB IO
iHTepecax, IO HE J03BOJSE ONTHMAIBHO 3AiHCHIOBATH
mouryk KopuctyBadiB. [IpucyTHi nume 6a30Bi anropuTMu
(impTpamii OCHOBHHX IapaMeTpiB KOPHCTYBadiB, IO €
Hee(PCKTHBHUM, TaK SK II¢ O3HAYa€, M0 OLIBIIICTh
KOpUCTYBa4iB He OyAyTh BINNOBIAATH OYiKyBaHHIM
TIOUIYKY, TaK SIK HE MATUMYTh CITUIbHUX 1HTEPECIB.

3 tabmuii 1 MOkHA 3pOOHUTH BICHOBOK, 1[0 BYKIIMBUM
nyHkToM peamizauii IC e BimcyTHicTh pekiamu, abo ii
MiHIManbHa KijgbKicTh. Takox mepeBaroro IMOPIBHAHO 3
Tinder € migTprMKa HEOOMEXXEHOTO YHCIIa KOPUCTYBAYiB,
iX BHoOmOOaHL Ta IOBIIOMJICHBL, SKI MOXKHA HAIUCATH
HPOTSTOM JIHS.

Ta6muus 1 — [MopiBusiaast ananoris IC cormianizamii

Hassa Tinder Badoo Chatous
BincyTHICTb pexiiaMu + - +
Heobmexeni - + +
KOpHUCTYBayi

HeobmerxeHi - + +
BI10100aHHS

HeobmerxeHi - + +
MOBiTOMJICHHS

IInatHa Bepcis + — -
Kpoc miatdopmeHicts + + —
Amnani3 dororpadiit + + +
Bazosi ¢insTpu + + +
MOIIYKY

AnroputMu - - -
comiasrizanii
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Takox mnepeBaramu nporpam Tinder Ta Badoo €
JIOCTYIIHICTh MPOrpaM Ha BCiX Imiardopmax, M0 3HAYHO
PO3LIMPIOE KUIBKICTh TOTEHIIHHUX KOPHCTYBaUiB.

3 MATEPIAJIM TA METOJIU

OnHUM 3 HAMTOJOBHIIIMX peajli30BaHMUX aJrOPUTMIB B
IC comiamizarnii ocobucTocTeil 3a CHiIBHUMH iHTEpecaMu
€ peamizamii HEHPOHHOI Mepexi, sika 3IiMCHIOE MOIIyK
o0imap Ha (OTO KOPHCTYBadiB Ta IIOPIBHIOE 3 BXKE
HasBHUMH B TmoTouHid BJI. s 1poro 3aBmaHHS
BHpIIIEHO BUKOPHUCTOBYBATH INIMOWHHI HEHPOHHI MEPEexi,
OCHOBHa OCOOJNHBICTh SKMX B TOMY, IO BOHH KpiM
BXI1JIHOTO 1 BUXIJJTHOTO LIAPY TaKOX CKJIAJIAIOTHCS 3 MIEBHOT
KUIBKOCTI IpUXOBaHKX mapis (puc. 1).

Bxinuni map TIpHXOBaHi MApPH

)
X
i

00
s
N-;#:"f’
%

;

(X
1%
1%
s

c
5
X
3

Pucynok 1 — HefiponHa Mepeska 3 MpUXOBaHUMH IIapaMH

Jns  noOynoBn rinMOMHHOI HEHPOHHOI  Mepexi
po3mizHaBaHHS 00JIMYs OOPaHO KOHICIII0 PO3MOJLTY
mIapiB Ha JBi HOBHICTIO OKpeMi MiJBHOIPKH (3rOpTKOBI
Iapu Ta AWUCKpeTH3yrodi mapu). OCHOBHA OCOOJIMBICTH
TaKOro TIJXOLy B TOMY, IO KOKE€H HEWPOH BiIIOBinae
OKpeMili Toumi Ha (ikcoBaHOMY 300pa’keHHI 1 TAaKOXK Mae
3B’A30K 3 pPEHEeNTHBHUM IojieM (00JIacTIO 300pakeHHS,
sIKe TMOJA€Thcsl Ha BXim). B koxkHOMY wMicii oOpaHOTro
mapy MOXKHA DPO3MOUIATH TEBHY KUTBKICTH HEHpPOHIB.
KoxxeH € yHIKaJbHUM, TaKk sSK Ma€ YHIKaJIbHUH HaOip
BXIJIHMX Bar, siki c()OpMOBaHi 32 JONOMOI'OK0 HEHPOHIB B
MONEPEeIHbOMY HPSMOKYTHOMY IIapi Iepel MOTOYHHM

[IapOM OTIPAItOBaHHS (pHC. 2).

TlinenGipxa IloB'a3aHi
mapH

[ —

=" o=

TIixeEGipKa 3ropKa

BxinHe 300pakeHHA 3roprxa
Pucynok 2 — CTpykTypa 3ropTKOBOi HelfpOHHOT Mepexi

[pu nporpamHiii peanizaiiii JaHOi 3rOPTKOBOT Mepexi
mepmie, 1O Tpeda  3po0OMTH, 1€  3aBAHTAKUTH
¢dororpadiro, abo aekinbka ¢ororpadiit B IC, 30epertu
3aBaHTaXeHI (oTorpadii 3a MOMOMOroK ACHHXPOHHOT
ompartoBanHs B bJ1, micis 4oro nmovaTH onparioBaHHsI.

3ropTkoBa HEHpPOHHA Mepexa CKJIAJAaeThcs 3 5
OCHOBHHX INIApiB: BXiMHWH IIap, BUXIAHWH map, Ta 3
BHyTpimHI npuxosadi mapu (P-Net, R-Net ta O-net).
KoxxeH map moOCHiIOBHO 3AiMCHIOE — ONpPAIIOBaHHS
3aBaHTaXEeHOro 300paxkeHHsA. CHmodaTky  3AIHCHIOE
ompamroBanHs map P-Net, sxuii Ha 300pakeHHI BUALISIE
IIBi KBagpaTHi paMKkH (puc. 3).
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Ha puc. 3 uepBone nosie BioOpaxae sipo 24x24, sike
3MIHWJIOCH PO3MIPOM JI0 TIOYaTKOBOTO 300pa)KeHHSI.
OOGuHCIIeHO HIMPUHY Ta BUCOTY sApa:

1500-200 = 300, 1800-500 = 300.

OTpuMaHa MIMpHHA Ta BHCOTA — 1€ IMPHHA Ta BHCOTA
sIpa 0 TOYaTkoBOoro po3mipy. IloTiM 3mificHIOETHCS
MHOXXEHHS KOOpAMHATHUX pamok Ha 300:

0,4x300 =120, 0,2x300 = 60,
0,9x300 =270, 0,7x300 = 210.
JlonaeTbest BepxHsL JliBa KOOpAMHATA sapa, 0100
OTpUMATH KOOPJAMHATH TPAHUYHOTO TOJIS:

(200 + 120, 500 + 60) i (200 + 270, 500 + 210)
a60 (320,560) Ta (470,710).

Pucynok 3 — Po6ora uiapy P-Net

Otpumani nmaHi 30epiraloTbess 1 Jaii  [TOYMHAE
npamtoBatd map R-Net. [ xokHOTO 00MEXKyBaIbHOTO
BIKHA CTBOPIOETHCSI MAacHB OJIHAKOBOTO pO3MIpy Ta
KOIIIOIOTBCS 3HAYCHHS MIKCETiB y HOBMH MacuB. [HOI
300payKeHHS] MOKE MICTHTH JIMIIE YaCTUHY OOJIUYYs, 10
BU3Hpae 3 00Ky kaapy (puc. 4). Y TakoMy BUIAIKY Iap
R-Net Moxe MOBEpHYTH OOMEKYBAJIBHHM SIIUK, SKHI
YaCTKOBO 3HAXOJIUTHCS 1032 KaJPOM.

PucyHnok 4 — Pobora mépy R-Net
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Skimo oOMexyBalbHE IOJie HE BUXOJHUTH 32 MEXI,
KOIIIOETBCSl YaCTHHA 300paKEHHS B OOMEXYBAJILHOMY
MoJIi B HOBUH MacuB 1 3amoBHIOEThCs Bee inmie 0. Lleit
npouec 3anoBHeHHs MacuBiB 3 0 € padding. Ilicist Toro,
SIK TPOKJIaJICHO MacuBH OOMEXyBaJbHOI KOpOOKH, iX
PO3Mip 3MiHIOETBCS A0 24 X 24 miKCEeNiB 1 HOpMaNi3y€eThCs
110 3Ha4eHb Bix —1 g0 1. B manuii yac 3Ha4YeHHS ITIKCENIB
craHoBiATh Bix O mo 255. KokHe 3HaueHHS IMMiKCEIs
BimHIMaeThCA Ha TONOBUHY 255 (127,5) i mimutbes Ha
127,5, micns goro 30epiraeTscs 3HaYeHHS MK —1 1 1.

IMicnst cranmapTH3anii KOOpAWHAT TEPECTABISIOTHCS
0oOMeXXyBaJIbHI TTOJIST HAa KBaAparT, sKuil cmin nepegatu O-
Net. Otpumani pgani 30epiraioThcs 1 Jaji IOYHHAE
npamoBatd  map O-Net. Buxomgm O-Net Tpoxu
BiApi3HstoThCs Bin pesynbrariB P-Net ta R-Net. O-Net
3a0e3neuye 3 BUXOOM: KOOPAMHATH OOMEXYBaJbHOTO
T10JIs1, KOOPAWHATHU 5 OpIEHTUPIB 0OJIMYYs Ta PiBHS JOBIpH
KOXHOTO ToJs. [1030aBUBINKCH Bif| SIIMKIB 13 HUKIUM
piBHEM JIOBipH, 3IIHCHIOETBCS CTaHAAPTH3AIIS  SIK
KOOpIMHATHUX paMOK, TaK 1 KOOPAMHAT OpIEHTHPY
o0mmyas. OCTaHHIM KPOKOM € yITaKOBKa Bei€l iHpopmarii
y CJIOBHUK 3 TPhOMa KJIABIIIAMH: «IIOJIE», «BIICBHEHICTHY
Ta «KIFOYOBI Toukm». «[lome» MICTHTB KOOpIAMHATH
00ME)XyBaJIbHOTO TIOJS, «BIIEBHEHICTH» MICTHUTH DPiBEHb
JIOBIpH Mepexi JUId KOXHOTO BiKHA, a «KIFOYOBI TOUKM
MICTSTh KOOPAWHATH KOXKHOTO OpieHTHpa obmudads (odi,
HIC 1 KIHIIEBI TOYKH POTa).

HactymHuM KpoK €  BHUKOPHUCTAaHHS — CiaMCBKOI
HEHPOHHOT MEpexi, ska BIAMOBITae 3a Te, 100 IIyKaTH
aHaJIOTivHI 00IMYYs B BiKe icHyrounx ¢oto B BJ] (puc. 5).

128

Bxine ' . () miHifEA
aoﬁpmeﬂm byHEDIA
Ko_ay'aaﬂmx
128
Bximme , () KBampaTHIHA
'306pM(eHH.FI | pyEKLiA
KO_EY‘ERHHZ

PI/ICyHOK 5 — CtpyKTypa ciaMChKOi HEHPOHHOT Mepexi

Ciamcbka HEHpOHHa Mepexa CKIagaeTbes 3 2
IIEHTUYHUX IIapiB, KOXKEH 3 SIKMX MaloTh OJJHAKOBI TOYHI
Bary. KokeH 3 mapiB nmpuiiMae oJHy i Ty caMy KapTHHKY
B SKOCTI BXiTHUX MaHuX. [lai Ha BUXOA1 3 KOXKHOTO IIapy
€ IHiiHa Ta KBajpaTWYHa (QYHKII, KOXXKHA 3 SKUX
3MIACHIOE  TIOPIBHSHHA  300paXXeHHS 3  HAsBHUM
300pakeHHsM Bcepenuai B/ Ta QopmyioTh meBHUIA
Koe(blmeHT OcTaHHIM KpOKOM € BUpPaxyBaHHSI p13H14u1
MDK ~ Koedimi€eHTaMM Ta  BHU3HAUEHHS  HasBHOCTI
300paKeHHSI.

4 EKCIEPUMEHTHU
Tonosuoro Qynkiiero IC corianmizarii ocoducTocTei
3a CHUIBHUMH IHTEpecaMHM € TOUIYK pEeJIeBaHTHUX
KOpHUCTYBadiB, TOMy OCHOBHHM 3aBJaHHSM € HalHCaTh
ONTHMI30BaHMUM  QJITOPUTM,  SKAH  MaKCHMaJbHO
aBTOMAaTH3y€ TIpoIlec coIliamizamii KopucTyBadiB. B
JAHOMY BUMANKYy CTBOPEHHUH CIEIiaJbHUHA alIrOPHTM Ha
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OCHOBI TakuX aJrOPUTMIB, K ajroput™m JIeBeHIITElHa,
posumpents Bubipku, N-rpam ta mozeni Noisy Channel.

B mepury uepry BapTa BUIUIMTH BXIiIHI JaHi 3a
JIOTIOMOTOI0 SIKMX IIOBMHHa OyTH c(opMoOBaHa KiHIeBa
BUOipKa i KopucTyBaua. LluMu naHumu € mapamerpu
KOpUCTyBaya CHUCTEMH, a caMe OIINC KOpPUCTyBaya,
IHTEpeCcH KOPHCTYyBada, Ta MoJe, B SIKOMY ONHCAaHO KOTO
caMe IIyKae KOPHUCTYBay, caMe I[i YacTHHH OyAyTh
BUKOPHCTOBYBATHCS JIJISI COLliasti3artii.

3 camoro modaTky (GpopMyeThCS pO3MHUpEeHa BHOiIpKa
Ha OCHOBi po3()OpMyBaHHS MOJAHOTO MAacHBY JAHUX HA
OKpEMi eIeMEHTH 3a JIOTIOMOTOI0 alrOPUTMY PO3LIMPEHHS
BrOipku. Llel anropuT™M BHKOPHCTOBYETHCS HaidacTimie
y BCIX IporpaMax TOpiBHSHHS CJiB, HOTO OCOOJIMBICTH B
TOMY, IO BiH BiAKHZA€ Bci HaiimeHi pesympTatH 0Oe€3
chiBOaaiHe 1 BiAKIAAae iX JJii ajJrOpUTMIB HEUYITKOTO
MOUIYKY, & caM 3AiiCHIOE TMOLIYK 110 3HA4YeHHSX
OTpPUMAaHUX eJIEMEHTIB. J[JIs1 KO’)KHOTO CJIOBa OTPUMAaHOTO
3 TIOYaTKOBOI BUOIPKHM Oy/AyeTbcs MHOKHHA 3HA4€Hb Ha

OCHOBI sIKOI 1 BimOyBaeTbcs peamizaliss TMOIIYKY
nofanpmux ciuiB. Lled anropurM 1mo cyTi po3aiise
BUOIpKy Ha 2 migBuOipku, oOJHa 3 SKUX Oyz;e

00poOmoBaTHCsT OCHOBHMMH JITOPUTMAaMH  HEYITKOTO
MmomyKy, a iHma Oyme oOpoOmeHa Momemmo Noisy
Channel. AxroputM nomatkoBo MoAM(]iKOBaHO IS
TeHeparii TPOMIKHUX BapiaHTIB OMPAIfOBAHHS TEKCTY 3
BUKOPUCTaHHSM CHELiaJbHUX IPaBHI 3 BiIKMIAHHAM
3aKiHYeHb  CJiB, 1100 YHHMKHYTH HEMNPaBHJIBHOTO
posmoxminy Ha  WiABHOIpKM  Wepe3 MOMHIKY B
CTPYKTYpYBaHHI CJIOBa 3 CAMOTO MOYATKy aHaJi3y TEKCTY.
Jana ™onudikamisi J03BOJISIE 3HAYHO ONTUMI3yBaTh
poOOTYy aNrOpUTMy, TaK SIK B I[bOMY BHIAJKy MOJXKHA
YHUKHYTH BUKOPHCTaHHS ITOBHUX KOJEKIIH MaHUX JUIst
30epiraHHs TEKCTy, a JUHAMIYHO T[IOJaBaTH JaHi
OKpEMHMH eJIeMeHTaMH. biIoK-cxema ajaropurMmy nojaHa
Ha puc. 6.

Posnominueimm nani Ha 2 migBUOiIpKu OepeThes mepia
migBrbipKka 1 A il 0O0poOKM 3aCTOCOBYETHCS alTOPUTM
N-rpam. Cam mo cobi anropuT™M € JOCUTHh CTapui i
BUKOPUCTOBYETHCSI BXKE IaBHO, TaK SIK BiH € JIOCHTh
MPOCTHiA y peanizaii, Jerkuid y Moudikariii BinoBiaHO
JO MEBHUX YHIKaJIbHUX BHMOI, Ta JOCHTb IIBHIKO
Ipamioe, THM CaMHUM BiH € HAaWIIBUAIINM ajIrOPUTMOM
HEYITKOT'O MOLIYKY CepeJl THX, IKUii BUKOPUCTOBYIOTHCS B
iHpopMaliiHIi cucTeMi comiamizauii ocoducrocreit 3a
CHUTBHUMH IHTEPECaAMH.

Skmo ommcyBatn poOOTy anropuTMmy, TO BiH Oepe
chopMOBaHMI  MacuB  JaHUX, IIOpIBHIOE  HOro
MIOGJIEMEHTHO 3 TOPIBHIOBaHMM MacuBoM naHuX. Came
TOPIBHSIHHS 3IIHCHIOETECS 32 IyKe IPOCTOI0 (hOPMYIIOLO,
AKOIO CJIOBO 1 cmiBmamae 3i CIOBOM 2 3 BpaxyBaHHIM
JesSKAX TIOMUIIOK, TO € BEeNMKHH LIaHC TOro, IO B HHX
Oyne croimpHHI psmok JoBxkuHOIO N. bBrok-cxema
JITOPUTMY NOAAHA HA pUC. 7.
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Pucynok 6 — Anroput™ po3MmupeHHs BUOIpKU

ITig gac iEgeKcamii moTpiOHE CIIOBO PO30MBAETHCS Ha
taki N-Tpamu, 100 CcepeHi IMmAHC  CXOXOCTi
cuiBmamigHsa cioBa Oy Oimeme 50% 1 momamae B
OKpEeMHUH CIHCOK CIiB, Hai4acTille BHKOPHUCTOBYIOTHCS
TpUrpaMH, TOOTO PSAOKH, SKi CKIamaloThcs 3 3 OYKB.
Takox ONTHMI30BaHO MOIIYK 1 MiJ 9ac 0OpOOKM IHaHWX,
JIaHl MOJal0ThC IO JEKiIbKa €IeMEHTIB, THM CaMUM He

CTBOPIOIOYM OKPEeMHH CIIHCOK JaHWX, a MPOCTO
(hopMyOUYH KiHIIEBUI CITHUCOK.
Takox JIaHWi QJITOPUTM Ma€ TICBHI HEIOJIKH,

HaIpHKJIaJ IIPH CTBOPEHHI BCIX TPHUIpaM PsAKIB € O6e3miu
CIIiB, SIKI MOXYTh BHIIACTH 3 BHUOIPKM, HaBiTh SKIIO
MAXOAMIIN TI0 TIapaMeTpaM IOIIYKYy CJI0Ba, TaK SIK MOXKe
MOMACTUCS CJIOBO, SKE HE BIANOBimae monmury i Oyzde
IIOMHJIKOBO HE BHOpaHE TpUTpaMaMH, TOMY came Iepen
UM BUKOPHUCTAHO alTOPUTM PO3IINUPEHHS BHOIPKH, 100
MIiHIMI3yBaTH MOJXXJIMBICTb HAsSBHOCTI MOMIOHHUX CIIIB B
TIepIIii migBuOipIi.
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Pucynok 7 — Anroputm N-rpam

BBaxkaeTbcst, 1110 OUIBIIICTD TAKUX CJIIB ITONIAJINA caMe B
JIpyry BHUOIPKY, TOMY BiIHOCHO HEi BHUKOPHUCTOBYETHCS
Mmojenb Noisy Channel, i ocobauBicTh B TOMY, 1110 BOHA
NpU3HAYeHa JUIsl ONPALIOBaHHS BCiX CIIB, SIKI CKoOpilIe 3a
BCe OyJIM MEBHUM YMHOM CIIOTBOPEHI, 1 PO3yMi€ Mij UM
CTBOPEHHSI JJOAATKOBOTO CJIOBHHKA MOJJIMBHX 3HAuCHb,
AKMHA 1 Oysme mie omHMM MicueM it 30epiraHHs Ta
MOPIBHSAHHS CIiB 3 Apyroi MiABHOIPKH, TaKUM YHHOM
(opMyeThCS  KOJMEKIiST MOXIMBHUX CJiB, SKi Oyim
cnotBopeHi. Cama wMogens Noisy Channel € nyxe
MOBUTFHOIO Y BUKOPUCTAHHI Yepe3 MocTiitHe PopMyBaHHS
MPOMDKHOTO CIIOBHHKA TiJ 9ac OOpOOKH TEKCTy, TOMY
Uis 11 omTuMmizamii i CTBOpeHO WiABHOIpKY CIiB, SKi
CKopille 3a BCEe CIIOTBOPEHO, LI00 HE BUTpadaTH 3auBi
pecypeu. biok-cxema momem Noisy Channel momana Ha
pwuc. 8.
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AaHl 3Ha4YeHb 06po6KH
JIaHUX

Bubip
CIIOBHHKA

Pucynok 8 — Mogesnps Noisy Channel

Po6ota mozneni Noisy Channel moka3aHa Ha mpuKiaui
BUMPABJICHHS  CJIOBAa  «actress», CyTh [OJSTa€ B
MJCTaHOBIII CXOXKHX CJIiB 3a JOIOMOIOK IIEBHHX
oreparnii 00poOKH ClI0Ba, PU BiACYTHOCTI TOMHIIKOBUX
JiTep 00paHO MpaBUIIBHE CIIOBO (TA0I. 2).

Tabauns 2 — [puknag podotu moneni Noisy Channel

Ilomun- | Mosxiuse IpaBuns- | Ilommn- Tun
Ka BUIIPaB- Ha JiTepa KOBa
JICHHS JiTepa

acress actress t Hemae Bunanenns
acress cress — a BceraBka
acress caress ca ac Tpancnosurist
acress access c r BigHiMaHHs
acress across e BigHiMaHHsa
acress acres — S BcraBka
acress acres — S BceraBka

BHyTpimHiM ~ anroputMoM ~ OOpPOOKH  TIOBHICTIO

chopMOBaHUX BHOIPOK CIIiB € anroput™m JIeBeHIITeiHa.
OcHOBHa CyTh aIrOpuTMy B TOMY, IO BiH BH3Ha4ae
BIZCTaHb MIXK JEKIJIBKOMA IOCJIIJOBHOCTIMHU CHUMBOJIIB.
TakyM YMHOM AJITOPUTM HAa BUXOJ BH3HAYa€ INEBHE
3HAYCHHS, a caMe KIUIbKICTh HEOOX1IHMX 3aMiH IJIS TOrO,
o100 OJHE CIIOBO CITIBIAIO 3 IMTOPIBHIOBAHUM CIIOBOM Y
BHUIMAJKY 3HAXOKCHHA BIIMIHHOCTEH Ta Qopmye
BIJICOTOK, SKHH BifoOpakae IaHC OJHAKOBOCTI CIiB, 3a
JOTIOMOTOI0 SIKOTO MOJXKHa BH3HAa4aTH YW Yy BHUOIpKY
MOMayo ABa aHAJOTIYHUX CJIOBA 1 € CIIBIALIHHSA, YMA JBa
CJIoBa a0COJIIOTHO Pi3HI 1 HE MONajalTh B KIHIEBY
BUOipky. CaM anroputM ONTHUMI30BaHO 32 JOMOMOTOIO
Horo moOy/JI0BM 3 BUKOPHCTAHHSM KIiHIIEBOTO aBTOMATY,
TAKUM YHHOM BCi MPOMIXHI JIaHi B TIaM’STi BUJAJISIOTHCS
31 3MiHOMO iTepaii. BiamosinHo, crioyatky BinOyBaeThCs
¢opmyBaHHs 2 TIiIBUOIPOK CIIB 3 BXIIHHUX JaHUX
KOpUCTYBayiB, KO)KHa 3 JIBOX OTPHUMAaHUX MiIBUOIPOK
JIOZIATKOBO OMPAIbOBYETHCS ISl 30UIBIIEHHS TOYHOCTI
MIOITYKY CIiB, MICIS YOTO 3a IIOTIOMOTOI0 AITOPUTMY
JleBenmrelina iine Oe3mocepenHe TMOPIBHIHHS BHOIpOK
CiB YCiX KOPHCTYyBadiB CHCTEMH, KOXXHE CIIOBO
MTOTOYHOTO KOPHCTYBada MOPIBHIOETHCS 3 BIAMOBIIHUMH

napaMeTpamMH JOCTIPKYyBaHOTO KOpHUCTyBada. biok-
cXeMa ajNTopuTMY ToaHa Ha puc. 9.

B xomi nmopiBHAHHA ~ (OpPMYIOTBCS 32  KOXHE
cuiBnmaminas  (QOpMyrOThCs  Oanu, 3a  CHIBNAIIHHS

iHTepecie — 3 Oanu, mapameTpy MOIIyKy — 2 Oai,
3aranbHOi iHpopManii — 1 6an. Ilepen mouaTkom podoTH
anroput™my JleBeHmTeiiHa (GOpPMyeTbCcs MaKCHMallbHHN
0aJ IIOTOYHOTrO KOPHCTYBaya, TaK sIK BCl 3aiiBi cJI0Ba BXKe
BUKMHYTI 1 MOKHa BBaXkaTH, 1o Oan chopMOBaHUI Ha
OCHOBI KJII0YOBHX clliB. PoOora anropurmy JleBenmreitna
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Ha TIPUKJIAi MOpiBHAHHSA ciiB «elephanty Ta «relevanty
rmojaxa B Taour. 3.

[Micns poboTH anropuTMy TPH CIHIBIAAIHHI KOKHOTO
ClloBa B KOPHCTYBadiB HApaxOBYIOThCSA Oand, sKi 3
KOXKHOIO ITepaIliio CyMYyIOThCSL.

OCTaHHIM KPOKOM € TIOpIBHSIHHS CyMapHOro 0aiy
MOTOYHOTO KOPUCTyBada Ta OaJiB JIOCIIHKYBaHOTO
KOpUCTyBa4a, Ticias 4Yoro (OpMyeThCsl BiICOTKOBE
CHIBBIJTHOIIEHHSI CXOXKOCTI KOpucTyBauiB. OTpuUMaBIIN
TrOTOBY BHOIPKY KOpHCTYBadiB, MOXXHa 3JiHCHIOBaTH
B33a€EMOJIII0 3 KOpUCTyBadaMH 1 iHdopmamiiiHa cuctema
couiarmizanii ocobucTocTell 3a CHUIBHHUMH iHTEpecamu
HaJa€e IS IbOTO BCi HEOOXimHI (YHKIII, SKi iHTYITHBHO
3pO3yMiJi 1S 3BUYAHOTO KOPHCTYBaya.

Bubip
JaHuX

[NouaTkoBa
00poOKa TeKCTy

'

[opiBHsHHS CITiB
31 CIOBHUKOM

'

Busnauenns
MiHIMaJIBHOT BifCTaHi
nopiBasiHHs (ED)

l

ED < Ilopir
NIPaBUIIHHOCTI

[TopiBHSHHS CITiB
31 CJIOBHUKOM

INopiBHAHHS CIIiB | _
31 CJIOBHHKOM

¥
[Monryk Ha#tOiIMBII
BIITOBITHOTO CJIOBA

.

CoBO aHajoT14HE
CJIOBHUKY?

Pucynok 9 — Anroputwm JleBeHmTeiHa
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Tabmuus 3 — [Mpuknan pobotu anropurmy JleBenmreitna

E L B P H A N T

0 1 2 3 4 5 6 7 8

R 1 1 2 3 4 5 6 7 8
g 2 1 2 2 3 4 5 6 7
IL 3 2 1 2 3 4 5 6 7
g 4 3 2 1 2 3 4 5 6
vV |5 4 3 2 2 3 4 5 6
A |6 5 4 3 3 3 3 4 5
N |7 6 5 4 4 4 4 3 4
T 8 7 6 5 5 5 5 4 3

Tak merox GetUsers mpu3HA4eHWH A BUBEACHHS
c(hOpMOBaHOTO CITUCKY KOPUCTYBadiB CHCTEMH, CIIOYATKY
31IHCHIOETHCS TOMIYK IOTOYHOTO KOPUCTYBaya, mod Horo
* npodink He KUAATH y BHOIpKy, micis 4oro ioro id
BUKJIIOYAETHCS 3 3arajibHOI BUOIPKH.

3a nonomoroto nupektrBru Response.AddPagination()
(dopMyeTbCS BINIOBIAb cepBepa Ha 3alHUT 3 BHOIPKU
KOpHCTyBauiB. B BIiNMOBiNE TepemaeThcs MOTOYHA
CTOpiHKa JUIA BiJOOpaKeHHS KOPHCTYBadiB, pO3Mip
CTOPIHKH, KIJTBKICTh E€JIEMEHTIB Ta 3arajibHa KiTBKICTBH
CTOpiHOK. Meron moBepTae chopMOBaHy BHOIPKY
KOPUCTYBaYiB BIAMOBIIHO [0 ITOYaTKOBOTO IIapamMeTpa,
BiIHOCHO sKOTO 1 (opmyBajacs BHOipka 3 ycima
c(hopMOBaHUMH JAHUMHU CTOPIHKH.

Hactymamm #ime merton GetUser, skuii moBepTae
KOHKPETHOTO KOPHCTyBaua JUIsl Meperisay 0coOHCTOro
npodigr0  AaHOTO KOPHUCTyBada. MeTom  MpHMae
VHIKQJIbHUHE 1IeHTH(IKATOp KOPHCTyBaya Ta IIOBEPTAE
3HAWJICHOTO KOPUCTyBaya y IIOTOYHIM 0a3l JaHuX, a
NOBEpTa€ BIANOBIAL MPO Te, IIO CTajlacs MOMHIIKA 1
KOpHCTYBaya 3 TAaKUM iZICHTH()IKaTOPOM He iCHYE.

Hami i#ime wmeroxm UpdateUser, skumii B SKOCTI
rapameTpiB NpHuiiMae ieHTH(IKaTOp KOpPHCTyBayda, JaHi
PO SIKOTO TOTPIOHO OHOBUTH, Ta 00’€KT, KU MiCTUTh
BCi OHOBJICHI JaHi, HaIICIaHWH 3 KIi€HTa mporpamu. B
Mepily 4Yepry NepeBipsAeTbCs HasBHICTH ITOTOYHOTO
KOpHCTyBaya B 0a3i JaHUX Ta MEepeBipKa, YH KOPUCTYBad
aBTOpH30BaHUil B cuctemy. Jlani BinOyBaeThCs 3BEepTaHHSA
1o 0a3u JaHWX Ta ACHHXPOHHO OHOBIIIOETHCS iH(OpMAITis
PO KOPHUCTYyBada, y BUMAIKy OMIIKH 30epiranas B 6as3i
JJAHUX BUKWJIAETHCS BHHATOK, TAKOXX KOJI Ta MPHUYMHA
NOMHJIKM  JIOTYIOThCS ~ BCepeAuMHI 0a3m JaHux Ta
30epiratoThcsl y BiAMOBIAHUE crmcok. Hactymuum iine
meron LikeUser, sikuii mpu3Ha4eHWH JUIS BUCTaBIICHHS
MO03HAYKK BIIOJOOAHHS JaHOTO KopucTyBada. CriodaTky
TIEPEBIPSAETHCS UM aBTOPU30BAHUI KOPHCTYBad CHCTEMH,
SKIIO TaK, TO TIEPEBIPAETHCS UM HEMAae€ BHCTABIICHOL
MO3HAYKW TIOTOYHMH KOPUCTYBay, SKIIO Mae, TO
BUKHIAETHCS  TOBINOMICHHS NP0  HOMHIKY i
HEMOXUIMBICTh 3AIHCHUTH IF0 caMy mifo me pa3. B
IHIIOMY BHIAIKYy, SIKIIO IOMHJIOK HEMa€, CTBOPHOETHCH
HoBui 00’ext Like, Ta momaerbcs B 0a3y maHuX i
BIAIIPABIIAETHCSA 3AIIUT KOPUCTYBAUY, SIKOMY LIO ITO3HAYKY
BUCTaBHIIH.

Hacrymaum  #ine wmeron  CreateMessage — ais
HaJICWJIaHHS TOBIIOMJIEHb, BiH MpHiiMae 2 OCHOBHI
napaMeTpy, e iIeHTU]IiKaTop BiAnpaBHUKA 1 00’€KT
camoro TIOBIZIOMJICHHSI. 3ifCHIOETECS HOIIYK
BipaBHUKAa B 0a3i JaHWX, Jali B pasi YCIIIIHOTO
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MOIIYKY iNeHTHU(IKaTOp BiANpaBHUKA 30epiraerbes i
IIYKAEThCS MPUMa4  MOBIJOMIICHHS 3a JIOIIOMOTOI0
ineHTudikaTopa B 6a3i naHux. B pasi ycmimHoro momryky
(opMyeThCsl camMe TOBITOMJICHHS Ta BCi BIACTHBOCTI
MOBITOMJICHHA, SIKi MOTPiOHO 30eperTu 3ammcyloThCS B
CHeIiajbHy 3MiHHY, fKa € 00 €KTOM IOBIIOMIICHHS IS
30epiraHHs TaHNX. Cnoyatky [MOB1OMJICHHS
30epira€Tbcsi aCHMHXPOHHO B  0a3y maHuX, Jaii
(hopMyeThCsl aHOHIMHHN 00’€KT, SKHH 3a JIOIOMOTOIO
MeXaHi3My MapHIpyTH3aLil BiIIPaBISETHCS B 10T ABOX
KopucTyBaviB. Bci maHi 30epiraioThCsi B TaONUIIX B
peIALifiHIA 0a3i TaHUX, BChl HASBHI JaHI MOB’sA3aHI Mik
coboro 3a momomororo 3B’s3kiB. Cxema moTo4Hoi 6asu
JlaHMX TI0JaHa Ha PHC. 10.

Likes
Messages ? Likend
7 Likeeld
7 1d ikee
Senderld oe Users
Recipientld % d
[Content] UserMame
IsRead PasswordHash
DateRead PasswordSalt
T Ci Photos
MessageSent ity ? 1d
SenderDeleted Country =300 o
RecipientDeleted Created S
DateCfBirth 5 P
Gender ateAdded
IsMain
Interests
Userld

Introduction :
Publicid
KnownAs

LastActive
LockingFor
SimilarPercent

Pucynox 10 — Cxema 6a3u qanux IC

B mepmy wepry BapTo ONHCAaTH KIOYOBY TaOIIHLIIO
06asm paHux — Users, ska NpencTaBisie IIOTOYHOTO
KOPHCTYyBa4a CHCTEMH, BOHA Ma€ Taki OCHOBHi nouisi: Id —
yHiKanpHU# imeHTHdiKaTOp KOpHcTyBada, UserName
norin  kopucryBada, PasswordHash — xem mapomnio
KopuctyBada, PasswordSalt — oOpa3 xemry xopucTyBaua,
Gender — crath kopucryBauya, DateOfBirth — nmara
Hapo/pkeHHs, KnownAs — HiKHeilM KopHCTyBaua
Bcepenuni cucremu, Created — pmara peecrparii,
LastActive — pgara OCTaHHIX BIJBIIMH KOPHCTyBaua,
Introduction — BcrymHa iHpOpMaIis PO KOpUCTyBaya,
LookingFor — ocnHoBHa iHdopMauis nmpo Te, IO came
KOPHCTYBady MOTPIOHO 1 0 BiH IIykae, Interests — ommc

iHTepeciB  kopuctyBaua cuctemu, City — wmicTo
npoxuBanHsg, Country —  KpaiHa  TPOXUBaHHS,
SimilarPercent — THMYacoBHWif mapameTp CXOXKOCTI

KopucTyBada. Tako, sSK BHIOHO 31 cXeMH 0a3W IaHWX,
Tabmuig Users moB’s3ada 3 iHmuMH Tabmuismu:Photos,
Likes Ta Messages 3a JONOMOTOI0 3B’SI3KY «OIHMH IO
baraTb0X», BiAnoBigHO Users € [eHTPaIbHO Ta0IHUIICHO.

Jami i#ime tabmuus Photos, B sikiii € BCi OCHOBHI
BiacTUBOCTI (hororpadiii KopucTyBauiB iHPOpMaLiIHHOT
cucremu, a came Id — yHikanbHuit inenrtudikarop, Url —
MOCHJIaHHS Ha KapTHHKY, Description — ornc, DateAdded
— nata ponaBaHHs, [sMain — OyneBe moe, sike BU3HAYae
aBarapky KopucryBaua, Publicld — ineHtndikarop
3HaXOKEHHSI KAPTHHKHA B XMapHOMY cepBici 30epiranas
nmanux Ta Userld — 30BHINIHINA KIIOY, SKAH O3HAYAE IO
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KapTUHKa HAJIEXUTh OJHOMY 3 KopucTyBauiB. Jlaimi
tabmuus Likes, B sikiil € igeHTH(IKaTOpU KOPUCTYBadiB,
sIKl BHCTaBIsuiM yaiiku, a came Likerld — yHikanbHuid
ineHTH(IKaTOp KOPHCTYyBada, SKWH IOCTaBUB JIAHK Ta
Likeeld — ynikanpHuii ineHTH(]IKATOp KOpHUCTYBaua,
SIKOMY TIOCTaBJICHO JIaliK B CUCTEMI.

Hami tine Tabmuis Messages, B sKii € BCi OCHOBHI
BIIACTUBOCTI TOBIIOMIICHh HAMICTAHUX KOPHCTYyBauaMH
iHpopMmaniiHOi cuctemu, a came Id — yHiKanpHHMH
inenTudikatop mosigomieHns, Senderld — yHikanpHHI
inenTudikaTop BigmpaBHuka, Recipientld — yHikanpHui

imeHTudikatop  otpumyBada, Content —  BMICT
noBigomiieHHsi, IsRead — mo3Hauka uymM npouuTaHe
noBigomsieHnsi, DateRead —  pmara  mpounTanHs,
MessageSent — nara BianpaBku, SenderDeleted — um
BHJalicHe  BiampaBHHKOM, RecipientDeleted — um
BUJAJIEHE OTPUMYBaYEM.

5 PE3YJbTATH

KonTtposibHu TpUKIIaA BigoOpa)ae OCHOBHI (DyHKIIT
i poboTy cTBOpeHoi iHpopMaliliHOi cucTemu, Ha puc. 11
TI0JIaHO TOJIOBHE BIKHO ITPOTPaMH.

Find your match

Come on in {0 view your maf

Pucynok 11 — I'ojoBHE BiKHO HpOrpamMmu

s All you need

Ha puc. 12 T0/[aHO KHOTIKH TOJIOBHOTO Bikna IC.
Find your match

Come on in to view your matches... All you need to do is sign up!

Pucynok 12 — KHONKH rOJIOBHOTO BiKHA TPOrpamMu

Ha puc. 13 nonano ¢opmy peecrpariii kopucrypaya.

Register
lama: ® Male O Female
Username
Known as
AR.MM.PPPP m]
City
Country

Password
Confirm Password

-

Pucynoxk 13 — ®opma ans peectpanii KoprcTyBada
© Batiok T. M., Bucorpka B. A., 2022
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14 momaHO aBTOpHU3AIlil0 KOPUCTYBaua,
15 momaHo

Ha puc.
BBE/ICHHS JIOTiIHY Ta IIapoJllo, Ha pHC.
MOBIJJOMJICHHS IIPO YCIIIIIIHY aBTOPU3AILIO.

Pucynok 14 — ABropu3amis KopucTyBada

Logged in successfully

Welcome back

Pucynok 15 — IToBioMiIeHHs PO yCHINIHY aBTOPH3ALIIIO

Ha puc. 16 nmnomano mnapametpu  mpodinto
KOpHUCTyBa4a, Ha puc. 17 mojaHo 3anoBHEHHUH Npodinb
KOpHUCTyBaya.

- Edit Profile

& Log out
Pucynok 16 — [TapameTpu KOpUCTYBAIBLKOTO MPOdio

Your Page

Description

As for me, I'm a good boy, have a lot of time to chat, write me if
you want ;)

Looking For

I'm looking for boys or girls, who like to play computer games or
Locution:. read books.

Interests

Last active:

B e secends ago

| have a lot of interests, about movies | like action and fantasy
movies, also the same for series, also | like fantastic series. |
mostly play solo video games like rpgs or actions, also | play
multiplayer games, also | read a lot of books usually horror
books or fantasy, my favourite author is Savish Markle,

Member since:
Fet 12,2000

Pucynok 17 — 3anoBHeHu# mpodisie KOpHCTYBada

Ha puc. 18 mnomaHo mpomec 3aBaHTaKEHHSA
dotorpadiii B  cucTeMy, MOXHA  3aBaHTaXyBaTH
oxHovacHo | 1 Oimpime ¢ortorpadiii mepeTArHyBmIM X
BpYUHY, a00 32 JIOTIOMOTOIO TIPOBiTHUKA.

Add new Upload queue
pictures Queue length: 2
* Name Size
[ —..]
Drop pictures here 1ipg 0,027 MB

Multiple 2.jpg 0.244 MB

Bubpartw daann
Single Queue progress;

BuGpatu dain

m S cacst Wrowove

Pucynok 18 — 3aBanrtaxxenus pororpadiii
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Ha puc. 19 mnomano 3aBaHTaxkeHi QoTorpadii
KOpUCTyBa4ya, MOXHa BUAAIUTH Bcl (ororpadii, Kpim
noroyHoi rosioBHOi otorpadii Ta HeHpoHHI Mepexi
00pobun Bci ¢ororpadii, i Ti, Ha SKUX HE 3HAHIECHO
JUOS  HEJOCTYNHI A7l BHCTABJCHHS  OCHOBHUMH

¢dororpadisiMu KopuCTyBaya.
Edit Profile Edit Photos

MAIN MAIN

MAN MAIN

Pucynok 19 — 3aBanraxeni ¢ororpadii kopucrysaua

Ha puc. 20 mnomano cQopMoBaHMH  CIIHUCOK
KOPUCTYBa4iB 3a JOINOMOIOI0 aJIrOpUTMIB 00poOKH
TEKCTy Ta NOCOPTOBaHMH IO CHAJ@HHIO BiJICOTKOBOTO
CIIiBBITHOIIIEHHSI CXOXOCTI KOPHCTYBaUiB.

Your matches - 12 found

ol i

[ #

&M 40

& can &2

& Patterson, 27

& Evadion, 68

87,3% 852% 47.9%

& Whitney, 61 & cheheh 34

471%
Pucynok 20 — ChopMoBaHHMii CIIMCOK KOPUCTYBa4iB

401%

Ha puc. 21 mnopmano BukopucranHs (UIBTPIB Ui

TIOLIYKY B BXKE€ C()OPMOBAHOMY CIIHCKY.
Your matches - 3 found

& Bradford. 68

L xim 5

& Can, 62

89% 85.2% 47 9%

|
Pucynok 21 — ®inpTpaltist CIUCKY

Ha puc. 22 nmonmano BuOip mpodumo KopucTyBauya,
BHAHO MOXJIMBICTh HEPETNITHYTH NPOoQiIb KOPHUCTyBaua,
MIOCTaBUTH JIAHK 1 HAaIMCAaTH MIPUBATHE TTOB1IOMIICHHS.

Ha puc. 23-24 mnomaHo mepernsa BKIAAKH 3
iHpopMallier0 npo BHOAOOAHHS KOPUCTYBAyiB, sKi
BUOpaK Hac, 1 IKUX BUOpaIU MH.

Ha puc. 25-27 mnomano ocHoOBHY iHdopmaiito

npodisito BUOpaHOTO KOPHCTYBaya, BKIAJIKY 3 IHTepecaMu
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KOPHCTYyBaya,
KOPHCTYBaya.

Ta BKIagKy 3 yciMa ororpadismu

& Judy, 38

Sisquoc

92,5%

Pucynok 22 — Bubip xopuctyBada

Members who like me : 1

MEMBERS WHO LIKE ME MEMBERS WHO | LIKE

& Judy, 38

Sisquoc
92,5%
Pucynok 23 — KopucrtyBadi, siki BUOpasiu Hac

Members who I've Liked : 3

MEMBERS WHO LIKE ME MEMBERS WHO | LIKE

& Judy, 38 & Cain, 62 & Whitney, 61

Sisquec Gy P S

92,5% 85,2% 47,1%

Pucynox 24 — KopucryBaui, sSikux BUOpanu Mu

Judy's Page

At Sty
Description

As for me, I'm a shy girl, have a lot of time to chat, write me if you
want

Looking For

I'm locking for boys or girls, who like to play computer games or
read books

Location:
Sisquoc, Algeria

Age:
38

Last active:
2 years ago

Member since:
May 8, 2017

Pucynok 25 — OcHoBHa iH(opMallis PO KOpUCTyBaya
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Interests Photos Messages

Interests

| have a lot of interests, about movies | like action and fantasy
movies, also the same for series, also | like fantastic series. |
mostly play solo video games like rpgs or actions, also | play
multiplayer games, also | read a lot of books usually horror
books or fantasy, my favourite author is Savish Markle.

PucyHnok 26 — InTepecu kopucTyBaua

Judy’s Page

Loeation:
Sisquoc, Algeria

Age:
E
Last active:
2 years ago
Maomber since:
May 8, 2017
Pucynok 27 — ®otorpadii kopuctyBaua
Ha puc. 28 mnomaHo BKIaAKy 3 MOPUBATHOIO
MIEPENHCKOI0 3 KOpUCTyBavyeM. B mepenucii noxaHo Hiku
KopucTyBauiB, Qotorpadii, dwac HamiciaHHs 1 dac
nmpounTaHHs moBimomieHs. Ha pue. 29-30 momaHo

CTOPIHKY 3 iH()OpMAIIi€I0 TIPO BCi MOBITOMIICHHS, ITOIaHO
HENpOYMTaHi, OTpPUMaHi Ta  HaJiClaHi, MOXHa
3MIACHIOBATH KEpyBaHHS IIOBIIOMJICHHSIMH, a came
neperis BUOPAHOTO TIOBIIOMJICHHS 3a JIOIMOMOTOI0
nepexony B Aialor 3 KOpUCTyBadeM, abo BHUJIAJICHHS
BUOPAHOTO CBOTO ITOBIJIOMJICHHS Ui BCiX, ab0 4y»KOro
[OBIIOMJICHHS Julle 11 cede.

Ha puc. 31-32 mnomano BXim 3 mpoduIro iHIIOrO
KOPHCTyBaya, SKOrO OOpaHO TMEPIIUM KOPHCTyBaueM
CUCTEMHU Ta TMEperiisij CIUCKY KOPHCTYBadyiB, sIKi Hac
o0paJin, 10 J03BOJISE TTOYATH MPUBATHY MEPEMUCKY MikK
nBoMa kopuctyBadamu. 1o BuOpaxm otuH OTHOTO.

Judy's Page

how are you

Location:

Siscuoc, Algets @2 years ago(F

oot hi there

]

Last aesive

Member since:
May 8, 2017

Pucynok 28 — [IpuBaTHa nepenucka 3 KOpUCTyBaueM
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‘- Judy
‘- Judy
Pucynok 29 — Otpumani noBioMIeHHS

Mice to meet you! 2 years ago

Hi, I'm ok 2 years ago

) ‘-Judy
e ‘-Judy
hi there ‘-Judy

Pucynoxk 30 — Haxicnani moBiioMieHHs

Pucynok 31 — BxiJ iHIIOro KOPHCTyBa4ya B CUCTEMY

MEMBERS WHO LIKE ME MEMBERS WHO | LIKE

& Bruce, 26
Lviv
90,1%
Pucynoxk 32 — Kopucrysaui, o BuOpaiu IOTOYHOTO
KOpHCTyBaya
Ha puc. 33 mnomaHo mpuBaTHy MEpEeNucKy 3
MMOYATKOBMM  KOPHCTYBayeM, Bil JHIS BHOPAHOTO

KOPUCTYBa4a CUCTEMHU.
Bruce's Page

(D2 years ngo(Read 2 years ago, Jndy‘.

Nice to meet you!

(92 years ago(Read 2 years ago)
Hi, I'm ok

Location eBruoe @2 years ago
FrAapeinty 3
e
n
(D2 years ago
— #pruce CE
Mamber since:
Fet 12 NG
ot e

Pucynok 33 — [IpuBarHa nepenucka KOPUCTyBadiB

6 OBTOBOPEHHS
OTtpumaBiu peaiizoBaHy IC 3IifiCHEHO
CTaTUCTUYHHMH aHalli3 2 mapamMeTpiB CHCTEMH, a came
MOPIBHSHHS LIBUIKOCTI BUKOHAHHS (hOpMYBaHHS BHOIpKH
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KOPHCTYBa4iB Ta TOYHICTh OTPHUMA@HOIO BiJICOTKOBOTO

CITIBBIHOIIIEHHS. [opiBHIOBAIKCH BIAIOBiAHO
peanizoBaHa B iH(opMarliiiHii cucTeMi KOMOIHAIlis
anroput™iB  JleBenmreiina, N-rpaM, pO3IIUPEHHS
BuGOipku, wmozmenmi Noisy Channel Tta 3BHuaiiHOTO
AJIrOPUTMY JleBeniTelina, SIKMH Haifyacrime
BUKOPHCTOBYIOTh B CXOXHX CHCTeMax comiaii3aril

ocobucrocteid. CriodaTKy MpoaHasi30BaHO e€(EeKTUBHICTh
¢opmyBaHHS BHOIpKHM  KOpHCTyBadiB, oOpano 12
KOPHCTYBaYiB CUCTEMH 1 KO)XKHOMY (hopMyBajach BHOipKa
3 BHUKOPHCTaHHAM KOMOiHamii amroputmiB, Ta 3
BUKOPUCTaHHIM 3BHYAHOrO ainroputMy JleBeHuireiHa,
oTpHMaHa JiarpaMa MojaHa Ha puc. 34, 3 sIKOT MOXHa
3pOOMTH BHCHOBOK, II[0 peaji3oBaHa B CHCTEMI
KOMOIHAI[ISl alNrOPUTMIB € €(EKTUBHILIOW Ta TOYHILIOK
npubanm3Ho Ha 25-30% B TNOpPIBHAHHI 31 3BHYaHUM
anroput™moM JleBeHuiTeliHa.

5 [opirnguns pobotu anropurmir, %
2 100,00
L a0,00
g
£ 6000
S 40,00 '_I h
v
2 2000
g 0.00 L =g l-l
S 0
g 1 2 3 4 5 6 7 8 9 10 11 12
@ v T
K(]'pMCJ}'Hﬂ"I'l CHCTEMH
® KomOiHaIiA anTopHTMIR Anroput™ JIcreHMTCIHHA
Pucynok 34 — BigcoTkoBe CIiBBiHOLICHHS MiX
KOPHCTyBadaMu
Jani  mpoaHanizoBaHO — IIBUAKICTH  (opMyBaHHS

BHOIPKH KOPHCTYBauiB, 3HOBY 00paHO 12 KOpHCTyBadiB
CUCTEMH 1 KOXHOMY ¢opMmyBaimack BHOIpKa 3
BUKOPDHCTaHHAM  KoMOiHamii  ajnropurmiB, Ta 3
BUKOPUCTaHHIM 3BHYAHOIO anroputMy JleBeHuITelHa,
OTpHMaHa JiarpaMa IMojaHa Ha pHUcC. 35, 3 SKOI MOXHA
3pOOMTH  BHCHOBOK, III0 peali3oBaHa B CHCTEMIi
KOMOIHAI[iSl aNropuTMIB 3/1iHCHIOE BHOIPKY NPHOIN3HO B
10 pasiB mBHAmeE, HDK 3BUYAHHUH  aNTOPUTM
JleBenireiina.

[NopipnAamisa podOTH AMTOPHUTMIB, C

IS

w

| | |
EEEERR
lllll|lJlJlJl

E] 6 7 8 9 0 11 12

Hac dropmyBanns BHOIPKH JAHUX
_- s

Kopueryraul cueremn
® KomGinauis anropurmis B Agroputw Jlesenwreiina

Pucynok 35 — Hac ¢popmyBaHHS BUOIpKH TaHUX

BUCHOBKHA
B Hamr gac comjainizamist 0COOMCTOCTEH 3a CIIUIbHUMH
IHTEpecaMu € Ha/I3BUYANHO BaXKIIMBUM IMPOILIECOM, TAK SIK
OiMBIIICT,  JIOJCH  HAMaraloThCS  CIPOCTHTH  Ta
ABTOMATH3YBaTH BCi OCHOBHI JKHTTEBI TPOIECH, SKi
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3a3BUYail 3aiiMalOTh 0arato BIIBHOIO Yacy, TE came
CTOCYeThCS 1 MpoIlecy  colliaii3aiii, CTBOpeHa
iHpopMarliiiiHa cucreMa B LOMY IUIAHI T'Pa€ BaXIHBY
ponb. IC po3poOneHa 3 BHKOPHCTAHHIM aNTOPUTMIB
HEYITKOTO TOIIYKY IO CJIOBAaX 3 BUKOPHCTaHHSIM MOJEIi
Noisy Channel 3 anroputMamu eQeKTHBHOTO PO3MOJLTY
TEKCTOBOI iH(opMarii, Ta 3 BUKOPHUCTAHHSAM 3TOPTKOBOi
HEWpOHHOT Mepexi s ineHTHdiKalii KOpPHCTyBadiB
CHCTEMH, TaK K Ha JaHUH MOMEHT HEMa€ TaKoi CUCTEMH,
sgKka O 3IifiCHIOBaJa aHaNi3 BKa3aHOI MPO KOPHCTyBada
inpopmamii Ta (¢GopmyBama O CHHCOK HaHOUIBII
peJIeBaHTHUX KOPUCTYBAYiB.

CrtBopennss IC  cormjamizamii  ocobucToCcTEel €
aKTyaJbHUM 3aBIAHHAM, TaK 5K B Cy4aCHOMY CBITI JIIOAH
HAMararoThCsl ONTHMI3yBaTh BCl1 JKHTTEBI MPOLECH JUIs
exoHoMii yacy. KopucryBadi npu Nouryky THX Yl iHIIUX
nporpam B Ieplly 4Yepry BUOUPAIOTH Ti, SIKi EKOHOMJISTh
4ac, ONTHMI3YIOTh POOOTY 1 JOCTATHRO aBTOMATHU30BaHi,
mo0 BHUKOHYBAaTH OLTBIIICTH il 3aMiCTh KOPHCTyBauda
cucremu. Jlana iHdopmariitna cucrema o6’eqHye B coOi
3pa3y  OBa  BaXIMBUX  3aBJAHHA:  COIIATi3aIilo
KOPHCTYBaYiB Ta MaKCHMAJIbHO ONTHMI3y€ i aBTOMaTH3y€
caMm TIPOIIeC Comiani3arii.

SKmo 3midCHUTH €KOHOMIYHY OIliHKY, TO po3poOka
maoro II3 € BurigHOIO, OCKUIBKM cTBOproBaHa IC
MPONIOHY€ VHIKaJBbHI MOMJIHMBOCTI B IUIAHI TOIIYKY Ta
aHaJi3y KOpHUCTyBadyiB, BIINOBIAHO KpPYyNHI KOMMaHii 3
PO3pOOKK MPOrpamMHOI MPOAYKINi OyayTh 3alliKaBicHI B
MOKYIMII  JaHOTO MPOrpaMHOr0  HPOAYKTYy.  SIKIo
NPOBECTH MapKETHHTOBY OLIHKY, To IC naHoro Ttumy €
aKTYaJIbHOIO Cepell KOPHUCTYBauiB, OCKUIBKM B IEpLIY
4yepry BOHa HaJla€ MOJKIIMBOCTI, SIKi BIZICYTHI B CXOXKHX 32
(yHKIIIOHANIOM TIPOTPaMHHX IPOIYKTaX, € JIEIKOK Ta
3pYYHOIO y BUKOPHCTaHHI 1 MPOIOHYE MOBHICTIO HOBHH
MiAXig O TpoLecy IMOIIYKy, aHaji3y Ta comiami3arii
KOPHCTYBaYiB BCEPEINHI CHCTEMH.

HaiiBaxxnuBimmM KpokoM Oyiia MpakTHYHA pearizamis
iH(popMaIiifHOI cHCTEeMH coIliali3amii 0coOucCTOCTeH 3a
CHOUIBHUMH 1HTEpecaMH, B TEpIly depry 3HiiCHEHO
HamHMCaHHSI TPOCTOTO Ta HaAilHOTO (yHKIiOHATY
peectparii Ta MOJANBIIOl aBTOPH3AIlil KOPHCTyBada
cHUCTEeMH 3 BHKOpUCTaHHsM MeroniB Identity ta JWT
TOKEHIB, IO JO3BOJWJIO HaaidHO 30epiraTy mapoJi
KOpHUCTYBaviB B 0a3i JaHUX Ta ONTHMi30BaHO CTBOPIOBATH
cecilo Ta HaJaBaTH BeCh HEOOXiAHMH (QyHKIIOHAN Mmij yac
pobotu kopuctyBaua B cuctemi. Jlami 3mificHeHO
peaiizanito poOOTH IBOX HEHPOHHHUX MEPEXK: 3rOPTKOBOL
Ta CiaMCBKOI, 10 JO3BOJMJIO 3MIHCHUTH TOLIYK
JIOJICBKOTO JIMIA, Ha (ororpadisx IO 3aBaHTAXYe
KOPHCTYBAY 1 MOPIBHATH 3HAHCHE JIHUIIE 3 Y>KE HasIBHUMHU
B 0a3i JaHWX JUISIMH, IO Ja€ MOXKIHUBICTh €(PEeKTHBHO
ineHTHiKyBaTH CIIPaBXKHICTh KOpHCTyBa4a Ta
rapaHTyBaTH, [0 IIbOTO KOPUCTyBada Ha JAAHWH MOMEHT
HeMa 0a3i TaHuX, BiAMOBIIHO BiH € PeaJbHHUM.

3a [IOMOMOIOI0  ANTOPUTMIB HEYITKOTO IOLIYKY,
anroputMmy Jlesenmteitna ta wmopgeni Noisy Channel
CTBODEHO  QJITOPUTM  aHajlily Ta  IOPIBHSIHHS
KOpHUCTYyBalbkoi iH(opmanii, sSKud JUIS HOTOYHOTO
KopucTyBada (OPMYy€ CIIMCOK HasBHUX KOPHCTYBadiB
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CHCTEMH, IOCOPTOBAHUI 110 CHaJaHHIO BiJJICOTKOBOI'O
CHIBBIZHOIIICHHSI CXOXKOCTI KOPHCTYBa4iB Ta BKa3ye,
HACKIJIbKH IHTEPECH B IHIIMX KOPHUCTYBauiB 30iratoThes 3
iHTEepecaMy IIOTOYHOTO KOpUCTyBaya.

B xoni BukOHaHHA poOOTH B OurbmIOCTi Oynn
JIOCATHYTI OCHOBHI IIUIi BIAMOBITHO JO ITOCTaBICHOT
METH, iCHy€ e 0araTo pedei, sKi MOXKHA yJOCKOHAIUTH
BCEpPEIUHI CTBOpPEeHOI iH(poOpMamiifHOI CHCTeMH Ta
YIOCKOHAJHTH, alie TOM (DYHKIIOHAI, KUK € TOCTYITHHM
BcepenuHi iHQOpMAaIliifHOi CHCTeMH Ha IaHUH MOMEHT
BIJINIOBi/Ia€ MTOCTaBJIECHIH METi CTBOPEHHS iH(pOpMamiiHOI
CHCTEMH 1 € peari3oBaHa MOKIIUBICTh yCIM KOPHCTyBadaM
CHUCTEMH MPONTH PEECTpallito, BKa3zaTH Mpo cede Bci
HeoOXiHI J1aHi, 3aBaHTXUTH (PoTorpadii 3i cBoiM JuiieM
1 TmiCas mbOTo 3AIMCHIOBATH €(EKTHBHY COIiali3alliio, a
caMe TmepertigaTd KOpHCTyBawiB 31  c(hOpPMOBAHOTO
CIIMCKY, CTABUTH BIIMITKY PO BIIOJJOOAHHS KOPHUCTyBaya
Ta 3IMCHIOBATH TPUBATHY IEPENHCKYy BCEPEIHHI
CHCTEMH 3 BUOPAaHUM KOPHCTYBayeM.

Jlo HayKOBOi HOBHM3HHM O/IEPXKAaHUX PE3YNbTaTiB BapTO
BiTHECTH pO3POOJECHHS HOBOTO AITOPUTMY aHAII3y
KOpHCTYBalbKoi iHQoOpMaIii Ta MOMYKy HaWOUIBI
peneBaHTHHX ~ KopucTyBadiB  IC  BigmoBigHO 10
[IPOAHANII30BAHOIO TEKCTy TMOBiIOMIIEHb Tpodino Ha
OCHOBI BXe IicHyroumx anroputMmiB JleBeHmTeiiHa,
posmmpenHs Bubipku, N-rpam Ta Mmozaeni Noisy Channel.
s ctBopenns quHamivaoi IC corrianizaliii BUKOPHUCTaHO
1a0JI0OH aCHHXPOHHOTO MPOrpaMyBaHHs. Y JOCKOHAJIEHO
3TOPTKOBY HEMPOHHY MEPEXKY, 10 J03BOJHIO e(hEeKTHBHO
3IIMICHIOBaTH IMOUIYK JIIOJCHKHX 0OJMYb Ha (oTo Ta
NepeBipsATH HasBHICTH Bke icHyrounx moneit B /1 IC.

[Ipaktiune 3HayeHHs crBopenoi IC comiamizanmii
ocoOHucTOoCTe € JyXe BaKJIMBUM, OCKUIBKM BOHA
BUKOHY€ BaXKJIMBY (YHKIIIO comiamizamii ocoducrocTen
3rifHO0 TOTped CydYacHMX KOPHCTYBAdiB COIiabHUX
Mepex. Takoxx IC Mae BakiMBe 3HAYEHHS B IDIaHI
iHHOBaIifl, TaKk sIK Ha JaHUA MOMEHT HE ICHYe
aHAJIOTIYHMX CHCTEM I coriamizamii ocoOucToCTeH, SIKi
0 BUKOpPHCTOBYBaJIHM pO3poOiieHi anroputmu. Cucrema
JIO3BOJIMTh €(EKTHBHO Ta IIBHAKO 3MIMCHIOBATH Mia0ip,
aHaJi3, ONpAlOBaHHS TEKCTOBHX JAaHHMX Ta (DOPMYBaHHS
KIHIIEBOTO pe3ysibTaTy. B cucremi BHKOPUCTOBYIOTHCS

SEO-texHosorii  juii  epeKTHMBHOIO Ta  SIKICHOTO
IHTEIICKTYaIBHOTO MOIITYKY Ta OTIpAIFOBaHHS
BIIMIOBIMHUX  JIaHUX 3@ MOTPEOOI0  KOHKPETHOTO

KopuctyBada. HelipoHHa Mepexa J03BOJsiE €(EKTHBHO
3MIHCHIOBATH IACHTU(IKAIIIO KOPUCTyBada 10 Horo ¢oro.
3araioM BHKOPHCTOBYBaHI aJTrOPUTMH  JO3BOJISIOTH
crBoputH 3pyuny IC comiamizamii 3 BHKOpHUCTaHHAM
HEOOXiTHUX IS HOTO ANTOPUTMIB.

BapTo 3a3HauNTH BaXJIMBICTH ONTUMI3aIlii HassBHOI B
IC, B mepmry wepry me MmOBHAa aCHHXPOHHICTH CHCTEMH,
IO JIO3BOJINTh YHHKHYTH BCIX JIOBI'MX OYIKyBaHb Ta
BOXKMX B I[UIAHI OINpAlIOBAaHHS Ta aHali3y 3alluTiB,
crcTeMa JI03BOIA€ e(DEKTHBHO Ta JUHAMIYHO MPAIIOBATH
3 pI3HUMH 00CSTaMH BEIHKUX JaHUX, 3IIHCHIOBATH iX
aHaji3, OMpalioBaHHS Ta (OPMYBaHHS HOBUX JaHUX
HeoOxinHux kopuctyBauam IC. Takok BUKOPHCTOBYETHCS
XMapHUHA CepBic, SKUH TO3BOJHTH 3MIHCHUTH PO3IIONLT
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JTAaHWX, BiNMOBITHO MOXHa Oyne 30epiraTe Bci HAHOLIBII
Ba)XKKi JaHI B XMAapHOMY CEpPE/IOBHILI i 3 BUKOPUCTAaHHIM
npocToro mporpaMHoro intepdeiicy IC 3a mormomororo
3alMTIB 3JIHCHIOBATH 3aBaHTAXEHHSA BCIX HEOOXITHUX
naHux. TakuM 4YHHOM, MOXHA CTBEpIKYBATH, IO
ctBoperHs maHoi IC € BaIMBHM SIK i B COI[iaIbHOMY
IUTaHl, TaK 1 B IUIaHI peami3amii BCiX anropuTMIB, SKi
3abe3neuytoTh HeoOXiqHui pynkuionan IC.

NOAAKU

PoboTy BHKOHaHO B paMKax JepikKOIOJDKETHOI TeMHu
«Meroau Ta 3aco0M (HYHKIIOHYBaHHS CHCTEM IMiATPUMKH
MPUAHATTA pillieHh HAa OCHOBI oHToJoTii» (ID:839 2017-
05-15 09:20:01 (2459-315)). docmimkeHHS TPOBAIUIOCH
B MeXax CIUIBHUX HAyKOBHUX JOCITIKeHb Kadeapu
iHpopmariifHux cucreM Ta Mepexk HY  «JIbpBiBchKa
moJiTexHikay Ha Temy «JlocmimkeHHsa, po3poOieHHs i
BIIPOBAKEHHS IHTEJIeKTyaIbHUX PO3MOINEeHNX
iHpOpPMAIIfHUX TEXHOJIOTI Ta CHCTEM Ha OCHOBI
pecypciB 06a3 JaHUX, CXOBHIII JaHUX, IPOCTOPIB JIaHUX Ta
3HaHb 3 METOI0 NPUCKOPEHHS IpoleciB (opMyBaHHS
cydacHOro iH(popMaIliifHOro cycmiibeTBay. Haykosi
JIOCITI/PKEHHS! TIPOBAAMIINCS TAaKOXK B paMKax iHilliaTHBHOI
TeMaTuku jgociimpkeHs kadenpu ICM HY «JIpBiBChKa
noJiTexHika» Ha TeMy «Po3poOneHHs IHTENEeKTyalbHUX
PO3MOAIICHAX CHCTEM Ha OCHOBiI OHTOJIOTIYHOTO ITiIXOIy
3 METOIO iHTerparii iHpopMariitHux pecypciBy.
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yHUBepcuTeT «JIbBOBCKasl MOJIUTEXHUKA», YKpanuHa.

AHHOTAIUA
AxTyanbHocTb. Conpanusanys JTHIHOCTeH 1Mo oOmMM HHTepecaM BBI3BaHA MOTPEOHOCTHIO OOIBIIMHCTBA JIFOAEH YHPOCTHUTH
YacTh JKHM3HEHHBIX MOMEHTOB 3a CYET YMCHBIICHUS BpeMeHH HX peanmm3anuu. C OBICTPHIMEH TEMIAMH pPOCTa HMH(OpPMAIHH,
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3arpy’)KEHHOCTH UEJIOBEKa B OOIIECTBE M B CBSA3M C IIOCIEAHUMH OSIHAEMHYECKUMU COOBITHSIMH UCNIOBEK CTaHOBUTCS
U30JIMPOBAHHBIM OT BO3MOXKHOCTH OOLIATBCSA. A 3TO OJJHA M3 B)KHBIX IOTPEOHOCTEH YEI0BEUECKOr0 CO3HAHHS U CaMOpealli3alliHy.
[ToaToMy SsBJISETCS aKTyalbHBIM CHPOCOM BO3MOXKHOCTH IIOJIy4aThb PEKOMEH/IOBAHHBIN CIIHCOK IOJOOHBIX JIOJEH IO 00IHM
HHTEpecaM KaK pe3yJIbTaT MHTEUIEKTYaJIbHOrO MOMCKa MHOXKECTBA PEJICBAHTHBIX I10J1b30BaTelel COLMAIBHBIX CeTeH 4epe3 aHalu3
($oTO uyenoBeyecKoro JMIA Ha MOJb30BaTeNbCkux (ororpadusx (Ha OCHOBE HEHPOHHBIX CETEH) M aHAIM3 II0JIb30BATENILCKOM
rHpOpMauu (Ha OCHOBE aJITOPUTMOB HedeTKOro noucka u moaenu Noisy Channel).

Lenbro rccrenoBanus SBISICTCS pa3pabOTKa TEXHOJIOTHH I COLMATU3AINU JTMIHOCTe Ha ocHOBe SEO TEXHONOTUH U METO/Ia
MAIIMHHOTO OOYYCHHS Yepe3 MCIOJIb30BAHUE CBEPTOYHOW M CHAMCKOM HEHPOHHBIX CeTeil sl MICHTU(HUKAIMU MONb30BaTelICH U
ITOPUTMOB aHaIK3a TEKCTa Uil H000pa PeIeBaHTHBIX MOJIb30BaTes el Oyayniero o0IeHusL.

Meton. Ilpu peamuzanun SEO-TexHONMOTHI BEIOpaHBI aITOPUTMBI HEUETKOTO IOKMCKA IO CIOBaM Ha OCHOBE Monenu Noisy
Channel ¢ amropurmamu >¢dexTuBHOrO pacmpeneneHus TekcToBoil uH(opmanmu. [lpu peamusanuy MaIMHHOTO OOYYEHHS
pa3paboTaHa CBepTOYHAsI HEHPOHHASI CETh ISl HACHTU(GUKAINH MOJIb30BaTENel CHCTEMBIL.

PesyabTathl. Pa3zpaboTana MHTEIUIEKTyalbHAs CHCTEMa COLMANM3AIMU JMYHOCTEH MO oOmuM HHTepecam Ha ocHoBe SEO-
TEXHOJIOTMH M METOIbl MAUIMHHOrOo oOyudeHus. OcyluecTBieHa peanusanus pabOTHl JByX HEHPOHHBIX CETEH: CBEPTOYHOI U
CHaMCKO#f, YTO IO3BOJIMIIO OCYLIECTBHThH MOHMCK YEIOBEYECKOTO JIMIA, HA 3arPy’KaeMbIX Ioyb30BateieM (GoTorpadusx U CpaBHUTH
Hal{IeHHOE JIMI0 C YK€ MMerommMmucs B 0ase naHHbIX/MHTepHET. DTO MO3BOINISET 3P (PEeKTHBHO MACHTH(HUINUPOBATH MOAIHHHOCTD
MOJTB30BaTeNsl M TapaHTUPOBATh, YTO JTOrO IIOJNB30BAaTeNsl HAa [JAaHHBIH MOMEHT HeT B 0a3e [aHHBIX, COOTBETCTBEHHO OH
MOTEHIMAIBHO peanbHblid. C IOMOIIBIO alIrOPUTMOB HEYETKOro IMoUcKa, anropurMa Jlesenmreitna u mogenu Noisy Channel coznan
QITOPUTM aHaIW3a W CPaBHEHHMS IOJIB30BaTEIbCKON WMH(OpPMAIMU, KOTOPBIH Ui TEKYILEro IMOJb30BaTelsl (OPMHPYET CIHCOK
HMEIOLINXCS T10J1b30BaTelIel CHCTEMBI, PACCOPTHPOBAHHBIN 110 YOBIBAHHIO MPOLIGHTHOTO COOTHOLICHUS CXO/CTBA IOJIb30BaTENeH U
yKa3bIBaeT, HACKOJIBKO HHTEPECHI APYTHX T0JIb30BaTelell COBIAAAIOT C HHTEPECAMHU TEKYIIEro I0JIb30BaTelIs

BriBoasl. BrIsBiIeHO, UTO peaan3yeMbld B CHCTEME alrOpuUTM Ui (OPMHUPOBAHUS BHIOOPKH IIOJIb30BATENel sSBIIETCS Oolee
3¢ }EeKTUBHBIM U TOYHBIM IpuMepHO Ha 25-30% 1o cpaBHEHHIO ¢ OOBIYHBIM anroputMoM JleBeHmTeliHa. Taxke peanu3yeMslit
aITOPUTM OCYILIECTBISIET BEIOOPKY IprMepHO B 10 pa3 OwicTpee, yeM 0ObIuHbIN anroput™ JleBeHmTeiiHa.

KJIFOYEBBIE CJIOBA: Heuetkuii mouck, anroputm JleBenmreiina, moaens Noisy Channel, cBepToyHass HEHpOHHAS CETb,
cHaMcKas HeHpoHHas ceTh, POTOaHaIN3 JIMIA, AITOPUTM PACLIUPEHHS BHIOOPKH, anropuT™ N-rpamm.
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ABSTRACT

Context. The socialization of individuals with common interests is caused by the need of most people to simplify some of the
moments of life by reducing the time for their implementation. With the rapid growth of information, the human workload in society
and the recent epidemics of the world, people are becoming isolated from the opportunity to communicate. And this is one of the
important needs of human consciousness and self-realization. Therefore, there is an urgent need to be able to obtain a recommended
list of similar people of common interest as a result of intelligent search of many relevant users of social networks through analysis of
human faces in user photos (based on neural networks) and analysis of user information based on fuzzy search algorithms and Noisy
model. Channel).

Objective of the study is to develop technology for socialization of individuals based on SEO-technology and machine learning
through the use of convolutional and Siamese neural networks to identify users and text analysis algorithms to select relevant users of
future communication.

Method. In the implementation of SEO-technologies selected fuzzy word search algorithms based on the Noisy Channel model
with algorithms for efficient distribution of textual information. During the implementation of machine learning, a convolutional
neural network was developed to identify users of the system.

Results. An intelligent system of socialization of individuals by common interests based on SEO-technology and machine
learning methods has been developed. The work of two neural networks was implemented: convolutional and Siamese, which
allowed to search for a human face in photos uploaded by the user and compare the found face with those already available in the
database / Internet. This makes it possible to effectively identify the authenticity of the user and ensure that this user is not currently
in the database, so it is potentially real. Using fuzzy search algorithms, Levenstein’s algorithm and the Noisy Channel model, an
algorithm for analyzing and comparing user information was created, which for the current user forms a list of available users of the
system, sorted by descending percentage of similarity and indicates how other users’ interests coincide.

Conclusions. It was found that the algorithm implemented in the system for forming a sample of users is more efficient and
accurate by about 25-30% compared to the usual Levenstein algorithm. Also, the implemented algorithm performs sampling
approximately 10 times faster than the usual Levenstein algorithm.

KEYWORDS: fuzzy search, Levenstein algorithm, Noisy Channel model, convolutional neural network, Siamese neural
network, facial photoanalysis, sample expansion algorithm, N-gram algorithm.
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ABSTRACT

Context. The problem of synthesis of an optimal neural network model for diagnostics of aircraft parts after operational proc-
esses is considered. The object of the study is the process of synthesis of neural network diagnostic models for aircraft parts based on
the results of operational processes

Objective is to synthesize neural network diagnostic models of aircraft parts after operational processes with a high level of ac-
curacy.

Method. It is proposed to research the use of two approaches to the synthesis of neural network diagnostic models. So, using a
system of indicators, the topology of the neural network is calculated, which will be trained using the method of Backpropagation
method in the future. The second approach is based on the use of a neuroevolutionary approach, which allows for a complete synthe-
sis of the neural network, dynamically modifying the topology of the solution in addition to the parameters. the final decisions are
compared in the accuracy of work on the training and test data set. This approach will allow to determine the possibility and correct-
ness of using neuroevolutionary methods for the synthesis of diagnostic models.

Results. Neuromodels for diagnostics of aircraft parts based on the results of operational processes have been obtained. The ob-
tained results of comparing the methods used for synthesis made it possible to form recommendations for the implementation of neu-
roevolutionary methods in the synthesis of diagnostic neuromodels.

Conclusions. The results obtained during the experiments confirmed the operability of the mathematical software used and al-
lowed us to form recommendations for further use of the considered methods in practice in order to synthesize diagnostic neuromod-
els. The prospects for further research may consist in expanding the input data sets in order to synthesize and study more complex
topologies of neural network models.

KEYWORDS: diagnostics, aviation parts, synthesis, training, neuroevolution, data sampling, operational processes.

ABBREVIATIONS
ANN is an artificial neural net;
CPU is central processing unit;
FDI is fault detection and identification method;
MGA is modification genetic algorithm;
SSD is solid-state drive;
UAE is United Arab Emirates.

| is number of neurons at the network input;

m is number of dependent (categorical) features of
sample instances;

N; is multiple neurons at the network input;

N;, is neuron at the network input;

N, is multiple neurons at the network output;

NOMENCLATURE
€ 1is discrepancy, which is the difference between the
real and calculated outputs;
d is error of the neurons in the output layer;
0 is error of the neurons in the hidden layer;
1 is the learning rate;
6, 1s yield strength;
6, is tensile strength;
comp is separate component of system;
char is separate characteristic of component;
DV is vector of desired outputs;

f4 is activation function;

FB is recurrent connections in ANN;
k is number of components at system,;

NOp is neuron at the network output;

N}, is a multiple neurons of the hidden network layer;
Np, is hidden network layer neuron;

NN is a neural network;

NNyt 1s structure of neural network;

p is number of neurons at the network output;

I is number of neurons in the hidden network layer;
status is main defect characteristic of component;
Sample is data set;

System is general information about aviation system;
Xp 1s independent attribute of the sample instance;

X' is input vector of perceptron;
Wih is coefficient of the input and hidden layers;

T
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Wh,o, is coefficient of the hidden and output layers;

WM is matrix of coefficients of the input and hidden
layers;

W is matrix of coefficient of the hidden and output
layers;
Ym is value of the dependent variable (attribute) of

the sample instance;
Y is output vector of perceptron.

Ym is the vector of parameters calculated using the

analytical model;
Yreal is the vector of the output parameters; of the en-

gine obtained by measuring using sensors.

INTRODUCTION

At present, when the plane crashes have become a
global problem, the problem of early detection of mal-
functions of aircraft parts and systems has become par-
ticularly relevant [1, 2]. Traditionally, the process of di-
agnosing malfunctions of aviation systems is carried out
using analytical models based on physical patterns, as
well as by statistical processing of flight monitoring data.
Specialists dealing with this problem install sensors that
measure the parameters of aircraft engines during flights
[1-3]. The flight monitoring data file usually contains
parameters such as [1-3]:

— flight number;

— flight date;

— total engine operating time;

— temperature and air pressure at the engine inlet;

— temperature and gas pressure behind the turbine;

— temperature of the blades;

— oil level and temperature in the oil block;

— Mach number, etc.

The number of flight parameters can reach hundreds
or more units.

After performing a certain number of flights, the en-
gine, blades, transmission and other parts are removed
from the aircraft and subjected to bench disassembly, dur-
ing which a number of defects are identified and elimi-
nated [1-4].

The task of the diagnostic engineer is to use flight
monitoring data to identify system defects before they fail
or before preventive disassembly. As already noted, tradi-
tionally this problem is solved by applying techniques
based on physical laws: each defect causes certain devia-
tions of certain parameters of work, physical characteris-
tics, etc., therefore, analyzing their nature of change, it is
possible to make assumptions about the appearance of
defects that cause these changes. It is clear that due to the
significant amounts of information and the complexity of
the existing relationships between defects and measured
parameters, the task of analyzing flight monitoring data
and detecting defects is far from trivial and in many cases
is not solved reliably and qualitatively enough [4].

The main directions determining the improvement of
the quality of information technologies for diagnosing the
technical condition of aviation should be considered the

intellectualization of information processing processes in-
volving data mining methods [2]. Such an approach is ca-
pable of improving the quality of recognition of the techni-
cal condition under the action of the above defined (meas-
urable) and uncertain factors, as well as the integration of
information processes (distributed local databases and
knowledge into a global database and knowledge) [1, 3].

Data analyzing methods represent a new direction that
complements and develops classical statistical research
methods, often referred to in domestic and foreign litera-
ture as Data Mining and knowledge discovery. Data Min-
ing uses modern intelligent technologies, including neural
networks, fuzzy logic, expert systems. These technologies
are used in this work to solve a wide range of problems of
diagnostics of the technical condition of complex techni-
cal systems and their components [4].

In this article, it is proposed to solve this problem us-
ing a neural network basis, for example, using a multi-
layer perceptron with sigmoid activation functions. First
of all, it should be noted that in the input vector X of the
perceptron, places should be provided for all monitoring
parameters, the values of which are affected by the ap-
pearance of detected defects. Possible defects of the air-
craft engine can be encoded in the output vector Y , for
example, using zeros and ones. Vectors of desired outputs
are compiled DVj based on the results of bench disas-

sembly of engines [1-4].

The object of study is the process of using a model
based on a neural network to diagnose aircraft parts after
operational processes with high accuracy.

To test and investigate various approaches to the syn-
thesis of neural network diagnostic models.

The subject of the study is a neural network model
for the diagnosis of aircraft parts after operational proc-
esses, characterized by high accuracy.

Using information about operational processes and
fixed traces of these processes to synthesize neural net-
work diagnostic models.

The purpose of the work is to build and study a di-
agnostic neuromodel for aircraft parts after operational
processes.

1 PROBLEM STATEMENT

The task of diagnosing aircraft parts based on the re-
sults of operational processes can be presented as a diag-
nostic task where it is necessary to determine whether the
part is serviceable or not.

Thus, let’s imagine an aviation system as a set of indi-
vidual components
System = {compl,compz,comp3,...,compk}, where Kk is

the number of components (parts) of the system. Each
component has a number of characteristics of features that
can be measured with bench measurements or in real time
using specialized sensors
comp = {char,char,,chars....,char;status} , and in addi-
tion to physical (or chemical) characteristics, the compo-
nent also has a characteristic of its defect: status. Thus,
to train a diagnostic neuromodel NN, a sample is ob-
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tained: Sample=<X,Y>, where X the set of input fea-
tures consists of the characteristics of the part
X ={x =char,x, =char,,x; = chars,...,x; =char }, and
the set of output features consists of the characteristics of
the defect of the part Y ={y = status} .

Then the diagnostic neuromodel of an aircraft part can
be represented as an ANN: NN, consisting of structural
elements and a set of parameters NN = (struct, param).
The structure of such a neuromodel is determined by sets
of computational nodes — neurons and connections be-
tween them: struct ={N,c},N ={N;,N,N,},c={c}. In
turn, the aggregates of many neurons are divided into
Nj = NG Ni NG, 1= 120N
neurons of the input layer,
No = {Ng, No, s No_ } p=12,...|No| output and hidden

subsets by layers:

Ny, = {Nhl,th""’Nhr },r =1,2,...,|Nh|. It should be noted

that the neurons of the input layer take values from the set
of input features X , so their number is equal. The subset
of links consists of the links themselves and their weight-
ing coefficients: C= {01,02,...Ck },k = 1,2,...,|C| , W= {Wk }
Accordingly, the task can be presented as a synthesis
of ANN with optimal structure and accuracy
NN =(struct, param), based on a sample of initial, ex-
perimental data about the object

Sample=<X,Y> . For further automation of the process

under study

of diagnostics of aircraft parts based on the results of op-
eration, as a particular classification task.

2 REVIEW OF THE LITERATURE

The analysis of works in the field of automation of the
process of diagnosing the condition of aircraft parts based
on analytical models, including ANNs [1-4], demonstrates
that today such work is being carried out extremely ac-
tively. However, it is worth noting that a number of such
works are poorly covered due to a number of factors: se-
crecy, military or corporate secrecy, narrow specialization
of the tasks being solved. A number of works do not cover
engineering solutions or give only general theoretical and
practical recommendations for solving such problems.

The use of the FDI method is recognized as a common
approach in similar tasks [5—8]. This methodology for
solving problems of automation of diagnostics of the
technical condition of aircraft parts is based on the princi-
ple of comparing the measurement results of physical (or
chemical) parameters of a real part (system) with the cal-
culated parameters calculated on the basis of a mathe-
matical model [5-8].

Fig. 1 shows the general scheme of using the FDI
method to automate the task of automatic technical diag-
nostics. So in the diagram, where X is the vector of con-
trol actions; Yy, is the vector of parameters calculated

using the analytical model of the part (system); Y gq is
the vector of the output parameters of the engine obtained

by measuring using sensors; €=Yeq — Yy the discrep-
ancy, which is the difference between the vectors Y, and

Yreal -

As a category of work, he suggests using ANNs as an
analytical model of a technical part (or system) [9, 10].
The range of tasks solved using such a model within the
framework of the FDI method is quite wide: from the
tasks of monitoring and diagnosing the technical condi-
tion to debugging parameters [9, 10].

The main stages of the engineering methodology for
building an INS model include [9, 10]:

1) preliminary data analysis at the stage of setting the
task and choosing the neural network architecture;

2) data transformation (preprocessing) to build a
more efficient network setup procedure;

3) the choice of neural network architecture;

4) selection of the neural network structure;

5) selection of the learning algorithm;

6) neural network training and testing;

7) analysis of the accuracy of the neural network so-
lution;

8) making a decision based on the results obtained.

The analysis of the published works devoted to the use
of ANNs for diagnosing the parameters of aircraft parts
shows that in these works the main trends and characteris-
tic features of solving the problems of diagnostics of parts
based on ANN are highlighted. At the same time, they are
devoted, as a rule, to solving particular problems, for ex-
ample [11-14]:

— diagnosing the condition of the turbine blades of a
gas turbine engine;

— formation of a space of diagnostic signs of the state
of a gas turbine engine for the construction of a neural
network classifier;

—indirect measurement of the temperature of gases
behind the combustion chamber based on the ANN to
diagnose the thermal condition of the engine.

They do not contain instructions on the choice of ar-
chitecture, structure and methods of ANN training; there
is no engineering methodology for designing such net-
works in relation to the tasks of diagnosing the technical
condition of aircraft engines. Neural network methods for
solving problems of diagnostics of aircraft parts are inves-
tigated below in order to identify the main patterns of
their use and develop appropriate methods and techniques
for the implementation of diagnostics of technical condi-
tion based on ANN [9, 10].

3 MATERIALS AND METHODS

In general, an ANN is a mathematical model, as well
as its software implementation (or imitation), working on
the principle of the human brain: it runs input data
through a system of neurons: computing nodes interacting
with each other, after which it outputs a certain result of
calculations based on this interaction [15-19]. Also, in
more complex architectures of such models, previous
experience and mistakes of past launches play an impor-
tant role in decision-making. This behavior of the model
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leads to the thesis about a certain level of self-learning of
the ANNSs as an artificial intelligence system [15-19].

Today, ANNs solve a wide range of tasks: from digital
image processing to forecasting financial processes. Ac-
cordingly, in some tasks, models based on ANNs can re-
place experts: in medicine the doctors, in technical tasks
the operators, etc. [15-19].

The main advantage of ANNSs is their ability to study
patterns in training data and how best to associate it with
the target variable that needs to be determined (or fore-
casted). From an analytical point of view, ANNs are ca-
pable of recreating any function and have proven them-
selves as a universal approximation device, that is, the
emulation of some objects into other, more simplified
ones [15-19].

The Multilayer Perceptron is one of the simplest ANN
models that emulates a primitive model of the biological
brain within the framework of machine learning and can
be used to solve complex computational tasks such as
classification or prediction. To put it simply, it can be
noted that a perceptron is a model of a single neuron,
which was the predecessor of larger and more complex
ANNSs capable of more accurately emulating brain func-
tion and using more natural approaches to model learn-
ing [15-19].

The basic computing nodes (perceptron blocks) are ar-
tificial neurons, simple computing blocks that have
weighted input signals and generate an output signal using
the activation function. The parameter of the weighting
coefficient of such a neuron is similar to the coefficients
used in the equation from the theory of linear regression
[15-19]. Similar to linear regression, each neuron also has
bias, which can be considered as an input weight, by de-
fault equal to one. For example, a neuron may have two
input data sources, in which case three weights are re-
quired: one for each input source and one for the weights.
Weights are often initialized with small random values,
but more complex initialization schemes can be used for
more complex ANNSs topologies [15-19]. As in linear
regression, large weights indicate an increased complexity
of the model. It is desirable that the weights in the net-
work are small, then regularization methods are applica-
ble. The weighted input data is summed up and transmit-
ted via an activation function, sometimes called a transfer
function. This is a simple display of the summed
weighted input and output of a neuron. The function de-
termines the threshold at which the neuron is activated
and the strength of the output signal. Nonlinear activation
functions are traditionally used. This allows the network
to combine input data in a more complex way and, in
turn, expand the capabilities of the functions that they can
model [15-19].

Neurons are organized into a network. A number of
neurons are called a layer, and one network can consist of
several layers. The architecture of neurons in a network is
often referred to as network topology. The initial input
layer, which accepts input data from a dataset, is called

visible because it is an open part of the network [15-19].
The layers after the input are called hidden because they
are not directly exposed. The simplest network structure
is to have a single neuron in the hidden layer that directly
outputs the value [15-19]. With the availability of com-
puting power and efficient software libraries, it is possible
to build neural networks of deep learning, which means a
lot of hidden layers. The last hidden layer is called the
output layer, and it is responsible for the output of values
or their vector in the appropriate format. After setting up,
the neural network needs to be trained on your data-
set [15-19].

One of the most common methods of ANNs training
is the Backpropagation method [20, 21]. Having a simple
perceptron, as in Fig. 2, it is noted the input layer, where
data is received by one hidden layer, and the output layer
[20, 21]. The input layer contains the number of neurons
corresponding to the input data of the neuron, one of
which is called the displacement neuron. The displace-
ment neuron always contains the same value, for example,
one and is designed to supply a constant displacement to
all subsequent neurons with which it is connected, it can
be disabled by setting it to 0. Next comes a hidden layer
consisting of a given number of neurons, again one of
which is a displacement neuron. Note that it is connected
only to the subsequent output layer, no connections are
received from the input layer, since it does not change its
state. The result of the network is calculated on the output
layer, in which the number of neurons is determined be-
forehand. As a rule, this number depends on the number
of target variables [20, 21].

Each subsequent layer is connected to the previous
layer by links with certain weight coefficients. There may
be several hidden layers in the network. The network is
called a direct distribution network because the first layer
is connected to the second, the second to the third, and so
on, and there are no feedbacks, for example, from the
output layer to the input. Networks with feedbacks are
called recurrent networks and are more complex and re-
source-intensive in operation [20, 21].

For convenience, in all cases, the displacement neuron
number is assumed to be zero. The coupling coefficients
of the input and hidden layers can be denoted as Wy, ,

and the matrix of these coefficients is denoted by win,
Thus, w;p, it determines the connection of the input lay-
er displacement neuron with the first neuron of the hidden
layer, and Wj,p, sets the connection of the third neuron of
the input layer with the second neuron of the hidden layer
[20, 21].

The coupling coefficients of the hidden and output
layers can be denoted as Whyo, » and the matrix of these

coefficients will be called W ™ large.
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Figure 1 — Implementation of FDI method
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Figure 2 — General implementation of Backpropagation method
Win  Wih, Wi, Wi The )\(/alu;s of ;clhe inlput layer can be representeﬁgc}il a
Wi Win Wih o . Wih vector X = N;. The values of the neurons of the hidden
wih Win  Win Win o Wi | (1) layer Ny, they make up a vector N}, , and the output val-
ues NOp are a vector N, . The information is processed
Win,  Win,  Wihy - Win sequentially, first the values of the hidden layer N, are
calculated, then the values of the output layer N, [20, 21].
Whoo,  Whyo, - Whyo The formula for calculating the values of the hidden
who - Who,  Who, - Who @ layer is indicated by a number:
W, W e W —
ho, ho, ho Nhr = fa ' % :\lil *Wip |- (3)
i=0...
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Each neuron calculates a combined input consisting of
the sum of the products of the input value by the corre-
sponding weight, and then the result is run through the
activation function of this neuron f,.

By analogy with the previous layer, the formula (4) is
compiled to calculate the output values. The combined
input is the sum of the products of the values of the inter-
mediate layer by the values Njp  of the weights Wiyo, -

The result is fed to the activation function [20, 21].

No = fa zNhr'Whro : “4)
P h=0...r P

The essence of the method is that when submitting a
training set of examples, the result of the network is com-
pared with the target value, errors in the output layer are
determined as & (Fig. 2), and then these errors are propa-
gated in the opposite direction and the errors of the neu-
rons of the hidden layers are calculated as 6, and at the
last step, the values of all weights are adjusted based on
the values errors found [20, 21].

It is necessary to use the general (5), in which the dif-
ference between the target NOp and real values y, is

multiplied with the value of the derivative of the activa-
tion function:

55 =lyp—No, ) falnet,). )

Next, we will find the errors of the neurons of the hid-
den layer: 0. The error for the displacement neuron is not
calculated:

0r = fa(net;) 2.8p - Who - (6)
p=1..p

Thus, the error of a hidden layer neuron is a combina-
tion of the errors of all the neurons that it affects. The
larger the connection Wheo, » the more the error of the

output layer & affects the error of the neuron of the hid-
den layer. Thus, the error is propagated backwards from
the network output to its hidden layers [20, 21].

The final stage is the adjustment of the weights of the

arrays W and who [20, 21]:
Wip = Wip, + AW = Wiy + N 0, (7
Who = Who +AWhg = Wpo +HNp 8, )

where p is the learning rate, which is set in the range
[0.1,0.4].

However, analyzing the above method, it can be con-
cluded that in general, the training of the model based on
the ANN is reduced to iterative iteration of trial and error,
since the Backpropagation method does not involve the
selection and fine-tuning of the architecture, but works
with the already selected topology. Moreover, a number
of papers note problems in the areas of local optima.

Therefore, since the 2010s, more and more attention has
been paid to neuroevolutionary methods of ANN synthe-
sis [22, 23]. Such approaches existed before, but it was
with the growth of computational capabilities that they
began to show better results in comparison with gradient
learning methods [22, 23].

The neuroevolutionary approach to the synthesis of
INS uses evolutionary methods to create an ANN: the
selection of its parameters, topology and rules. Neuroevo-
lution is usually used as part of the reinforcement learning
paradigm, and it can be contrasted with traditional deep
learning methods that use gradient descent in a neural
network with a fixed topology. Due to more flexible set-
tings of synthesis parameters, the process allows fine-
tuning and selecting the ANNSs architecture for each task,
avoiding the problem of retraining [22, 23].

Of course, this approach involves the use of large
computing and time resources. So the synthesis process
begins with the installation of metaparameters and the
synthesis framework: the accuracy of the ANN, the num-
ber of epochs, the learning rate and topological complex-
ity. The complexity can be set by limiting the number of
hidden layers and neurons in them, the presence of feed-
backs in the neurons of the hidden layer, etc. [22, 23].

As a neuroevolutionary method, consider a MGA. So,
at the beginning, restrictions are set on the structural
complexity of the final solution: the presence of feed-
backs (FB=0| FB=1), the number and depth of hidden

layers (|Nh|) and stopping criteria. After that, a popula-

tion is generated from simple ANN, and their genetic in-
formation is encoded based on interneuronal connections.
Further, relying on the mechanisms of selective pressure
and smart crossover, the main stages of GA are per-
formed: crossing, mutation of a new generation and selec-
tion of individuals into the parent pool [23]. In general,
the method can be represented schematically as in Fig. 3.

Population initialization

v

Evaluating individuals

v

Fine-tuned additive mechanisms

\ 4

. Selective
Selection
pressure
Two-point crossover

Variations Mechanisms of
— —|— power and rate
mutagenesis

QolutiQR

Figure 3 — General scheme of MGA method
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4 EXPERIMENTS

The blades of the first stage of the compressor of the
Klimov TV3-117 engine, having operational damage to
the feather of the blades of the engines, were selected as
the object of research [24]. In the studies, engines that
were in operation in different countries were observed,
respectively, the physical characteristics of the opera-
tional processes differed. From this it can be concluded
that aircraft parts have different operating time and, ac-
cordingly, different degrees of damage to the blades. The
engines were operated and observed in the following
countries and enterprises: Yemen, India, UAE, Peru, Cy-
prus, Utair (Tyumen), Algeria, Spain [24].

Table 1 shows an example of sampling input data.

The table shows that X, is the average temperature in
the region where the operational process took place; X,
and X3 are the values of the chord, in sections A2—-A2 and
AB-AS; X, is HB, the hardness of the initial blade, HRC;
Xs is ©y,, yield strength, MPa; X is ©, tensile strength,
MPa; X; is the frequency of natural vibrations of the
blades, Hz.

y;: T total operating time; Yy,: T2 operating time up to
first repair.

For the experiments, a workstation with the following
characteristics was used: Intel Core i5-8250U CPU (1.60—
3.40 GHz (Intel Turbo Boost 2.0), 4 cores and 8 threads),
16 Gb RAM (dual-channel mode), SK hynix SC308 128
GB SSD (M.2), the Java programming language.

5 RESULTS

Table 2 shows the selected information features with
their weight coefficients.

Table 3 shows a comparison of the results of the two
methods. So the work of the methods was compared ac-
cording to the following parameters:

— work time: time spent on the synthesis of ANN;

—accuracy of work on the training sample: accuracy
of the model during training;

— accuracy of work on the test sample: accuracy of the
model during testing.

Tables 4 and 5 shows the neural network models ob-
tained.

Table 1 — Example of fragment from data set

Self-
Blade number | VS8 M- | pige A2 A2 | Blade AS-AS | HRC 60> 6, frequency T, T,
perature of natural
vibrations
Index X1 X2 X3 Xg X5 Xe X7 Yi Yo
India-1 24.6 26.7 28.2 38 970 1180 603.2 1652 724
India-2 24.6 26.55 28.22 38 970 1180 617.1 1652 724
India-3 24.6 26.73 28.1 38 970 1180 631.8 1652 724
India-4 24.6 26.75 28.09 38 970 1180 623.9 1652 724
India-5 24.6 26.59 28.12 38 970 1180 634.9 1652 724
India-6 24.6 26.56 28.22 38 970 1180 624 1652 724
India-7 24.6 26.6 28.13 38 970 1180 629.9 1652 724
India-8 24.6 26.53 28 38 970 1180 637.2 1652 724
India-9 24.6 26.83 28.2 38 970 1180 615 1652 724
India-10 24.6 26.3 28.28 38 970 1180 625.4 1652 724
Yemen-20 20.5 26.63 28 990 451 32 950 1100 627.4
Table 2 — Results of feature selection
Y2 Y3

Xi 0.2153 —0.1901

X2 —0.0323 —0.0030

X3 —0.3629 —0.0191

X6 0.7211 0.4971

X7 0.0844 0.0336

Table 3 — Results of using different methods for neuromodels synthesis
Target variable Method The synthesis time. s Accuragy_ of work on the Accuracy of work on the
training sample test sample
Backpropagation 15.3726 0.0002 0.00025
y MGA 64.2397 0.00017 0.00024
Backpropagation 15.2863 0.0001 0.0001
v MGA 52.6493 0.00014 0.0001

© Leoshchenko S., Pukhalska H., Subbotin S., Oliinyk A., Gofman Ye., 2022

DOI 10.15588/1607-3274-2022-2-7

75



e-ISSN 1607-3274 PapioenexTpoHika, inpopmaTuka, ynpasmainss. 2022. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 2

Table 4 — Coefficients matrices of resulting neuromodels for y,

o Number of layer | Number of neuron at layer 0 Numbtir of input O; neuron 3
5]
“53 1 —40.2890 | 64.2278 —1.2651 | 152.6108
s _ 2 -8.7750 —7.2652 0.0004 | —104.6105
g > 1 3 10.5814 11.9088 0.0000 92.3337
f‘% 4 222327 | -9.9015 0.2474 130.9445
M 5 —37.1694 | -34.9135 | 0.0009 57.2398
2 1 17.5119 | —10.0749 | 0.0060 —42.5008
Number of layer | Number of neuron at layer 0 Numbe;r of input ogneuron 3
1 —10.3678 | 3.9329 0.1771 44,4167
S - 2 -42.0171 | 0.0407 0.0058 | 0.3170
S > 1 3 —79.2515 | 0.2169 0.1018 -85.1717
4 20.4838 0.5891 —-0.0395 | 10.0486
5 21.3511 0.1410 0.0512 9.8286
2 1 37.8691 —-3.0681 0.8152 41.7886
Table 5 — Coefficients matrices of resulting neuromodels Y,
Number of layer | Number of neuron at layer 0 Numbf r of input 02f neuron 3
=
8 1 -2.3766 | —2.7395 | -2.7277 5.7025
% - 2 1.8790 0.0000 1.7174 0.0000
53 = 1 3 —-15.9818 | 0.0000 —-15.2190 | 0.0000
El 4 —7.6228 1.7200 —7.7104 0.8612
2 5 37.7405 0.0000 36.0519 0.0000
- 2 1 —7.1881 1.8330 —7.0854 4.2028
Number of layer | Number of neuron at layer 0 Numble r offinput Ozf neuron 3
1 13.5323 -9.2208 | 5.8346 —15.7445
é o 2 —0.6086 —-0.6000 | 0.4055 0.4643
S > 1 3 —4.1636 | —4.1129 | 2.0460 -106.7364
4 7.7830 —2.6386 | 4.4783 —13.5350
5 8.0768 —2.3306 | 2.9106 -13.5143
2 1 —2.3971 —4.4495 | 6.9384 —-3.2805
6 DISCUSSION proportionally increasing time spent on training complex

For the operating time in both cases, the combination
of informatively important features is the same. And in
both cases, the frequency of natural vibrations of the
blades is an important sign.

When initializing the synthesis process using MGA,
restrictions were set on the absence of feedbacks and ex-
cessive growth of hidden layers. Based on the assessment
of the complexity of the task, the optimal number of neu-
rons in the hidden layer was chosen 4 [25]. During neuro-
evolutionary synthesis, this number of neurons was con-
firmed.

Comparing the operating time, it can be noted that the
MGA method worked much slower, this is due to the fact
that the method worked in single-threaded mode and
completely synthesized a new network architecture, oper-
ating with a population of non-network models. From this
we can conclude that in simple tasks, neuroevolutionary
methods may need increased time resources. At the same
time, the higher accuracy of the synthesized solution
(which has been confirmed experimentally) may not fully
justify such time expenditures.

However, in complex tasks, when the process of input
data preprocessing is not possible or is largely difficult
and the accuracy of the model is extremely important,
neuroevolutionary methods can show great efficiency.
This is due to the lower dependence of the operation of
such methods on the noise of the input data, as well as the

topologies using iterative methods.

CONCLUSIONS

The urgent scientific and applied problem of synthesis
of an optimal neural network model for diagnostics of
aircraft parts after operational processes has been solved.

The scientific novelty lies in the fact that it is pro-
posed to use different methods for the synthesis of neu-
romodels. Thus, the Backpropagation method was used to
train a predefined ANN structure based on an assessment
of the complexity of the simulated task. The MGA
method was also used for neuroevolutionary synthesis of
the model. As a result, both methods presented similar
perceptron topologies with the same structures.

The practical significance lies in the fact that the ra-
tionality of approaches to the synthesis of neuromodels
has been investigated. So for y, and Yy,, MGA worked
slower by 23.93% and 29.03%, respectively. At the same
time, the accuracy of the resulting models differed by
0.3-0.1 percentage points. From this we can form a rec-
ommendation: for such tasks, the use of neuroevolution-
ary methods may not be justified precisely in the case of
the time resources spent. However, for more complex
tasks, where accuracy is more important, the neuroevolu-
tionary approach will be preferable.

Prospects for further research are to expand the
dataset of input characteristics of aircraft parts to use
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complex ANN topologies and monitor the accuracy of
their operation.
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HEMPOMEPEXEBE TIATHOCTYBAHHSA ABIAIIIMHWUX JTETAJEM 3A PE3YJIbTATAMHA
EKCILUTYATALIMHAX ITPOIIECIB
Jleomenko C. JI. — acmipanT kadeapu mnporpaMHUX 3aco0iB HarioHampHOTO YyHiBepcHTETy «3amopi3bka MOJITEXHiKay,
3amopixoks YkpaiHa.
Myxaabcska I'.B. — xaHx. TexH. HayK, JOIEHT KadeApH TEXHOJIOTiS MamIMHOOYmyBaHHS HamioHalsHOrO yHIBEpCHTETY

«3anopi3bKa MOJTITeXHIKay, 3armopixoks, YKpaiHa.

Cy66otin C. O. — n-p TexH. Hayk, mpodecop, 3aBimyBau Kadeapu NporpamMHuX 3acobiB HamioHambHOro yHIBEpCHTETY
«3armnopi3bKa MoNIiTeXHiKa», 3amopioks, YKpaiHa.

Ouiitank A. O. — 1-p TeXH. HayK, mpodecop, mpodecop kadeapu mporpaMHux 3acodiB HamioHaIEHOTO YHIBEPCUTETY «3amopi-
3bKa MOJIITeXHiKay, 3anopixoks, YKpaiHa.

T'opman €. O. — kaH/. TEXH. HAyK, CTApIIN HAYKOBHI CMiBPOOITHIK HayKOBO-AOCTiHOT YacTuHK HalioHaapHOTO yHIBEpCHTE-
Ty «3armopi3bka MoIiTeXHiKa», 3amopixKs, YKpaiHa.

AHOTAIIA

AKTyaibHicTb. PO3IIIsSIHYTO 3aBIaHHS CHHTE3Y ONTHMAJIbHOI HEHPOMEPEKEeBOi MOJIEII JUIsl JIarHOCTHKY aBiallifHuX JeTasel mi-
CIIsl eKCIuTyaTaliiHux npouecis. O6’€KTOM JOCHIIKEHHS € MIPOLEC CHHTE3Y HEHPOMEPEeKEBHUX JIarHOCTHYHUX MOJIeNIeH JUls aBiarii-
HUX JieTaliell 3a pe3yJIbTaTaMH eKCIUTyaTal[iiHUX MpPOLECiB.

Merta podoTn nomsirac B CHHTE31 HEHPOMEPEIKEBUX JIarHOCTHYHUX MOJIENeH aBialifHuX aeraneil micis eKCIUTyaTaliiHuX mpo-
1LIECiB 3 BUCOKUM PIiBHEM TOYHOCTI.

MeTtopa. 3anporoHOBaHO JOCTIANTH BUKOPHCTAHHS IBOX MMIAXOIIB O CHHTE3Y HelipoMepekeBUX AiarHOCTHYHHX Moneineil. Tak
BHKOPHUCTOBYIOUH CHUCTEMY 1HAWKATOPIB, OOYHCITIOETHCS TOMOJIOTIS HEHPOHHOI MepesKi, SKka B MOJalbIoMy OyJe HaBYCHA 3 BUKOPH-
CTaHHAM METOJy 3BOPOTHOTO IOIIMPEHHS MOMIIKH. J{pyTuif ske MiaxiJ IPyHTY€eThCsl HA BUKOPUCTAHHI HEHPOEBOIIOLIIHOTO MiIX0-
Iy, SIKHI JTO3BOJISIE 3pOOUTH MOBHMI CHHTE3 HEHPOHHOI Mepexi, AMHAMIYHO MOAN(IKYIOUH KpIM ITapaMeTpiB 1 TOIOJIOTII0 PillleHHSI.
ITiICYMKOBI PillIeHHSI OPIBHIOIOTHCS B TOYHOCTI pOOOTH Ha HAaBYAIILHOMY 1 TeCTOBOMY HaOopi maHuX. Takuit miaxix 103BOIUTH BH-
3HAYUTU MOXJIMBICTD 1 KOPEKTHICTh BUKOPHUCTAHHS HEHPOECBOIIOLIHHNX METO/IB JUIsl CHHTE3Y JIarHOCTUYHHUX MOJIEIICH.

PesyabraTn. OTprMaHo HelpoMoneni Ui AiarHOCTUKH aBiallilHUX Jerajell 3a pe3ysbTaTaMd eKCIUTyaTalliiHUX MPOLECiB.
OtpuMaHi pe3yJibTaTH MOPIBHAHHS BUKOPUCTOBYBAHMX I CHHTE3Y METOIB J03BOJIWIN cHOPMYBaTH PEKOMEHAANIT Ul IMITIEMEH-
TaIii HeHPOEBOIOIIHUX METOIB B MMPOLIECH CUHTE3Y NiarHOCTHYHHUX HEHPOMOENei.

BucHoBok. OTprMaHi B XOJi €KCHEPHUMEHTIB PE3yJNbTaTH MiATBEPIMIN Mpale3l1aTHICTh BUKOPHUCTOBYBAHOTO MAaTEMAaTHYHOTO
3a0e3neyeHHs i JO3BOIWIN c(OPMYBATH PEKOMEHAAMIT IJIsI TOAATBIIOT0 BUKOPUCTAHHS PO3TIISHYTHX METOJ(IB HA NPAKTHII 3 METOIO
CHHTE3y IiarHOCTHYHUX Helipomozereil. [lepcrekTHBr NofaIbIINX JOCTI/PKEHb MOXYTh MOJIATAaTH B PO3MIMPEHHI BXiTHUX HaOOpiB
JIAHUX 3 METOKO CHHTE3Y 1 JOCIIKCHHS OUIBII CKJIAIHUX TOMOJIOTIH HEHPOMEPEKEBUX MOJICIICH.

KJIFOYOBI CJIOBA: niarHocTyBaHHS, aBialliifHi JeTaji, CHHTE3, HABYaHHI, HEHPOCBOJIIOI, BUOIpKa TaHMX, CKCILTyaTalliifHi
MPOLIECH.

VK 004.896

HEMPOCETEBOE JJUATHOCTUPOBAHUE ABUAIIMOHHBIX JETAJEM IO PE3YJIBTATAM
IKCILTYATAHMOHHBIX TIPOHECCOB

Jleomenko C. [I. — acnupaHT Kadeapbl MpOrpaMMHbIX cpeacTB HalmoHanbHOToO YHUBEpCHTETa «3aopoKcKast MOJTUTEXHUKAY,
3anopoxbe YKpauHa.

Myxanbckas I'.B. — kau1. TexH. HayK, ZONEHT Kadeapsl TEXHOJIOTUs ManHOCTpoeHuss HanmonansHoro yHUBEpcHuTeTa «3amo-
PO’KCKas TIOJIMTEXHHUKA, 3al0poXKbe YKpanHa.

Cy060otun C. A. — 1-p TexH. HayK, npodeccop, 3aBeayroniuii kadeapoil MporpaMMHBIX CpeacTB HallmoHATBHOTO YHUBEPCUTETA
«3anoporckast MOJIUTEXHUKA», 3aII0pOXKbE YKpanHa.

Oueiinnk A. A. — 1-p TexH. Hayk, npodeccop, mpodeccop kadeapbl MPOrpaMMHBIX CpeAcTB HannmoHambHOrO yHUBEpCHUTETa
«3amnoporxcKast MOJIUTEXHUKA», 3aIOPOKbE YKpanHa.

T'opman E. A. — crapumii Hay4yHBIH COTPYAHUK HAyYIHO-HCCIIENOBATENbCKON YacTi HaIllMOHABHOTO YHHBEpCHTETA «3aro-
POKCKasi HOJINTEXHUKAY, 3aTI0POXKbe Y KparHa.

AHHOTADIUA

AkTyasbHOCTB. PaccMoTpeHa 3ajjaua cuHTe3a ONTHMAIbHON HEHpOoCceTeBOM MOAENH AJ JUArHOCTHKM aBHALMOHHBIX AeTalei
II0CJIEe KCIUTYyaTalMOHHBIX IporieccoB. OOBEKTOM HCCIIEIOBAHUS SBIISCTCS MPOLECC CUHTE3a HEHPOCETEBBIX JUarHOCTUYECKUX MO-
Jieniel 171 aBUallMOHHBIX JeTanel 1o pe3yiabTaTaM 3KCIUTyaTallMOHHBIX IIPOLIECCOB.

Lean padoThl 3aKII049aeTCS B CHHTE3€ HEHPOCETEBBIX JUArHOCTUUECKUX MOJIENICH aBHALMOHHBIX JIeTajel 1mocie 3KCIUTyaTaly-
OHHBIX TIPOIIECCOB C BEICOKUM YPOBHEM TOUYHOCTH.

Mertoa. IIpeanoxeHo uccnenoBaTh UCIOIb30BaHUE BYX MOAXOI0B K CUHTE3y HEHPOCETEBBIX AMATHOCTUYECKHUX Mozeneil. Tax
HCTIONB3YS CHCTEMY MHIMKATOPOB, BEIYHCIISIETCS TOMOJIOTHS HEHPOHHON CeTH, KOTopas B AalbHEHIIeM OyaeT o0ydeHa ¢ MCHONb30-
BaHHMEM MeToJ[a 00paTHOTO PacIpoCTpaHeHHs OMMOKU. BTOpoi e Mmoaxox oCHOBBIBAETCS Ha MCIIOJIb30BAHUH HEHPOIBOIIOHOHHO-
IO MOAXO0/a, KOTOPHII IT03BOJISIET ITPOU3BECTH TIOJHBIH CHHTE3 HEHPOHHOW CeTH, TMHAMHYHO MOJM(UINPYS ITOMUMO ITapaMeTpoB U
TOIOJIOTHIO PEUICHHS. UTOTOBBIC PEIICHUS] CPAaBHUBAIOTCS B TOYHOCTH PabOTHI HAa 00y4YaloleM M TeCTOBOM Habope naHHbIX. Takoi
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MO/IXO0/] [TO3BOJIUT OIPEIEIUTh BOBMOXKHOCTh U KOPPEKTHOCTH HCIIOJIb30BAaHUSI HEHPOIBOIIOIIMOHHBIX METOOB Ul CHHTE3a JUarHo-
CTUYECKHUX MOJeNei.
PesyabTartel. [lonyueHsl HelipoMoaenu il TUarHOCTUKH aBUALIMOHHBIX JIETallel Mo pe3ysibTaTaM dKCIUTyaTallMOHHBIX MPOLec-
coB. [lomyueHHble pe3yiabTaThl CPABHEHHUS HMCIOIb3YEMBIX IJIsI CHHTE3a METOOB MO3BOJMIN CHOPMHUPOBATH PEKOMEHAALMH IS
HMMIUIEMEHTALUHN HEHPOIBOIIONMOHHBIX METO/IOB B IIPOLIECCH] CHHTE3a AUAarHOCTHYECKUX HEHpOMOIene.

BoiBoasl. [loryueHHbIe B X0/1€ SKCIEPUMEHTOB PE3yIbTaThl MOATBEPIMIN PaOOTOCIOCOOHOCTh HCIONb3yeMOro MaTeMaTHye-
CKOT0 00eCHeUYeHHUS U MO3BOIWIN c(HOPMHUPOBATH PEKOMEHIAINH IS JaTbHEHIIEro UCTIONB30BaHU PACCMaTPUBACMBIX METOIOB Ha
MpaKTUKE C LEJIbI0 CUHTE3a JUAarHOCTUYEeCKHX Herpomonenel. IlepcnekTuBsl AaibHEHIINX HCCIeI0BaHUM MOTYT 3aKJI04aTbCs B
paCIIMPEHUU BXOJHBIX HA0OPOB TAaHHBIX C IETBI0 CHHTE3a M UCCIICOBAaHMS 00JIee CI0KHBIX TOMOJIOTHI HEHPOCETEBBIX MOICICH.
KJIIFOUEBBIE CJIOBA: nuarHOCTHpOBaHWE, aBHAIIMOHHBIC NETAIH, CHHTE3, O0yUCHHE, HEUPOIBOIIOIHS, BHIOOPKA JTAHHBIX,
9KCILTyaTallMOHHbIE TIPOLIECCHI.
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ABSTRACT

Context. The problem of automatic verification of the legitimacy of the export of works of art is considered.

Objective. A method is proposed for automatically determining the age of a painting from a digital photograph using a
classification that is performed by an intelligent decision-making system.

Method. It is proposed to use the attribute of picture year of creation as the main criterion for making a decision during the
customs check of exports legitimacy. Instead of a long and expensive museum examination, photographing works of art in customs
conditions and processing photos using a set of descriptors is used. The set of descriptors is proposed, include local binary patterns,
their color modification, Haralik’s texture features, the first four moments, Tamura’s texturt features, SIFT descriptor. The data
obtained as a result of descriptors action give the values of several dozen private attributes. They form data vectors, which are then
concatenated into a generalized object description vector. In the feature space thus created, automatic classification by weighted k-
nearest neighbors is performed. The proposed algorithm calculates the distance between objects in a multidimensional space of
attribute values and assigns new objects to already formed classes. The criterion for creating classes is the age of the painting from
the existing database. As a measure of the objects proximity, it is proposed to use the Euclid and Minkowski metrics. The calculation
of weights for the proposed classification algorithm is performed by the Fisher method.

Results. The effectiveness of the proposed method was investigated in the course of experiments with an image database
containing photos of paintings by world, European and Ukrainian artists. Algorithm configuration parameters that provide high
classification accuracy are found.

Conclusions. The performed experiments have shown the effectiveness of the selected descriptors for the formation of vector
descriptions of images of paintings. The greatest accuracy is provided by descriptor merging, which reveals significant differences in
the structural properties of images. This approach to the description of objects in combination with the proposed classification
algorithm and the chosen main criterion ensures high accuracy of the obtained solutions. The direction of further research may
include the use of convolutional neural networks to improve the accuracy of classification under the condition of a static database.

KEYWORDS: intelligent decision-making system, automatic classification, k-nearest neighbors, image descriptors, feature
vector, customs examination, paintings.

ABBREVIATIONS g, 1s a value of brightness of neighborhood central
SOM are self-organizing maps; pixel;
SVM are support vector machines;

. . g, isabrightness value of p-th pixel of neighborhood
k-NN is a k-nearest neighbors method; 4

CNN is a convolutional neural network; with the size P;

LBP are local binary patterns; u is a pixel brightness average value;

SIFT is a scale-invariant feature transform o? is a pixel brightness deviation from the average;
descriptor; . .

RGB LBP are local binary patterns in RGB color L, is a n-th order central moment of random pixel
space; brightness distribution;

Color LBP are local binary patterns found in color H3 is a 3-th order central moment or asymmetry of
channels. random pixel brightness distribution;

Ly is a 4-th order central moment of random pixel
NOMENCLATURE

. . . brightness distribution;
g is apixel brightness;

I is an image;

s(-) is a the Heaviside step function; P(i, J ) is a contingency matrix;
P is a size of pixel neighborhood; i,j are pixel coordinates;

Cy is an image contrast;
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Corry is an image correlation;
Entropyy 1is an image entropy;
Energyy is an image energy;

M g is an image palette redundancy;
H max
H pp 18 an entropy, calculated for individual R, G, B

is a maximum image entropy;

channels;
A4, is an average value of pixel brightness in

neighborhood;
E; is a texture roughness;

C; is a texture contrast;

o 1s a kurtosis;

H g, (a) is a quantized edge directions;

Dy is a histogram of quantized edge directions;

e is a histogram peaks number;

a, is a peak angular direction;

r is a coefficient that depends on quantization levels
of angles;
L, is a linear similarity;

Ry, is a texture regularity;

O.omseness 15 @ standard deviation of texture
coarseness;
O onrast 15 @ standard deviation of texture contrast;

Sirectionality is a standard deviation of texture
directionality;

Ojincliteness 1S @ standard deviation of texture
linelikeliness;

d (x[,x j) is a measure of similarity between objects,

equal to metric distance between data points;

x;,x; are objects to be compared;

/; 1s an attribute of object matching;
¢; is an attributes value;

dp is an Euclidean metric;

dys is a Minkowski metric.

INTRODUCTION

Painting has long ceased to be art for the elite —
reproductions of paintings can be found on items of
clothing, bags, in the form of curtains, as graffiti on the
walls of buildings. Such popularization undoubtedly leads
to the fact that the originals of paintings are constantly
growing in value and have long since turned from objects
of art into an accumulating value means. This raises many
problems for customs services — export of valuable
paintings undermines the economic security of the state.

Verifying the authenticity and value of art objects
when crossing state borders is an important, urgent and
difficult task. The procedure for exporting cultural
property during customs control for examination,

organization of expertise and other aspects are regulated
by the 1970 UNESCO Convention on the Means of
Prohibiting and Preventing the Illicit Import, Export and
Transfer of Ownership of Cultural Property, 1995
UNIDROIT Convention on Stolen or Illegally Exported
Cultural Objects, 1954 Europe Cultural Convention [1-3].
In particular, according to the approved procedure, the
export of cultural property is possible only if it is
confirmed by certificate for the right to export, issued by
the Department for the movement of cultural property of
the Department of Museum Affairs and Cultural Property
under the Ministry of Culture of Ukraine. The paintings
authenticity takes place during expertise carried out by
qualified historians and art critics for a fairly long time.
However, it is not uncommon for malefactors to
deliberately hide true value of paintings for export,
passing them off as much less valuable and therefore do
not require a certificate for the right to export. Then the
customs service is faced with the need to quickly and
accurately assess whether the picture being transported
can be classified as a cultural property or not. According
to regulatory documents, antiques are items over 100
years old. That is, an operational customs check when
exporting paintings abroad is reduced to determining the
painting age. The most reliable techniques for this use X-
ray fluorescence analysis, infrared and ultraviolet
spectroscopy and other methods of analysis.
Unfortunately, all of them are now absent in customs
arsenal, as well as specialists of corresponding
qualifications. At the same time, organizing
photographing a picture using a digital camera is a
solution that is affordable both in cost and in terms of
technical capabilities. An intelligent decision-making
system [4, 5] provides painting automatic identification
by painting photo and establishing its authenticity and
value. Obviously, for operational customs control during
the paintings export, it is enough to estimate the painting
age and, based on this information, make a decision on
export possibility or impossibility.

The object of study is a decision-making process for
permission to export paintings during a customs check,
which is implemented in an intelligent decision-making
system.

The subject of study are methods for automatic
classification of paintings images based on a generalized
description of their properties with the year of creation as
a key attribute.

The main purpose of the work is automatically
determining the age of a painting from a digital
photograph during classification performed by an
intelligent decision-making system.

1 PROBLEM STATEMENT
Suppose given a set of images X ={x,Xy,... Xy},
N — number of them. Every image could be described by
i:l,_m, their values

several characteristics ~ f;,

cl~:(cf;l,...,c/;k,...,cfn), kzl,_n are results of some
J1 Ju 1
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image processing descriptors. One image characteristic —
a key attribute Y;,/=1,..N — is known an advance.
According to attribute Y set X is marked by some class
labels Z ={zj,z;,..,z);} . The same label assigns to

images x;,x; ,
€ — similarity level.
The mathematical problem is to find a classification

rule g(X,Y):X —Z, that for a given image x,

that have a distinction d (x,-,x g ) <& where

minimizes a distinction

d(xNH»xj | Vx; :g(xN+l>yN+l):g<xj>y_j), j=L..N).

measure

2 REVIEW OF THE LITERATURE

With development of computing power, which made it
possible to process digital photos in high resolution to
analyze of high-dimensional data, scientists and engineers
began to solve the problem of automatically classifying
works of art by photo. These studies use a machine
learning approach and are ongoing [6—10]. For pictures
automatic classification the most widely used methods of
self-organizing maps (SOM) [11], support vector
machines (SVM) [12], k-nearest neighbors (k&-NN) [13—
16]. Their undoubted advantages are high classification
accuracy, ability to fast updating of training datasets, a
high learning rate.

Convolutional neural networks (CNN), which have
proven their high efficiency in a wide range of tasks
related to processing of images of various kinds, are in
serious competition for mentioned techniques. CNNs
provide higher accuracy compared to other machine
learning methods and are fast. Many works demonstrate
that application of CNN to automatic classification of
picture photos gives positive results [17-21]. However,
such networks have a number of disadvantages that limit
their use for expeditious customs inspection of paintings
for their export possibility. These disadvantages include
need for hundreds of thousands or millions of objects for
convolutional networks training; training duration, which
will increase significantly if it is necessary to update the
set of training samples. These factors make convolutional
networks computationally and financially costly.

In overwhelming majority of works, automatic
classification of paintings is carried out according to
several main criteria: by the artist name; by the artistic
style or genre to which work can be attributed. This is
necessary when identifying and confirming paintings
authenticity. Prompt check of painting items value at
customs lead to the need to classify paintings by age.
There are not so many such works, since dozens of genres
can be represented in painting at the same time.
Nevertheless, researchers do not abandon this attribute,
successfully including it in paintings automatic
categorization systems [17].

In this paper, it is proposed to use weighted k-nearest
neighbors algorithm, which has successfully proven itself
in solving complex problems of image classification and

allows to successfully updating the dataset for training,
and use the picture age as the main classification criterion.

3 MATERIALS AND METHODS

The classification accuracy depends on choice of
attributes characterizing objects. When working with
images, such algorithms and descriptors as Local binary
patterns (LBP) [22] and their color modifications;
Haralik’s texture features [23]; SIFT descriptor [24] have
successfully proven themselves.

Local binary patterns (LBP) [22] — descriptors
describing properties of neighborhoods of a given pixel in
the image:

P-1
LBPP,R = z S(gp — 8¢ )21?’ (1)
p=0

where s(¢) — the Heaviside step function step (x), which

returns 0 if x>0, and 1 otherwise.
Based on results of comparing brightness g. and g,,,

a histogram for each pixel is built. These histograms are
normalized, compressed and combined into a single data
vector. The method turned out to be extremely effective,
especially in the tasks of separating object from
background. One of its modifications — RGB-LBP —
allows color images processing. In this case, local binary
pattern is calculated in RGB space for each color
component separately, and then descriptions are
combined. In general, LBPs can be defined in any color
space, such modifications are known as Color LBPs.

In analysis practice, an image is often considered as a
random process characterized by a certain law of
distribution of pixel brightness g as a random variable.

The main parameters describe this random variable are
the mathematical expectation, variance, and central
moments of brightness distribution.

The mathematical expectation in the case of images
with a finite number of pixels P is represented by its
approximation — the average value:

1 &
n= hm—ng. )
po P 7
Dispersion allows estimating degree of pixel

brightness possible values deviation from the average:
2 2
o’ =X (-] - 3

The central moment of the n-th order of random
variable distribution in the general case for an image can
be estimated using the relation:
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P n
=2 (g, -1) - 4)

p=l1

The first central moment is equal to zero, the second is
equal to the variance. The third central moment pj is

asymmetry. It demonstrates the asymmetry of the
probability density function about the mean. The fourth
central moment p4 characterizes the sharpness of the

probability density function top. Thus, combination of
these four indicators — pixel brightness average value,
variance, third and fourth central moments — exhaustively
describes properties of distribution function of pixel
brightness for a specific image. Therefore, they are called
“first four moments” and are often used in image analysis
problems solving.

Haralik’s texture features [23] also describe brightness
values statistical properties and are calculated based on
the contingency matrix:

P(i’j):i[(glng)eﬂ(ig}:i)/\(gz :Jﬂ ' (5)

where gj,g, — pixels belonging to the image /. Then
contrast is found in accordance with the expression

Crr (%)= 2 (i- 1) P(i.j); (6)

i,j
the correlation is calculated as

(=) (71 ) P(i. )

Corry (x,y)= > (7
(%) Zj o,

entropy:

Entropyy (x,y) = ZZP(i,j)logz P(i,j) , )
i j

energy:

Energyy (x,y)=ZZP(i,j)2 . )
i J

The important information about images is clearly
related to color data. To generalize them, such an
indicator as palette redundancy is used [25]:

MB — Hmax _HRGB )

% (10)

max

where H
bit color coding is 8 * 3 = 24; Hpsp — entropy,
calculated by (8), for individual R, G, B channels.

max 1S Maximum image entropy, which for 8-

Each image can be viewed as a texture formed by a
collection of some repeating and non-repeating elements.
The well-known Tamura features effectively describe the
texture properties. They include roughness, contrast,
directionality, linearity, roughness, and regularity.

The texture roughness characterizes dimensions of
main details that form the image. Its estimate is based on
calculation of average values within pixels neighborhood:

gli.j
Ak(x,y)=§ 2(21»)’ (11)
where g(i, j) — brightness of pixel with coordinates i, ;

P is the size of the neighborhood; the texture roughness is
then

Ey(x,7) = 4 (%,9) = 4 (x',3),x' # x. (12)

The texture contrast is estimated based on the fourth
moment L, relative to mathematical expectation and

variance ¢ within the neighborhood:

Ce(%7)= (13)

9
(o )0.25

where oy :“—i — kurtosis.
c

The texture directivity is estimated based on a
histogram of quantized edge directions H ;. (a):

D) =1 ¥ (a=a,) Hay(a),

p aew,

(14

where  n,,,, — histogram peaks number; a,— peak

angular direction; » — coefficient that depends on

. Ax
quantization levels of angles a pi 4, =arctan— are

Ay
calculated with Prewitt contour detector.

Linear similarities Z; (x,y) are evaluated as average
coincidence of edge directions that coincide in pairs of
pixels separated by a distance along edge direction in
each pixel.

Texture regularity is a generalized feature defined as

R, (x, y ) =l-r (Gcoarseness +Scontrast YOlirectionality + Clinelikeness ) ’ ( 1 5)

where Ocoarseness > contrast» Odtivectionality> Clinelikeness are standard
deviations for each feature.

Roughness summarizes the contrast and roughness of
texture as follows:
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Roughness;, (x,y) =E; (x, y) +C; (x, y) . (16)
The well-known SIFT descriptor [24] collects
information about the statistics of local directions of pixel
brightness gradient. It is stable to shifts, rotations and
scale transformations. In problems of image classification,
these properties of descriptor turn out to be indispensable,
since they allow comparing objects regardless of
differences in size, orientation and location in image.

Vectors obtained as a result of separate descriptors
using are combined into one common vector for
describing the object.

The simplest metric classification method determines
the similarity between data points using the chosen
similarity measure, and based on this information, assigns
new data points to one or another existing class. The
algorithm refers to supervised learning methods, is
distinguished by its implementation simplicity and rather
high performance if data attributes number is small, and
classification objects number does not exceed 10°. The
Euclidean distance is used as a measure of similarity:

2 2
dE(xz-axj)=J(%1-%1) +'"+(c.1§n‘c.f,~n) =||c,-—cj||, (17)

where d (xi,x j) — measure of similarity between objects,

equal to metric distance between data points, x;,x j are

the objects to be compared, f;, i=1,m are the attributes
of object matching, c; =(cfl;1,...,cfl;k,...,cjl;n),k=l,_n are

the attributes values.
Minkowski metric

!

e 3%) J’{/(Cﬁl ‘c_f,l)p +'"+(cf,-n ‘Cf,-n)p L (18)

also extremely useful in image classification tasks.

In this paper, we consider a system for which the
features number is large enough. A weakness of weighted
k-nearest neighbors method is that when you add up a
large number of dissimilarities between data points, the
sums can be approximately equal. Because of this,
classification objects become poorly distinguishable in
selected feature space. To make features more
distinguishable, use weights assigned to attributes or data
points. The simplest solution is to assign the weight value
to reciprocal of distance between the points.

In a multidimensional data space, nearest neighbor
search can be performed in different ways also. Known
modifications suggest dividing the space by hyperplanes,
as in k-d tree algorithm [26]. The modification provides
high algorithm performance if number of attributes does
not exceed 20.

For problems with a large number of dimensions of
data space, so-called BallTree algorithm is used [27]. In
this case, space is divided into hyperspheres with centers
at data points. The known distance between current data
point and the centroid of hypersphere allows defining
boundaries of distances to all points within hypersphere.
This approach reduces time needed to find the nearest
neighbor and is most effective for highly structured data,
even with very large space dimensions.

4 EXPERIMENTS

To research the approach effectiveness, a set of
images of paintings by 50 famous artists who lived at
different times, from 15th century to mid-20th century,
was used [28]. The set objects are characterized by such
characteristics as artist name, years of life, genres,
nationality, biographical facts. For artists who have
searched for style in their work, there is information about
several genres related to the same period of life.
Undoubtedly, each of characteristics of picture
description can act as a target attribute in classification. In
this work, the attribute of artist’s lifetime is chosen as the
target feature. The total number of images in dataset was
1169. The number of works for studied artists is shown in
Table 1.

5 RESULTS

In the first part of experiment, it was studied the
influence of descriptor choice on data classification
accuracy. Descriptors LBP (1), Color LBP; the first four
moments, calculated by (2)—(4); Haralik parameters
calculated by (5)—(10); Tamura texture features, estimated
by (11)—(16); SIFT descriptor. Examples of original
images processing using selected descriptors are shown in
Fig. 1, 2.

Applying descriptors to photos of pictures from a
dataset gives feature vectors of different dimensions. For
example, color LBP gives a feature vector with dimensions
512x1, SIFT descriptor — a feature vector with dimensions
788x128. To solve the classification problem, all feature
vectors must be converted into columns, so the final size
of the feature vector for SIFT was 100864x1. A
generalized feature vector is formed from such vectors by
concatenation. The results of classification using single
feature vectors for each descriptor and a generalized vector
are presented in Table 2.

Table 1 — The number of paintings images included in studied dataset, depending on artist name

Artist name Modigliani Kandinsky C. Monet Rivera Magritte Dali Klimt
Number of paintings 193 87 7 70 194 138 117
images by author
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6 DISCUSSION

The examples (Fig. 1, 2) show that the proposed
descriptors unambiguously and fully reflect the structural,
morphological and color paintings properties. LBP, color
LBP and the first 4 moments reveal the contours and fine
details of images, the Haralik features segment the images
according to textural characteristics with high accuracy, and
the SIFT descriptor finds the feature points in contours.

During the experiments, the hypothesis that one
descriptor is enough to accurately classify the picture
according to the creation time based on received information
was tested.

This hypothesis is explained by the need to provide high
algorithm performance simultaneously with high accuracy.
The longer image attributes vector, the lower the classifier
speed.

The data in Table 2 shows that the use of only one
descriptor provides a low quality classifier: solution accuracy
varies from 62% to almost 73%. Combining the data vectors
received from several descriptors into one vector made it
possible to increase the accuracy of the solution by almost
10%, bringing it to 82.71%. Since during the customs check it
is not expected that new images will arrive in the stream at a
speed comparable to video, we can conclude that the use of
generalized description vectors turned out to be a very
effective solution.

In the second part of the experiment, it was necessary to
find the settings of the classifier that implements the -
nearest neighbors method. We checked such settings as a
search tree creating algorithm (k-d tree, Balltree), metric
(Euclidean, Minkowski), method for calculating weights
(inverse to distance, Fisher score), number of neighboring
points when deciding whether to belong to a class and size
leaves in the search tree.

For the considered problem, attributes properties were such
that the Euclidean metric provided sufficient distinguishability

|

of data points. The highest accuracy of the classifier is provided
by settings that are given in Table 3.

The artistic manner of each artist influences the
classification result. For several of most famous masters in
the third part of the experiment, categorization by age was
performed. The results are shown in Table 4.

The listed artists worked in the late 19th and early 20th
centuries, but their artistic style varies greatly. Despite the
dissimilarity of style, the proposed algorithm carried out the
classification by the paintings creation time for these masters
with high accuracy — 80-82%.

CONCLUSIONS

The paper considers the problem of automatic paintings
classification by age. The authors propose a solution in the
form of a classifier, which action is based on a weighted k-
nearest neighbors algorithm.

To ensure high accuracy in the work, a set of attributes is
proposed, including color, texture, statistical and other
characteristics of images. Attribute values are generated from
paintings photos in an intelligent decision-making system,
which then classifies the painting by age.

To calculate the weights during k-nearest neighbors
algorithm implementation, it is proposed to use Fisher score;
to calculate the similarity measure, the authors propose to
apply the Euclidean metric.

As a dataset for experimental research, it was proposed to
use a set that includes works of famous world, European and
Ukrainian artists, as well as metadata with artists’
biographies, life period, and paintings genres description.

The scientific novelty of the work consists in the
formation of a set of descriptors for paintings photos
processing, which provides an accurate categorization of
paintings by the time of creation.

Figure 1 — The results of features vectors calculating:
a — the original image of C. Monet “La Manneport” (1883); image processed using descriptors: b — LBP; ¢ — color LBP; d — the first
four moments; e — Haralik texture features; f) SIFT
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a — the original image of V. Kandinsky “Composition VIII” (1

d — the first four moments; e —

e
Figure 2 — The results of features vectors calculating:

923); image processed using descriptors: b — LBP; ¢ — color LBP;
Haralik texture features; f — SIFT

Table 2 — Accuracy of picture images classification depending on descriptor used to form the feature vector

LBP Color LBP First 4 moments

Descriptor Haralik texture Palette SIFT Tamura texture | Generalized
name features redundancy descriptor features vector

Accuracy 70.92% 66.18% 62.81% 71.80% 63.89% 66.55% 72.92% 82.71%

Table 3 — Configuration parameters of classification algorithm

Algorithm configuration Algorlthrp for . Technique for data point .BCSt n'urnber. of . Best leaf size of a
constructing a Metric . . neighboring points in
parameter name weights calculating . search tree
search tree a neighborhood
Parameter value BallTree Euclidean Welght value is rec1procgl of 11 1
distance between the points
Table 4 — The results of paintings classification by artists by year of creation
Name Amedeo Vasiliy Diego Claude Rene Salvador Gustav Kazimir Mikhail
Modigliani | Kandinskiy Rivera Monet Magritte Dali Klimt Malevich Vrubel
Accuracy 82.55% 80.48% 80.02% 82.29% 81.62% 81.92% 81.80% 80.71% 82.18%
The practical significance of the results is reducing ACKNOWLEDGEMENTS

the time and cost of customs verification of the paintings
export legality.
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AHOTAULIA

AKTYyaJbHicTb. Po3risiiacTecst 3aBOaHHs aBTOMAaTHYHOT MIEPEBIPKH JETITUMHOCTI €KCIIOPTY TBOPIB KHUBOIIHCY.

MeTa. 3anipONOHOBAHO METO]] aBTOMAaTHYHOIO BU3HAYEHHS BiKy KapTUHHU 3 nU(poBoi (ororpadii 3a gornomororo kiacudikarii,
SIKy BUKOHYE IHTEJICKTyalbHa CHCTEMa IPUHHSATTS PilllCHb.

Mertoa. [TponoHyeThCsi BUKOPHCTOBYBATH aTpUOYT POKY CTBOPEHHS KapTHHHM SIK TOJIOBHHM KPUTEPiil s NPUHHSTTS pillieHHS
M 4Yac MHTHOI NEpeBIpKM JIETiTUMHOCTI EKCIIOpPTy. 3aMiCTh TpHBaloi Ta JOpOroi My3eWHOI EKCIIEPTH3U 3aCTOCOBYETHCS
¢dororpadyBaHHs TBOpIB >KHBONKUCY B YMOBaxX MHUTHHLI Ta o0poOka (oTo 3a momomoror Habopy aeckpumntopiB. o Habopy
JECKPUITOPIB MPOMOHYETHCS BKIIOYUTH JIOKAIBHI OiHAPHI MaTepHH, iX KOJipHY MoAM(IKaIlifo, TEKCTypHi 03HaKK Xapajika, mepiii
YOTHPH MOMEHTH, TeKCTypHi o3Haku Tamypu, SIFT neckpunrop. [ani, oTpuMaHi BHACHIIOK Hii JECKPHUNTOPIB, YTBOPIOIOTH
3HAYEHHS KiJIbKOX JECATKIB OKpeMHX aTpuOyTiB. BoHH (OpMYIOTh BEKTOpH JaHHX, SKi IMOTIM KOHKATEHYIOTHCS B y3araJbHEHHH
OIIUC BEKTOpa-00’€KTa. Y MPOCTOpPi O3HAK, CTBOPEHOMY TaKUM YHHOM, BUKOHY€ETHCSI aBTOMATHYHA KIIAacH(piKalis METOIOM 3BaXKEHUX
k-HatOmmKanx cycimiB. [IpormoHOBaHMIT anropuTM pO3paxoBye BiACTaHb MK 00’€KTaMH B 0araTOBHMIpHOMY IIPOCTOpI 3HAa4YeHb
aTpuOyTIB, 1 BITHOCHTH HOBI 00’ ekTH 10 chopmoBaHuX KiaciB. Kputepiem aiis CTBOpPEHHs KJIaciB € BiK KapTHHHM i3 icHyro4oi 6a3u
JaHux. Sk Mipy GJIM3BKOCTI 00’ €KTIB IPONOHYETHCS BUKOPUCTOBYBAaTH MeTprkH EBkiina Ta MinkoBcbkoro. Po3paxyHok BariB [uist
aNropuT™My Kiacudikarii 3anponoHoBaHO BUKOHYBaTH MeTooM Dimepa.

PesyabraTn. EdexTrBHICTH 3amporoHOBaHOro MeToAy Oynia MOCIHiKEeHa Mil Yac eKCIepHMEHTIB i3 6a30i0 300paxkeHb, 110
MICTHTh ()OTO KapTHUH CBITOBHX, €BPOINEHCHKHUX Ta YKpAlHCHKUX XYZO)KHHUKIB. 3HAWICHO MapaMeTpH KOHQIrypamii airoputmy, 1o
3a0e3Meuy0Th BUCOKY TOUHICTh KilacHpikarii.

BucnoBkn. IlpoBeneHi eKCIepHMEHTH IOKa3aaM €(QEKTHBHICTh BHOPAHUX JECKPUNTOPIB (OPMYBaHHS BEKTOPIB-OINUCIB
300pakeHb kapTuH. HaiiGinbury TounicTh 3a0e3medye MoeIHaHHs AECKPHUIITOPIB, SIKE BUSBISE CYTTEBI BIIMIHHOCTI Y CTPYKTYPHHUX
BJIACTUBOCTAX 300pakeHb. Takuil MiAXig OO ONHCY OO0’€KTIB y IOEAHAHHI i3 3alPONOHOBAHMM alrOPUTMOM Kiacudikamii Ta
o0paHUM TOJOBHUM KpHTepieM 3a0e3redye BUCOKY TOYHICTh OTPHUMAaHMX pilieHb. HampsMOK HOAQJIBIIMX JOCITIIPKEHb MOXKeE
BKJIFOYATH BHUKOPUCTAHHS 3rOPTKOBHX HEWPOHHHX MEpPEeXK Ul MiJBHIUCHHS TOYHOCTI Kiacuikamii 3a yMOBH CTATHYHOCTI 0a3u
JIaHUX.

KJIFOYOBI CJIOBA: iHTenekTyanbHa CHCTEMa NPUHHATTS pillleHb, aBTOMAaTHYHA Kiacuikamis, A-HaAHOMIKYMX CYCifiB,
JeCKPUITOPHU 300pakeHb, BEKTOP 03HAK, MHTHA €KCHEPTH3a, TBOPH JKHBOIIUCY .
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HaIMOHATBHOTO YHUBEPCUTETA PaJH0O3ICKTPOHIKH, XapbKoB, YKpanHa.

Mopo3 B. H. — n-p TexH. HayK, npodeccop, WICH-KOPPECTIOHAECHT AKaJeMHUH IPHUKIIaJHON IEKTPOHHUKH, podeccop Kademps
IIPOrpaMMHOTr0 00ecIedeHsI KOMITBIOTEPHBIX crcTeM HaloHansHOro TeXHHYECKOT0 YHUBEPCHTETa «J[HEeIpOBCKasl ITOJIMTEXHHUKAY,
Juenp, YkpauHa.

Cepruenxko A. C. — cryzneHtka Kadeapbl NPUKIAIHOM MaTeMaTHKH XapbKOBCKOIO HAIMOHAIBHOTO YHUBEPCUTETA
PanvolIEeKTPOHUKH, XapbKOB, YKpauHa.

AHHOTAIUA

AKTyajabHOCTb. PaccMaTpuBaeTcs 3a1a4a aBTOMAaTUIECKON IPOBEPKH JIETUTUMHOCTH SKCIIOPTA IIPOU3BEICHUM HKUBOIUCH.

Heasb. IlpemmoxkeH MeTOA aBTOMATHYECKOTO OIpEACNICHUS] BO3pacTa KapTHHBI IO HU(POBOH QoTorpaduu ¢ MOMONIBIO
KJ1acCH(UKALNH, KOTOPYIO BHIIONHSAECT HHTEIIEKTYJIbHASI CHCTEMA IIPUHSATHS PEIICHUH.

Merton. [Ipemmaraercst HCIOIB30BaTh aTPHOYT rojla CO3MAHMS KapTHHBI B KQUECTBE TTIABHOTO KPUTEPHS VISl IPHHATUS PEIICHUS
B XOJI¢ TaMOXXEHHOH IpOBEpKU JICTUTUMHOCTH O3KCIOpTa. BMecTo anuTeNbHOM M AOporocTosineil My3eHHOH SKCIepTH3bI
npuMenseTcs: (ororpadupoBaHne NPOM3BEICHHH >XHMBOIKCH B YCIOBHSAX TaMOXHH M 00padoTka (OoTO ¢ HOMOIIbI0 Habopa
JeCKpUNTOpoB. B Habop AeCKpUNTOPOB NpeaiaracTcs BKIIOYUTH JIOKAJIbHbIC OMHAPHBIC MATTEPHBI, UX LBETOBYI0 MOIH(DHKALHUIO,
TEKCTypHBIE NPU3HAKM Xapanuka, MEpBble YeThpe MOMEHTa, TeKCTypHble mnpu3Haku Tamypsl, SIFT npeckpunrop. JlaHHbIe,
MOTyYeHHBIE B pe3yNbTaTe AEHCTBHUSA IECKPHITOPOB, 00pa3ylOT 3HAYEHUS HECKOIBKHX MAECATKOB YAacTHBIX aTpuOyToB. OHH
(OpPMHUPYIOT BEKTOpPHI NAHHBIX, KOTOPHIE 3aT€M KOHKATCHHPYIOTCS B OOOOLICHHBIH BEKTOp-oIHcaHune oObekTa. B mpocTpaHcTBe
MIPU3HAKOB, CO3/JaHHOM TakWM 00pa3oM, BBIIOJHIETCS aBTOMAaTHUYECKas KIACCH(HUKAIMS METOAOM B3BEUICHHBIX K-ONMIDKanIImx
cocenell. IlpennmaraemMplii adrOpUTM pAacCUUTHIBAET PACCTOSHHE MEXIY OOBEKTAMH B MHOTOMEPHOM IIPOCTPAHCTBE 3HAUCHUH
aTpuOyTOB, U OTHOCUT HOBBIC OOBEKTH K yxKe C(OPMHPOBAHHBIM KilaccaM. Kpurepuem Juis co3maHMs KIAacCOB SIBISETCS BO3PACT
KapTHHBI U3 CyLIECTBYyoLIeH 0a3bl TaHHBIX. B KauecTBe Mepbl 01M30CTH 00BEKTOB MPEAIaraeTcsl UCI0Ib30BaTh METPUKK EBKIMIa u
MuHKOBCKOro0. PacueT BecoB Ayt aJIropuTMa KJIaCCU(GUKAIMY PEJUIOKEHO BBITOIHATH MeTooM Duinepa.

Pe3yabrarbl. D(GEKTUBHOCTh MPEATIOKEHHOIO MeToaa ObLia HCCleqoBaHa B XOJE IKCICPHUMEHTOB ¢ 06a30il M300pakeHuid,
cozeprkariell GoTo KapTHH MUPOBBIX, EBPONEHCKUX M YKPAUHCKUX XyJIOKHUKOB. HalizieHbl mapameTpbl KOHQHUIypaluu anropurma,
KOTOpBIE 00ECIIEINBAIOT BEICOKYIO TOYHOCTD KJIACCH(PHUKAIINL.
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BriBoasl. [IpoBeneHHbIC SKCIIEPUMEHTHI ITOKa3aaH 3()(PEeKTUBHOCTh BEIOPAHHBIX JIECKPHITOPOB Ul ()OPMHPOBAHUS BEKTOPOB-
omucaHuit m3o0paxkeHnii kapTuH. HamGonbirylo TOYHOCTH obecredrBaeT OObEAMHEHHE IECKPHIITOPOB, KOTOPOE OOHApy)KUBAaeT
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ABSTRACT

Context. Immobilized people face additional barriers in almost all areas of life, including simple operations like turning the light
on/off and controlling the air conditioner. The object of the study was to develop the brain-to-thin communication of affordable price
to control the smart home appliances by immobilized people from neck to toes.

Objective. The goal of the work is to manage smart home appliances via brain-to-thing communication with EEG non-invasive
electrodes, edge IoT devices, and MQTT protocol if the brain and eye control of the disabled work normally.

Method. A non-invasive Sichiray TGAM brainwave EEG sensor kit captures signals and then transmit them via Bluetooth to the
HC-05 module connected to the Arduino Mega microcontroller. Information about edge IoT devices is presented to the disabled on
the LCD 1602 display wired to the same Arduino Mega. The disabled person chooses the option shown on display via the double
blink that is detected if the quality of signal equals zero and low/mid gamma waves are less than ten in three consecutive Bluetooth
packets. Control commands are sent from Arduino Mega (MQTT publisher) to the edge IoT devices (MQTT subscribers) that ana-

lyze them and start a specific operation like opening a door and turning the alarm on/off.
Results. Five females and five males of different ages from 8 to 59 years old examined the control of smart home appliances with
the Sichiray TGAM brainwave sensor kit. Everyone successfully handled the Sichiray headset and showed satisfaction with the

brain-to-thing system.

Conclusions. In this work, a smart home concept for immobilized people was developed using the brain-to-thing approach and
the MQTT communication between the MQTT publisher, Sichiray TGAM brainwave EEG sensor kit connected via Bluetooth to the
Arduino Mega microcontroller, and edge [oT devices total priced at USD 150. The most likely prospect of the presented work is to

produce the sample that is ready to market.

KEYWORDS: brain-to-thing, immobilized people, EEG sensor, MQTT.

ABBREVIATIONS
AC is an air conditioner;
Al is artificial intelligence;
AMQP is an advanced message queuing protocol;
ASIC is an application specific integrated circuit;
BClI is a brain-computer interface;
BTC is a brain-to-thing communication;
CoAP is a constrained application protocol;
DDS is a data distribution service;
EEG is an electroencephalogram;
IIC is an inter-integrated circuit;
0T is an Internet of Things;
LCD is a liquid-crystal display;
MAC is media access control;
MDP is a Markov decision process;
MQTT is a message queueing telemetry transport;
TGAM is ThinkGear ASIC module;
WBCI is a wireless brain-computer interface;
XMPP is an extensible messaging and presence proto-
col.

NOMENCLATURE
v is a value of low gamma wave;
vum 1s a value of mid gamma wave;
max,;, is a maximum value of low gamma waves;
max,y is a maximum value of mid gamma waves;
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N is the number of IoT devices;
tis a current period of time.

INTRODUCTION

Disabled people without physical movement face ad-
ditional barriers in almost all areas of life, including sim-
ple operations like turning the light on/off and controlling
the AC. During the COVID-19 pandemic, they are dis-
proportionately affected [1, 2] since regular transportation
of medical and other support staff has got broken in some
areas. For instance, public transport is suspended, and
passengers may disembark from regional buses and trains
but may not board in red zones under the Ukrainian adap-
tive quarantine regime [3]. Because of that and other fac-
tors, people without physical movement spend some time
alone. The problem is getting more complicated for the
disabled who are physically immobilized from neck to
toes.

This paper presents a thought-managed smart home
system based on BTC [4, 5] for people physically immo-
bilized from neck to toes whose brain and eye control
work normally. A non-invasive WBCI Sichiray TGAM
brainwave EEG sensor kit is proposed to capture EEG
signals. The EEG signals are transmitted via Bluetooth to
the HC-05 module connected to the Arduino Mega board.
The information about edge IoT devices [4-19] is pre-
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sented to the disabled on the LCD 1602 display with an
IIC adapter wired to the same Arduino Mega microcon-
troller. The double blink is used to detect an event where
the disabled person chooses the option shown on display.
Control commands are sent from Arduino Mega (MQTT
publisher) to the edge IoT devices (MQTT subscribers)
that analyze them and start a specific operation like open-
ing a door and turning the light on/off. The operation’s
confirmation is shown on the LCD 1602 display. To sup-
port the personalized usage of the BTC system with an Al
touch, a combination of MDP [20] and Q-Learning (Q-L)
[21] is proposed to identify the personalized suggestion
flow directly. The BTC system has been examined by five
males and five females of different ages between 8 and 59
years. Everyone successfully handled the BCI headset and
showed satisfaction with the BTC system.

The object of study is the brain-to-thin communica-
tion that manages smart home appliances by immobilized
people.

Three types of BCls, active, reactive, and passive, de-
scribe possible communication pathways between the
human brain and external devices [14]. Over twenty com-
panies produce EEG devices that can derive the brain
signals in several non-overlapping frequency bands, e.g.,
Alpha, Beta, Delta, Gamma, and Theta. The Sichiray
TGAM brainwave EEG sensor kit with a separate Blue-
tooth board [15, 16] has an advantage over alternatives
because of its low price of USD 50.

The subject of study is the non-invasive Sichiray
TGAM brainwave EEG sensor kit that captures signals
transmitted via Bluetooth to the HC-05 module connected
to the Arduino Mega board. In this soft-/hardware com-
plex, the information about edge IoT devices is presented
to the disabled person on the LCD 1602 display wired to
the same Arduino Mega microcontroller.

Analysis of the concepts and soft-/hardware solutions
presented in [4—16] shows that none of them implement
WBCI to control smart home appliances using IoT data
protocol(s) along with budget EEG-based brain kit(s). The
perspective approach is the WBCI based on the low-cost
brainwave EEG sensor such as Sichiray TGAM and
lightweight publish/subscribe IoT data protocol such as
MQTT.

The purpose of the work is to develop the brain-to-
thin communication of affordable price to control the
smart home appliances by immobilized people.

1 PROBLEM STATEMENT

Over a billion people live with some form of disability
around the world [1] and this number is dramatically in-
creasing nowadays because of the COVID-19 and other
pandemics. Military conflicts and world economic stagna-
tion reduce the financial support of social activities, in-
cluding assistive devices and support staff for immobi-
lized people. None of the existing devices is of the price
at USD 150 which is the aim of this work.

2 REVIEW OF THE LITERATURE
Many papers released were related to the case when
the brain and eye control of immobilized people work
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normally and can be employed to manage the smart home.
The BCI with EEG non-invasive electrodes and a headset
installation is broadly applied to manage smart home ap-
pliances using IoT techniques [4-16]. It is also important
to personalize smart home interactions to help disabled
people improve their daily life routines through solutions
based on Al For instance, the menu options can be shown
in a different order in accord with previous selections, i.e.,
rates/ranks of the options, of the disabled. Here, a good
solution may be giving suggestions to save time while
interacting with the smart home environment.

Edge IoT devices exchange data via IoT protocols
such as MQTT, CoAP, XMPP, DDS, AMQP [17] using
WiFi, Bluetooth, and Ethernet networking technologies.
On a short distance of up to 10 m, most IoT hardware
employs Bluetooth classes 2 or 3 to be connected directly
[18]. WiFi and Ethernet connections are mainly applied
for longer distances. MQTT IoT software can be executed
on thin clients like Arduino Uno since it takes approxi-
mately 10 KB of random-access memory. MQTT brokers
reliably work with 100,000 publishers and 100 subscrib-
ers [19] that satisfies the smart and intelligent home net-
work requirements.

3 MATERIALS AND METHODS

In this research work, smart home appliances are wire-
lessly controlled via the NodeMCU ESP8266 ESP-12
modules [22] with 3.3 V relays [23] (5 V relays can be
used as well), MQTT subscribers, that receive control
commands through the MQTT IoT data protocol from
Arduino Mega microcontroller, the MQTT publisher.
Ethernet shield connects Arduino Mega to the smart home
network, as well as the MQTT broker is started on the
Lenovo G510 laptop with Windows 10 in this project.
LCD 1602 display presents information about edge IoT
devices (e.g., light, door, and AC), it is wired to the Ardu-
ino Mega board. Sichiray TGAM brainwave EEG sensor
kit captures EEG signals and then transmits them to the
HC-05 Bluetooth module [16] connected to the Arduino
Mega. C programs were developed in Arduino IDE for
Arduino Mega and NodeMCU ESP8266 ESP-12 boards.
The various parts involved in the design of the BTC sys-
tem for controlling smart home devices are shown in
Fig. 1.

During the EEG recording, the eye blinking can gen-
erate bioelectric signals with the amplitude ten times lar-
ger/smaller than some previous values [24]. Hence, dou-
ble blinking is used to select an option shown on the LCD
1602 display in this project. It is detected if the following
dependencies appear in three Bluetooth packets [16] in a
row:

1. Quality of signal equals 0.

2. Y [t]< maxy, , Ym [t] < maxy, , maxy, = 10,

maxy, = 10. Maximum values 10 for max,; and max,

are proposed for the experienced users in this project.
Gamma waves are applied to detect the double blink
event in this project since they are the only type of brain
waves that affect the entire brain [25, 26].
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Figure 1 — Block diagram of the brain-controlled smart home with Sichiray TGAM brainwave EEG sensor kit and MQTT IoT data
protocol

Then, three Bluetooth packets are skipped since two
above-stated dependencies may be repeated, and hence
the duplication of the double blink can be detected again
that is wrong.

Boards with static IP addresses are connected via the
router (two routers, TP-Link TL-WR940N and TL-
MR3020, were successfully tested). Additional MAC
filtering can optionally be applied to improve the security
of the BTC system.

Like a similar WBCI system [6], the proposed BTC
project employs a single dry EEG sensor to prevent the
inconvenience of wearing many EEG electrodes, making
the device completely wearable. The low power consump-
tion with 3 V and 5 V supplies and recharging ability adds
to its flexibility. Therefore, the proposed BTC is a com-
prehensive system in terms of functionality and design
which provides independence and ease of its use for dis-
abled people without physical movement.

For the long-term exploitation, the BTC system is
proposed to employ MDP and Q-L techniques to run rein-
forcement learning for detecting optimum rewards of ac-
tions so it will personalize the order of menu options in
future use cases.

4 EXPERIMENTS

The outcomes of the proposed BTC system for con-
trolling a smart home for immobilized people are
achieved using two parts, headset and edge wireless loT
devices.

In the headset part, the information on IoT devices is
displayed and brain signals are sent to the HC-05 Blue-
tooth module connected to the Arduino Mega (MQTT
publisher).

Sichiray TGAM brainwave EEG sensor kit and an ex-
ample of its installation on the head are shown in Fig. 2. It
safely measures and transfers signals such as human at-
tention and meditation, Alpha, Beta, Delta, Gamma, and
Theta waves via the Bluetooth slave module. The kit con-
sists of an EEG electrode, two ear clips with ground elec-
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trodes, TGAM and Bluetooth modules, and a 2xAAA
battery holder with a switch. An additional bandage is
needed to rest the EEG electrode on the forehead above
the eyes. The baud rate of 57600 bits/sec is used in this
project [16].

The receiving part consists of the Arduino Mega board
wired with the HC-05 Bluetooth master module (see
Fig. 3), where HC-05 TXD and RXD pins are wired with
Arduino Mega RX(D0) and TX(D1) pins, respectively.
These pins must be disconnected during the Arduino
sketch uploading into the Arduino Mega board. In this
project, the logic level converter [16] is not used.

Arduino Brain Library is the most known way to parse
data from Neurosky-based EEG headsets [27] nowadays.
The standard test, the Arduino sketch BrainSerialTest.ino,
shows only errors in the data received by the HC-05 mod-
ule [16]; hence, the solution is the analysis of the Blue-
tooth packets sent by the Sichiray Bluetooth module.

Information about IoT devices is presented to the dis-
abled on the LCD 1602 display with an IIC adapter wired
via the SDA and SCL pins to the Arduino Mega micro-
controller (D20 and D21 pins, respectively). In this pro-
ject, LCD 1602 module shows the IoT device’s name and
state in the first line and the brain signals in the second
one, a maximum of 16 characters in a line. The disabled
person must double blink to choose a specific option. Op-
tions are changed every 10 sec. Examples are as follows:

—“Alarm”: the option “Alarm” is shown to the dis-
abled person;

—“Alarm ON”: the option “Alarm ON” is shown to
the disabled person;

— “Alarm OFF”: the option “Alarm OFF” is shown to
the disabled person;

— “Alarm ON +++++++": this text is the confirmation
of the option “Alarm ON” selected by the disabled per-
son;

—“Alarm OFF ”: this text is the confirmation of
the option “Alarm OFF” selected by the disabled person.
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Figure 3 — Arduino Mega microcontroller with HC-05 Bluetooth module, LCD 1602 display, and Ethernet shield

The quality of signal and ten brain signals sent by the
Sichiray TGAM brainwave EEG sensor kit are as follows:
attention, meditation, delta wave, theta wave, low alpha
wave, high alpha wave, low beta wave, high beta wave,
low gamma wave, mid gamma wave. However, quality of
the signal, attention, meditation, low gamma wave, and
mid gamma wave are only shown in the second line of the
LCD 1602 display since the first parameter is a selector
that excludes Bluetooth packets with poor quality of sig-
nal, second and third parameters are the integrative ones
because they are calculated using different brain waves,
last two parameters are used to detect the double blink
event in this project.

To manage the edge IoT devices via the MQTT IoT
data protocol, the following control commands are ap-
plied:
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— Alarm (static IP address 192.168.0.105): ON (con-
trol command “101”), OFF (control command “102”);

— Light (static IP address 192.168.0.106): ON (control
command “201”), OFF (control command ”202”);

— AC (static IP address 192.168.0.102): ON (control
command “301”), OFF (control command “302”);

— TV (television; static IP address 192.168.0.103): ON
(control command “401”), OFF (control command
“402”);

—Door (static IP address 192.168.0.104): Open (con-
trol command “501”"), Close (control command “502”).

In this project, the MQTT broker and the MQTT pub-
lisher are assigned static IP addresses 192.168.0.100 and
192.168.0.101, respectively.

A flow chart of the flow of events in the BTC smart
home for disabled people without physical movement is
shown in Fig. 4.
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Figure 4 — A flow chart of event detection and control in the BTC smart home for disabled people without physical movement
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The Arduino sketch is based on the code [16] but the
parts related to the Ethernet connection, MQTT IoT data
protocol, LCD 1602 display, and detection of the double
blink event were added.

In the part on the edge wireless IoT devices, the
NodeMCU ESP8266 ESP-12 boards (MQTT subscribers)
with relays implement control commands such as turning
the light on/off and controlling the air conditioner.

Edge wireless IoT devices, MQTT subscribers, are
controlled via the relays wired to the NodeMCU ESP8266
ESP-12 boards (see Fig. 5). Arduino sketch includes two
libraries, ESP8266WiFi.h and PubSubClient.h, to pro-
gram NodeMCU ESP8266 ESP-12 board and receive
control commands via the MQTT IoT data protocol, re-
spectively. Arduino relays [23] are controlled via the gen-
eral-purpose input/output pin 16 (DO0); they can work with
the 10A-250V electrical equipment that satisfies require-
ments to the [oT devices in a smart home.

Eclipse Mosquitto version 1.4.11 [28] was installed on
the Lenovo G510 laptop with Windows 10 in this project.
This open-source software includes the MQTT broker
mosquitto.exe, the MQTT publisher mosquitto_pub.exe,
and the MQTT subscriber mosquitto_sub.exe. The admin-
istrator of the system can receive the control commands
assigned to a specific topic, “/Blink” in this project (see
Fig. 6; “—q” specifies the quality of service to use for the
message from 0 to 2). In this project, quality of service
level 1 is applied to deliver a message at least once to the
receiver. The sender stores the message until it gets an
acknowledgment packet from the receiver. MQTT pass-
words can be applied to the system improving its security
if necessary.

Table | illustrates how the MQTT client pub-
lishes/subscribes messages under the topic “/Blink” and
controls the relay connected to the AC with control com-
mands “301” and “302”. In Arduino IDE, NodeMCU 0.9
(ESP-12 Module) was selected to program the NodeMCU
ESP8266 ESP-12 board. The cost of the custom hardware
is about USD 150 for the following components: Sichiray
TGAM brainwave EEG sensor kit, Arduino Mega,
Ethernet shield, HC-05 Bluetooth module, LCD 1602
display, five relays, and NodeMCU ESP8266 ESP-12
boards.

5 RESULTS

Ten people of different ages and gender took part in
the experiment on the control of smart home appliances
with the Sichiray TGAM brainwave EEG sensor kit (their
preferred values max,;. and max,y are shown in parenthe-
ses): five female users of 8 (30, 70), 28 (30, 70), 43
(30, 70), 46 (10, 10), and 57 (20, 20) years old; five male
users of 10 (30, 70), 37 (20, 20), 42 (20, 20), 47 (20, 20),
and 59 (20, 20) years old. The male software developer
has preferred values (10, 10). Everyone successfully han-
dled the Sichiray TGAM brainwave EEG sensor kit and
showed satisfaction with the BTC system.

6 DISCUSSION
New users noted that it is easy to control smart home
appliances if low and mid gamma waves are greater than
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10. However, false detections of the double blink event
appear in this case. The solution is to adjust max,; and
maxyy in accordance with the distinctive features of the
user(s). For some new users, frequent eye blinking is a
way to replace the simple double blink.

Preparation for the experiment includes the acquaint-
ance with the mobile application “Brainwave Visualizer”
[29] (see Fig. 7) that changes the on-screen shapes morph
and color depending on the state of mind. Also, two pa-
rameters, attention and meditation, are shown on the
smartphone screen.

Three timeslots are taken into consideration in the sta-
tistical analysis:

1. Timeslot that is needed to teach new users how to
use the Sichiray TGAM brainwave EEG sensor kit and
the mobile application “Brainwave Visualizer” (about five
minutes).

2. Timeslot that is needed to present the BTC system
for the disabled people without physical movement by the
developer/instructor (about ten minutes).

3. Timeslot that is needed to study how to use the
BTC system for the disabled people without physical
movement by the new users (about five minutes).

New users admitted that sometimes it is much more
convenient to select a specific option using the frequent
eye blinking and slow eye blinking is working properly to
avoid the double blinking event, as well as the explana-
tion of the control commands helps to understand the
BTC system. Also, they recommended replacing the small
LCD 1602 display with the larger one.

The main objective of performing statistical analysis
was to study that everyone could use this system and de-
termine the stability and friendliness of the system. All
participants admitted the stability and ease of using the
proposed BTC system.

CONCLUSIONS

The urgent problem of the smart home affordable im-
plementation for immobilized people was solved using
the BTC EEG-based approach and the MQTT communi-
cation between the MQTT publisher, Sichiray TGAM
brainwave EEG sensor kit connected via Bluetooth to the
Arduino Mega microcontroller with Ethernet shield, and
the MQTT subscribers, edge wireless IoT devices. The
low-cost and reliable soft-/hardware priced at USD 150
assists people physically immobilized from neck to toes
whose brain and eye control work normally.

The scientific novelty of obtained results that the
method of the smart home management using low/mid
gamma waves delivered from the Sichiray TGAM brain-
wave EEG sensor is firstly proposed. The double blink
event is detected by the Sichiray TGAM brainwave EEG
sensor if the quality of signal equals 0 and low/mid
gamma waves less than 10 (this value is recommended for
the experienced users; other values might be applied for
new users) in three consecutive Bluetooth packets. This
allows to implement the BTC smart home concept and
reduces the workload on support staff.
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Figure 6 — Screenshot of the command-line interface window with the MQTT subscriber mosquitto_sub.exe: Control commands
under the topic “/Blink” and the quality of service level 1

Table 1 — NodeMCU ESP8266 ESP-12 programming and its description: Publishing/subscribing MQTT messages under the topic
“/Blink” and controlling the relay connected to the AC with control commands “301” and “302”

Microcontroller programming Description
#include <ESP8266WiFi.h> Include libraries to program NodeMCU ESP8266 board and work with
#include <PubSubClient.h> MQTT IoT data protocol
String str; Declare variable str of String type
byte server[] = { 192, 168, 0, 100 }; Declare array server with the IP address of the MQTT broker
void callback(char* topic, byte* payload, unsigned int length)  Function callback analyzes the Bluetooth payload and switches
{ str = String((char*)payload); ON/OFF the relay

if (str.indexOf("301") == 0) digitalWrite (16, HIGH);
else if (str.indexOf("302") == 0) digitalWrite (16, LOW);

)
WiFiClient wifiClient; Declare WiFi and MQTT clients
PubSubClient client(server, 1883, callback, wifiClient);
const char* ssid = "SSID"; Declare constants for SSID and password
const char* password = "Password";
int Relay = 16; Define the relay pin at DO
void setup() {
WiFi.begin(ssid, password); Connect NodeMCU ESP8266 ESP-12 board to the WiFi network
while (WiFi.status() = WL_CONNECTED)
delay(500);
if (client.connect("arduinoAC")) If MQTT client connected, subscribe messages under MQTT topic
client.subscribe("/Blink"); "/Blink"
pinMode(Relay, OUTPUT); Set pin DO as output
void loop() { client.loop(); } Check for new MQTT messages, topic "/Blink"

ATTENTION MEDITATION

Figure 7 — Screenshot of the mobile application “Brainwave Visualizer” on the Samsung Galaxy SM-M315F/DSN smartphone, An-
droid 11 OS
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The practical significance of obtained results is that
the immobilized people can manage the smart home ap-
pliances via the double blink event to select an option
shown on the LCD 1602 display with an IIC adapter us-
ing the low and mid gamma brain waves. This is achieved
in two phases:

1. Headset part: Displaying information about edge IoT
devices on LCD 1602 module and sending brain signals
from the Sichiray TGAM brainwave EEG sensor kit to HC-
05 Bluetooth board wired to the Arduino Mega with Ethernet
shield (MQTT publisher).

2. Edge wireless [oT devices: NodeMCU ESP8266 ESP-
12 boards with relays (MQTT subscribers).

The Arduino Mega microcontroller analyzes Blue-
tooth packets received from the Sichiray TGAM brain-
wave EEG sensor kit, and then sends control commands
to the edge IoT devices via MQTT messages.

Ten people of different ages and gender took part in
the experiment on the control of smart home appliances
with the Sichiray TGAM brainwave EEG sensor kit: five
female users of 8, 28, 43, 46, and 57 years old; five male
users of 10, 37, 42, 47, and 59 years old. Everyone suc-
cessfully handled the EEG headset and showed satisfac-
tion with the BTC system.

Prospects for further research are as follows: devel-
opment of the production sample of the BTC smart home
for immobilized people that is ready to market; users of
the BTC system recommended replacing the small LCD
1602 display with the larger one.
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MPOTOTHUII PO3YMHOI'O BYJIUHKY JJIA HAPAJII3OBAHUX JIFOJEN:
B3AEMOISA MO3OK-PI1 HA OCHOBI EEG/MQTT

3y6oB JI. A. — 1-p TeXH. HayK, JAOLUEHT Kadeapu koM OTepHUX Hayk YHiBepcutery Llentpansroi As3ii, bimkek, Kupruspka Pe-
cryOuika.

Kypewi M. III. — 1-p TexH. HayK, AOIEHT Kadenpu KOMIT I0TepHUX HayK YHiBepcutery LlenTpanbnoi A3ii, bimkek, Kupruspka
Pecny6umika.

Ko3e Y. — 1-p TexH. HayK, IOLEHT Kadeapu KoMl IoTepHoi imxkeHepii YHiBepcurety imeni Cynefimana [Jlemipens, Icnmapra, Ty-
peupka Pecrry6umika.

Kymin A. I. — n-p TexH. Hayk, npodecop, 3aBigyBay kadeIpu KOMIT IOTEpHUX CHCTEM i Mepexk KpHBOpI3bKOro HalioHAJILHOTO
yHiBepcutery, Kpuswnii Pir, Ykpaina.

AHOTANIA

AkTyanabHicTb. [lapanizoBasi J001 MalOTh JOAATKOBI MEPEIIKOAN B 0araTbox cdepax >KUTTS, BKIIOYAIOYH TaKi MPOCTi Hii K
BMUKaHHS/BUMHUKAHHS OCBITJICHHS Ta KEPyBaHHS MOBITPIHUM KOHIOHILIOHEPOM. MeTa poOoTH — po3poOka B3aeMozii MO30OK-pid B
HU3BKIH IIHOBII KaTeropii It KOHTPOJIO MiJCUCTEM PO3YMHOTO OYANHKY JIFOJIBMH, SIKi TTapali3oBaHi HIKYE IIHI.

Meton. HeinBasusuuii npunazn Sichiray TGAM BuMipIoe akTHBHICTh MO3KY JIFOJIEH 32 JOIIOMOTOIO IaTYHKa eJEKTpoeHIehano-
rpamu i notim nepenae indopmarniro depes Bluetooth Ha moxyns HC-05, skuii migkimrodeHuid 1o MikpokoHTposiepa Arduino Mega.
Tudopmartis o0 npuCTpoiB po3yMHOro OyIMHKY MOKA3y€eThCs apaji3oBaHiil qoauHi Ha ekpani Mmoxyist LCD 1602, sxuit migkio-
yeHuit 10 Toro x Arduino Mega. [TapanizoBana nroinHa BUOMPAE OIIIIO 32 JOMIOMOTO0 MOBIHHOTO MOPTaHHs, IO BiI0OPaXKYETHCS
B HyJIbOBOMY 3HA4€HHI SKOCTI CHTHAJIy Ta BEJMYMHAX HIDKHIX 1 CepeHiX raMma XBWJIb MEHIIE HDK JECATh B TPHOX IOCIiIOBHHUX
Bluetooth makerax. Komanau kepyBanus nancuiaioTbes Bix Arduino Mega (MQTT-Bunagens) no npuctpoiB (MQTT-mianucHukm)
PO3yMHOTO OYyAWHKY, SIKi aHAJi3yIOTh iX 1 BUKOHYIOTh MEBHY OIEpPALil0, HANPHKIAA BIAKPUTTS IBEpe Ta BMHKAHHS/BUMUKAHHS
CHUTHANI3aIii.

Pe3yanTart. [1’1Th 90NIOBIKIB 1 IT’SITH JKIHOK BiKOM BiJ 8 10 59 pOKiB TecTyBaIl KOMIUICKC KEPyBaHHS IiJICHCTEMaMH PO3YMHOTO
OynunKy Ha 0a3i npuraxy Sichiray TGAM. Pe3ynbraTn nokasaiay yCHIITHE OCBOEHHS i 3aIliKaBICHICTh y BHKOPHCTAHHI CHCTEMH
MO30K-Pid.

BucnHoBkn. Y naniii po00Ti IpeIcTaBicHa KOHICIIIS PO3YMHOTO OYAMHKY IS MTapajii30BaHMX JO/ICH Ha 0a3i MPUHIIUITY MO30K-
pia i MQTT B3aemonii mixk MQTT-Bunasuem (mpunan Sichiray TGAM 3 natunkom enekrpoeHiedanorpamu, sikuid uepe3 Bluetooth
HigKITI0YeHi 10 MikpokoHTponepa Arduino Mega) i IpHCTPOsSMH PO3YMHOT0O OYAMHKY 3arajibHoo IiHo0 611r3pko USD 150. Tlepc-
MEKTHBOIO MOAAIBLIOTO PO3BUTKY € BUPOOHUIITBO NPUCTPOIB TOTOBUX IO MACOBOTO BUKOPHUCTAHHS.

KJIFOYOBI CJIOBA: M030K-piu, apaiizoBaHi JIIOIH, JaTIUK enekTpoeHnedarorpamu, MQTT.
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MPOTOTHUII YMHOT' O JIOMA JIJISA TAPAJIM3OBAHHBIX JIIOEM:
B3AUMOJENCTBHUE MO3I-BEIIb HA OCHOBE EEG/MQTT

3y6oB [I. A. — 1-p TexH. HayK, AOICHT Kadeapsl KOMIIBIOTEPHBIX HayK Y HUBepcuteTa LlenTpansHoit A3un, bunkex, Kuprusckas
Pecrybmnmka.

Kypemm M. III. — 1-p TexH. HayK, JOIEHT Kadeapsl KOMIBIOTEPHEIX Hayk YHuBepcutera Llentpansnoit Asmm, brumkek, Kup-
rusckas PecrryGmnmka.

Ko3ze Y. — 1-p TexH. HayK, HOLEHT Kadeapsl KOMIBIOTEPHOH HHXKeHeprH YHuBepcutera nMmenu Cyneiimana lemupens, Ucnap-
ta, Typenxkas Pecry0imka.

Kymun A. U. — 1-p TexH. Hayk, npodeccop, 3aBenyromuil kadeapoir KOMIBIOTEPHBIX CUCTEM U ceTeld KpuBopoxcKkoro Hamuo-
HaJIBHOTO yHUBepcuTeTa, Kpuoii Por, Ykpaunna.

AHHOTAIUA

AxTyansHOCTb. [lapani3oBaHHbIe JIIOM BCTPEUAIOT JOIOIHATEIBHBIE TIPEMSTCTBAS BO MHOTUX C(epax >KH3HU BKIIIOYAs TAKUE
IIPOCTHIE AEHCTBHS KaK BKIIOYECHHE/BBIKIIOUEHHE OCBEICHUS U YIPAaBIEHHE BO3IYNIHBIM KOHIAMIIMOHEpOM. Llens paboTsl — paspa-
00TKa B3aMOJICHCTBUSI MO3T-BElllb B HU3KOH LIEHOBOM KAaTErOPUH ISl KOHTPOJISI OACKCTEM YMHOTO JIOMa JIFOJIbMHU, KOTOpBIE Tapa-
JIM30BaHbI HUXKE ILCH.

Merton. Hennazusueiii npu6op Sichiray TGAM u3mMepsieT akTHBHOCTh MO3Ta JIFOJeH MPH MOMOIIHU JaTYHKa dICKTPOIHLedaIo-
rpaMmbl U 3ateM nepepaet nHdopmarmio mo Bluetooth Ha momayns HC-05, koTopslil moakimodeH K MHKPOKOHTposwiepy Arduino
Mega. Muapopmanust 00 ycTpoHCTBax YMHOTO JI0Ma MOKa3bIBAETCS MapajJiM30BaHHOMY YEIOBEeKY Ha skpane monyist LCD 1602, nox-
COeIMHEHHOMY K ToMy ke Arduino Mega. [lapann3oBaHHBI 4eNOBEK BBHIOMPACT IMOKA3bIBAEMYIO OIIUIO IPH MOMOIIK JBOHHOTO
MOPTaHUsI, 4TO OTPaKaeTcs B HyJIEBOM 3HaYEHHH KauecTBa CHT'HAJIA M BEIMYMHAX HIDKHHUX U CPEIHUX TaMMa BOJIH MEHBIIE JECSATH B
Tpex mocienoBareabHEIX Bluetooth makerax. Ynpasmsronme komanasl nocsutatrorcst ot Arduino Mega (MQTT-n3natens) k ycTpoii-
crBam (MQTT-noanucynky) yMHOTo JIoMa, KOTOPbIE aHAIN3UPYIOT UX U BBIIOJIHSIOT OIPEEICHHYIO OIIepalHIo, HallpUMep OTKPHI-
THE IBEPH U BKIIFOYCHHUE/BBIKITIOUEHHE CUTHAIM3ALNY.

Pe3yabTathl. [19Th yenoBek My>KCKOTO M ISITh )KEHCKOTO TOJIOB BO3PACTOM OT 8 10 59 JeT TecTUpOBalli KOMIUIEKC YIPaBICHHs
HOZICHCTEMaMy YMHOTO foMa Ha 6a3e npubopa Sichiray TGAM. Pe3ynbTaTsl oka3anu yClemHoe OCBOCHHE U 3aHHTEPECOBAHHOCTh
B MICIIOJIb30BaHUHU CHCTEMBI MO3T-BEIIlb.

BeiBoabl. B nmanHoil paboTte mpeacTaBieHa KOHIENIMS yMHOTO JoMa Ul HMapajln30BaHHBIX JIIOJeH Ha 0a3e NMPUHIOMIA MO3T-
Bems 1 MQTT B3anmoneticteust Mexy MQTT-n3natenem (mpudop Sichiray TGAM ¢ matankoM 3ieKTposHIedanorpaMmel, KOTO-
psiit gepe3 Bluetooth moxcoenunsiercst k MukpokoHTposniepy Arduino Mega) u ycTpoiicTBaMH YMHOTO JoMa OOIIel IIEHOH OKOJIo
USD 150. IlepcriekTuBOM JaJlbHEHIIErO pa3BUTHS SABIIAETCS IPOU3BOICTBO U3/EJIUs TOTOBOTO K MACCOBOMY HCIIOIb30BaHHUIO.

KJIIOYEBBIE CJIOBA: mMo3r-Benip, napaar30BaHHbIC JIIOAHU, aTYUK dJIeKTpodHnedarorpammer, MQTT.
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ABSTRACT

Context. Informational systems are very common and use databases to store information that users need. Many different data
models can be used but the relational model is still relevant. The last decade show tendency of using distributed databases while
working with relational data model and this approach requires a specially designed module to synchronize data of all separate data-
bases. Considering optimizing the database structure, researchers didn’t pay much attention to the potential of users’ SQL-queries
history. The optimal structure of all the distributed nodes could reduce the necessity of synchronization while the data access speed
and its actuality would remain stable. The object of the research is the process of optimizing the structure of the distributed database
of corporate information systems, which are based on the relational database’s model.

Objective. The research aims at improving the accuracy of the data representation marker’s value on the distributed corporate in-
formation system’s (DCIS) node, obtained using the analytic hierarchy process by applying the fuzzy logic elements while process-
ing the alternatives’ global priority vector.

Method. The research’s authors in the set of their previous works emphasize the potential of using the collected history of users’
SQL queries. Firstly presented technology of users’ queries parsing. Then, the idea of using the multidimensional database for ana-
lyzing users’ queries by slices of workstation type, application, user, and his/her position was considered. Finally, the authors gave
the full-scaled mathematical model for formalizing database and query models, and criteria of database structure’s optimality.

The current research continues the given sequence and tries to increase the efficiency of the decision support system, by introduc-
ing elements of fuzzy logic to the analytic hierarchy process algorithm. The approach’s main idea is in presenting the global priorities
vector in the form of a series of fuzzy sets of one variable with subsequent transformation to the exact value. This approach made it
possible to maintain the accuracy of the obtained result while decreasing the number of solution alternatives.

For new tuples added to the database’s tables after all calculations had been performed, the classification problem was formal-
ized. After obtaining the probability of a tuple belonging to the class “needed” and performing the normalization of the value, it is
taken as the level of the representation marker. Accordingly, the data is loaded onto the node if this value is greater than the optimal
level of the representation marker for the DCIS node.

Results. After calculating and obtaining the alternatives global priorities’ vector in order to improve the accuracy of the obtained
result, the apparatus of fuzzy sets was used. The obtained vector of global priorities was presented as a vector of fuzzy digits for the
data representation marker with subsequent transformation to the exact value. This approach made it possible to maintain the accu-
racy of the obtained result while decreasing the number of solution alternatives.

Conclusions. While working on the research, the concept of a data representation marker on the DCIS node for the elements of
the SQL query model was introduced. An aggregation function has been developed that allows determining the level of need for
attributes and tuples in the database’s relation for the DCIS node based on the statistics of SQL queries. A model of the dependence
of the database structure’s optimality criteria on the value of the data representation marker is built. Received further development
method of analytic hierarchy process. The initialization of the alternatives’ pairwise comparisons matrix can be performed automati-
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cally according to the obtained mathematical models. Representation of the obtained result in the form of the vector of fuzzy num-
bers with the reduction to the exact value allows increasing the accuracy of the obtained results.

KEYWORDS: corporate information system, database management system, distributed database, SQL-query, data replication,
multicriteria problem, analytic hierarchy process, fuzzy logic, classification problem, naive Bayes algorithm.

ABBREVIATIONS
CIS is a corporate information system;
DB is a database;
DBMS is a database management system;
DCIS is a distributed corporate information system;
ORM is an object-relational mapping;
SQL is a structured query language.

NOMENCLATURE

R is a database relation or database table;

R[P] is a database relation’s or database table’s pro-
jection;

R[S] is a table selection;

tup is a tuple of the relation R;

R" is a result of sequential execution of selection and
projection operations to the base relation (table);

F(tup, S) is a conditional boolean function on the tuple
of the relation;

R ion1s a subset of the relation R that is defined as

the union of R" subsets from the DCIS remote node;

P,.ion 1s @ union of the relation’s R attributes from the
set of projections R[P];

S.nion 1S @ union of the relation’s R selection conditions
from the set of selections R[S];

Roma 18 a set of relations’ attributes;

Rimary 15 @ subset of relations’ attributes that uniquely
identify cortege;

F,(Node, A) is an evaluation function that determines
whether the A attribute is needed on the remote node
Node;

R remote
schema

is a subset of the R, part of relations’ at-
tributes which are presented on the remote node;

Fup(Node, tup) is an evaluation function that deter-
mines whether the fup tuple is needed on the remote node
Node;

remote—dep
Rdata

linked from other relations’ foreign keys;

Q is a set of dimensions of a user’s query;

inner
set

query Q;
s”hema
Mrk is a data representation marker that reflects the
level of data representation necessity at the DCIS node;

node
koef repr

is a set of the relation tuples which are

is a set of inner SQL-queries of outer SQL-

is a resulting relations’ set;

is a data representation’s threshold coeffi-

cient, defined on the range [-1, 1];

Repr(Node,R, A,tup) is a conditional boolean function
that determines the necessity of the data slice <R, A4, tup>
on the remote node Node;

Faiap 1S an estimation function that determines the
value of the data availability criterion (independence from
the central database node);
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F.. 1s a value relative value of remote node’s data-
base size that is the database size criterion;

Fyuenro 18 @ need for data synchronization criterion;

WE°Pl s an alternatives’ global priority vector;

ngl"bal is a global priority vector in case of five al-

ternatives;
u is a belonging function;
a, 1s a center of mass.

INTRODUCTION

Nowadays informational systems are everywhere
around us, and their users to even notice to use them. This
list of examples can be very long, from reading news on
the internet, e-commerce, remote education to e-banking,
accounting systems, decision support, and so on. All these
systems use databases to store information that users
need, process it, and present it in appropriate form. His-
torically several data models are used to present informa-
tional system data among which can be mentioned hierar-
chical, network, relational, object, and document models.
Two of them (relational and document) for the set of rea-
sons are particularly popular [1].

Some works positioned relational model as an old and
irrational way of storing data while document model is
shown to be easily scaled and more productive and suffi-
cient [2]. However, deeper considering which of these
two is the most appropriate to use makes it clear that there
is no precise answer. It depends on many conditions. For
example, among them can be given the necessity of trans-
actional data processing and extracting objects from the
database not only by their unique identifier values [3].

Meanwhile, most of the accounting systems were his-
torically built on relational database management systems
this fact makes that model particularly useful. The possi-
bility of using object-relational mapping (ORM) tech-
nologies [4] also makes the convenience of the relational
model almost equal to documental while working with
object-oriented methodology.

All this highlighted that the relational model is still
relevant but according to the facts of rising the storage
capacities, increasing data access speed, using of the
ORM technologies, and so on, normalization now is not
the primary trend and data duplication can be justified. In
this context, the question of database structure optimizing
can be viewed from a different angle.

The object of study is the process of optimizing the
database structure of the distributed corporate information
systems based on the relational data model

The key factor influencing the reliability and availabil-
ity of the database is the localization of links. The high
degree of localization of links can be made by the presen-
tation on the node of the data that is needed exclusively
by the current node’s users. Database relations are pre-
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sented at the DCIS node after applying the projection and
selection operations. That is, for optimal presentation of
data it is necessary to use elements of vertical and hori-
zontal data fragmentation.

The subject of study is the analytic hierarchy process
for choosing the best alternative of the DCIS node’s struc-
ture based on the created model of SQL-queries to the
relational database

The method allows picking the most optimal decision
from the set of alternatives. Increasing the number of al-
ternatives can improve the accuracy of the obtained nu-
meric solution but leads to rising the size of the matrices
of pairwise comparison. It was suggested using elements
of fuzzy logic while working with the obtained vector of
alternatives’ global priority.

The purpose of the work is to improve the accuracy
of the data representation marker’s value on the distrib-
uted corporate information system’s (DCIS) node, ob-
tained using the analytic hierarchy process by applying
the fuzzy logic elements while processing the alterna-
tives’ global priority vector.

1 PROBLEM STATEMENT

The last decade shows the tendency of using distrib-
uted databases while working with the relational data
model. And there are several reasons for this. There are
several arias of accounting within one company [5]. For
example, it can be a warehouse, human resource, access
control, and other types of accounting. The attempt of
combining them in one “universal” information system
(corporate information systems, CIS) provides a single
accounting environment and gives access to all company
data for future analysis and decision-making. Neverthe-
less, presenting all data in one database is connected with
the set of potential problems [6], among which productiv-
ity, reliability, and safety should be mentioned first.

To solve part of them, the special accounting systems
can be separated and each of them will use its own data-
base. This technic is also known in modern application
development as the use of the microservices approach in
high-load projects [7]. It is clearly understandable that
this approach requires a specially designed module to
synchronize data of all separate databases.

Company structure also can be geographically distrib-
uted and some parts of data have to be presented locally
so that data consumers won’t rely on the availability of
the remote database server. According to this, the set of
company databases D = {Dy, D,, ... D,}, or its subset
D C D, or maybe some subset of tables R, C Ry =
{R1, Ry, ... R,} should be placed on the local database
server and periodically synchronized with the central da-
tabase version.

Considering optimizing the database structure [8—11],
researchers didn’t pay much attention to the potential of
users’ SQL-queries history. In works [9-11] took into
account increasing productivity by using the materialized
views, database restructuring, and denormalization. But
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the problem wasn’t considered in the context of the single
distributed CIS node.

According to the given above, the tendency of using
the distributed databases is justified and the need for their
parts to be synchronized is clear. And the optimal struc-
ture of all the distributed nodes could reduce the necessity
of synchronization while the data access speed and its
actuality would remain stable. Therefore, the task of op-
timizing the remote node’s database structure is quite
relevant.

While defining the objective function, three optimality
criteria can be defined. These are independence from the
central database node F,,i.p,l0cal database size Fl;,., and
the need for data synchronization Fy,.,. So the objective
function has three input variables Fpecive(Favaitabs Fiizes
Fynenro)- Taking into account the goal of minimizing the
Fyie and Fiye, criteria, and maximizing the Fqia, Ob-
jective function hypothetically can be defined as

Fobjective _ F, availab * Wavailab s max . But
F. xW.  +F xW.
size size synchro synchro

the definition of the weight coefficients could be a very
difficult task for the decision-maker, so the analytic hier-
archy process is considered rational.

2 REVIEW OF THE LITERATURE

The research’s authors in the set of their previous
works emphasize on potential of using the collected his-
tory of users’ SQL-queries [12—15]. The queries should
previously be parsed to extract the sets of entities (table),
attributes (columns), and tuples (rows). Then, this data
can be used to determine the level of necessity for this
data to be presented on the node of the distributed data-
base. And finally after the optimal level of data represen-
tation on the distributed database node will be found the
optimal structure of its database can be built.

In work [12] authors firstly presented technology of
users’ queries parsing. Then, in [13] the idea of using
multidimensional database for analysis users’ queries by
slices of workstation type, application, user and his/her
position was considered. Finally, in [14] authors gave the
full scaled mathematical model for formalizing database
and query models, and criteria of database structure’s
optimality. It was presented the “data representation
marker” term, which determined the level of their need at
the node of the distributed corporate information system
(DCIS). The multicreterial decision support system that
was also presented in [15], searches the optimal value of
data representation marker based on the following crite-
ria: independence from the central node of the database,
the size of the local database and the level of needed data
synchronization.

The current research continues the given sequence and
tries to increase the efficiency of decision support system,
given in [14], by introduction to the analytic hierarchy
process algorithm (that was used previously) elements of
fuzzy logic. The approach’s main idea is in presenting the
global priorities vector in the form of series of fuzzy sets
of one variable. The following representation this set in
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the form of exact value (defasification) will increase the
accuracy of the obtained solution without the necessity of
dividing the range of solution’s valid values to more
number of intervals. Also, in order to reduce the necessity
of re-conducting the analysis after some time passes, the
solution of classification task is considered that will help
to determine the “data representation marker” for the new
data in the database.

3 MATERIALS AND METHODS

While working on [14] authors proposed the model of
users’ SQL-queries according to which subsets of data
can be extracted from the main database to be presented
on the remote node of the DCIS. It was suggested follow-
ing legends: R — database relation (table); R[P] — table
projection; R[S] — table selection; fup —a tuple of the rela-
tion R. Within the SQL-query for data selecting, a number
of relations can be involved, all of which are the result of
sequential execution of selection and projection opera-
tions to the base relation (table). R” = R'[P], where R' =
RIS], i.e. R” = {up[P] | tup[P] € R[Plaua N Fltup, S) =
true} [14]. When working with the sequence of the data-

base’s queries, the subset R),;,, of the relation R was

defined as the union of subsets R’ of each SQL-query that
came from the DCIS remote node. R},;,, = Uln R/, or

=17% >

R,:Im.a" = {tup[Pum'on] | tup[Punion] GR[Punion]data A F(WP;

Suniun) lrue}, where tup[Puniun] :LJ::1 tup[P]> and
_ n

Sum'un - Ui:] Si .

Some part of data can be presented locally to avoid the
necessity of remote queries and another part is placed at
the remote node to reduce the amount of data that should
be replicated between the nodes. The subset of the base
relation R that describes the relation of the remote node

was represented as follows: R = {4 | A € Ryma »

schema
R remote
schema

Rovimary < AE R imary V Fo(Node, A) = truej.

And the set of table’s tuples was determined by the for-

remote __ remote—dep
mula R = { tup | tup € Rausa » UPprimary € Rjppy %

Fyup(Node, tup) = true}. The need for the data on the re-
mote node is determined mostly by the evaluation func-
tion Fy,,(Node, tup).

The model of SQL-queries supports further classifica-
tion according to belonging to the workplace, location,
user role and other potential dimensions Q = <Workplace,
User, Application, Rlomq, O™
Riy = { R"| {tup[P] | tup[P] € RIPliua N Fltup, S) =

true } — is the resulting relations’ set; Q" — the nested

>. In this formula

queries’ set. Based on this query model the multidimen-
sional database [13] was created. It has the following set
of dimensions: <DateTime, WorkplaceType, Location,
UserRole, Application, R, A, tup>. Then, the term of data
representation marker was proposed that reflects the level
of data representation necessity at the DCIS node. For
each dimension’s element value of the marker is deter-
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mined from the following set: {“obligatorily”, “neces-
sary”, “neutral”, “not required”, “forbidden”}. After been
converted to a numeric values (“obligatorily” — “2”, “nec-
essary” — “17, “neutral” — “07”, “not required” — “-1”,
“forbidden” — “-2"), it was defined the aggregation func-
tion for the marker:

2,if IMrk; =2
Aggr!L \Mrk; =3 -2, if IMrk; = -2 A AMrk; =2. )

vol;
z;’zl (Mrk; X_Z” iy

i vol;

The decision about the necessity of the data slice <R,
A, tup> on the remote node is made according to the fol-
lowing condition:

Repr(Node, R, A,tup) = X
= Aggr” (R, A,tup)Mrk, > koef "™ Q)

repr

where koefr’gﬁe — the data representation’s threshold co-

efficient, defined on the range [-1, 1].
The optimality of the koef"°“ is defined by three cri-

repr
teria. These are independence from the central database
node, local database size, and the need for data synchro-
nization. The value of each criterion is defined by (3), (4),
and (5) accordingly

n
> it Favaitar (Qn)
=14 availab\<n
Fovaitab = : " > ®)

_n size(R))
E?ize - zl':l RDBMS) b (4)
)

size(
mod if’

p
Fsynchro = tode (5)
Prode

A deeper explanation of given formulas can be found
in [15].

The obtained multicriteria problem was solved using
the analytic hierarchy process. When compiling the hier-
archy, the following relationship between the levels’ ele-
ments was used: goal — stakeholders — criteria — alterna-
tives. The value of the data representation marker (alter-
native) is a real number in the interval [—1, 1]. It leads to
the potentially large number of alternatives at the 4th
level of the hierarchy and therefore the matrices of pair-
wise comparisons by criteria can become very big. This
complicates the estimation process for the decision-
makers. It is proposed to simplify the task by reducing the
number of alternatives to 5: “low” (L) — “—17, “lower
them medium” (LM) — “-0.5”, “medium” (M)— “07,
“higher then medium” (HM) — “0.5”, and “high” (H) —
“1”. The level of “decision-makers” is represented by the
elements “Owner”, “Database Administrator”, “Database
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Developer”, and “CIS Operator”. The obtained hierarchi-
cal model is shown in Fig. 1.

When splitting the set of alternatives of the data repre-
sentation marker’s value (determined on the set of real
numbers in the interval [-1; 1]) into a larger number of
intervals, it is possible to increase the accuracy of the ob-
tained solution.

Based on the difficulties of the larger number of inter-
vals implementation and the need to improve the accuracy
of the method, it was suggested to use the elements of the
fuzzy logic apparatus [16—-19]. This makes it possible to
obtain the same result’s accuracy as in the case of the
larger number of alternatives, using a fewer number of
intervals of the data representation marker.

In the theory of sets, an element either belongs to the
set or not. A fuzzy set is defined using a membership
function that corresponds to the concept of a characteristic
function in classical logic. The membership function can
take any form, but the piecewise linear form is used most
often to represent it. Piecewise linear membership func-
tions are traditionally used for several reasons: they are
characterized by simplicity; they contain points that allow

defining areas where the concept is true and where it is
false, which simplifies the system’s description [17].

In Fig. 2 the selected intervals of the data representa-
tion marker level values (“low”, “lower than medium”,
“medium”, “higher than medium”, “high”) are presented
in the form of a series of fuzzy sets of one variable with
piecewise linear membership functions.

The classical process of fuzzy inference consists of the
following stages: fuzzification (presenting the exact nu-
meric value in a fuzzy form), fuzzy inference itself, usu-
ally based on a set of rules, and defuzzification (numerical
expression of a fuzzy result) [20].

In our case, the solution of the multicriteria analysis
problem was performed previously using the analytic hi-
erarchy process method, and the following vector of al-
ternatives’ global priorities was obtained (10).

Further, the found vector of global priorities is repre-
sented as a vector of fuzzy numbers for the data represen-
tation marker. That is, to obtain the numerical value of the
data presentation marker’s optimal level, should be ac-
complished mapping of the results with the next defuzzi-
fication phase. Defuzzification is the process of trans-

Optimizing
the Database
structure

DB creator
(CIS creator)

-~ ’ e
The need for data Independence from the
synchronization central database node

. R
o ///

Data

Criteri Local node
fitefia database size
o
Data representation Data regs
Alternatives - marker level marker level
Low LOWER then MEDIUM

Data representation
marker level
HIGH

marker level
MEDIUM

marker level
HIGHER then MEDIUM

Figure 1 — Hierarchical model of the distributed CIS node structure optimization problem
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Figure 2 — The series of fuzzy sets for describing the data representation marker’s level
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forming a fuzzy number to its exact numeric interpreta-
tion. In the theory of fuzzy sets, defuzzification is similar
to finding characteristics of the random variables’ posi-
tion (mean, mode, median) in the theory of probability.
Among the defuzzification methods, there is the choice of
an exact number with the maximum value of the member-
ship function. Alternatively, it can be methods based on
the idea of finding the point of concentration (center of
mass) of the area located between the membership func-
tion’s graph and the abscissa axis. This is done in order to
"average" the possible values taken by a fuzzy number,
taking into account the belonging function value.

Among the most common methods is the center of

mass method a, = I::;Xup (u)du / | ;‘;" 1, (u)du and the
€

median method a,. : J:lix up (w)du = J:lix pe (u)du .
€

In the process of using the described technology, there
is a problem related to adding new tuples to the database
tables. The level of data presentation’s need is determined
in accordance with the accumulated statistics of SQL que-
ries and the range of primary keys that meet the selection
condition. The range of the primary key of the recently
added to the database tuples was not available during the
analysis. Therefore, they were not marked according to the
statistics of queries in the database. For these tuples, there
is no value for the level of the need to represent data in the
DCIS node. The simplest solution to the problem is to rep-
licate all new data to the remote DCIS node (since there is
no data about the degree of their usefulness for the node),
that is, setting for them the value of the need for presenta-
tion at the level of “obligatory”. This approach is not fully
justified, because, firstly, it does not take into account the
influence of data (added and specially modified) rows on
other rows due to their intersection within the same query
(software or host type). In addition, when the amount of
data reaches the critical point, based, for example, on load
during selecting or data synchronization operations, there
comes a time when it is necessary to re-initialize the multi-
dimensional database of SQL-queries and update the data
of using the attributes and tuples of the database tables by
the DCIS node [13, 21].

Accomplishing the complete analysis of using the at-
tributes and tuples of database tables is a resource-
expensive operation and cannot be performed frequently.
Therefore, the given above approach is unacceptable for
large and frequently changing databases. At the same
time, secondary and subsequent monitoring of the data-
base users’ activity is complicated by the fact that the
database of the remote node is already in use, and re-
quests to it must also be taken into account.

In most cases, the main influence on the level of rep-
resentation in the analysis of user queries to the database
makes the combination of the attributes’ values of the
relation’s tuple. Taking into account this fact, it is pro-
posed to present the problem with determining the repre-
sentation marker’s level of the new data in the form of a
classification problem. The input parameters are the name
of the table (relationship) and the list of tuple attributes’
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values and the result will be a decision of presenting the
tuple for the DCIS node.

Among the many algorithms for solving the classifica-
tion problem by means of machine learning, the most
popular approaches are identified, including linear and
logical regression, discriminant analysis, decision trees,
the Naive Bayes algorithm, k-nearest neighbors, and the
use of various types of neural networks [22]. Linear and
logical regression are some of the most well-known
methods, but according to the non-numerical characteris-
tics of most of the input variables (table attributes), they
are not optimal in this case. For the same reasons, and
also because of the complexity of determining the dis-
tance, the k-nearest neighbors aren’t considered either.

The use of neural networks is now the most popular
direction in solving the classification problem [23-24].
However, not all tables contain a sufficient number of
rows to carry out a high-quality training stage (insuffi-
cient amount of data for training and testing the results).
In addition, each table (relation) has a different number of
attributes, and each of them is defined on its own domain.
Based on this, the problem of classifying new data for
each relation must be solved using a separately trained
neural network. According to the given above, the use of
neural networks isn’t also the appropriate approach.

To solve the problem, the Bayes naive algorithm [25]
was used, which is simple but effective and allows to
quickly determine the probability of an object belonging
to a particular class. The algorithm is known to be based
on the assumption that each input variable is independent,
which is often not true. But production versions of the
relational databases in most cases are in the 3rd normal
form, which indicates the absence of transitive dependen-
cies inside the relation [26]. This fact allows asserting that
the main part of the input variables corresponds to the
basic algorithm’s assumption.

The algorithm is based on Bayes’ theorem, which al-
lows calculating the probability of an object belonging to
a particular class [25]. For the current task, the probability
that the tuple X is needed to be presented at a remote node
according to the value of the i-th attribute x;, was found

using the following formula:
P(x; | needed) x P(needed)

P (needed | x;) = P(x) ) (6)

where P(needed) — the total probability of the relation
that the tuple has to be represented on a remote node;
P(x,) — the probability of the x, value of the i-¢h attrib-
ute; P(x, | needed) — the probability of the x, value of the

i-th attribute on the subset of the relation’s tuples of the
remote node.

Also, the same way calculate the probability that the
tuple X is not needed to be presented at a remote node:
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P(x; | not needed) x P(not need
P(x;) (7

P (not needed | x;) =

After obtaining probabilities P, (not needed | x;) for

all tuple’s attributes based on (6) and (7), the calculation
of the probability that the whole tuple will be needed is
performed:

P (needed | X) =
H?:] P (needed | x;) (8)

H?:] P (needed | x;) + H?:]

P (not needed | x;) .

If the value, obtained according to (6) is greater than
the optimal value of the data representation marker, then
the tuple is accepted as the one that has to be presented on
the remote node of the DCIS:

true, > P(needed | X)
Fneeded _ ] (9)
ko igirip +1
false, T, S < P(needed | X)

So, using (8) and (9) it is possible to make a decision
about presenting a new table’s tuples on the remote node
of DCIS without the necessity of re-processing the SQL-
queries statistic. It simply can be done based on the data
for which the decision about its presenting on the remote
node was already made.

4 EXPERIMENTS
Using SQL-queries statistics and models (1-5) the
global alternatives’ vector was obtained:

0.000
0.273

welobal _| 334 |

(10)

While working with pairwise comparison matrices the
ranges of available values of optimality criteria were also
taken into account. The full description of obtaining the
given result can be found in [15].

The analytic hierarchy process method that was given
in [14], was used to obtain the optimal solution from 5
and 21 alternatives (intervals of the data representation
marker’s values). For the case of 21 alternatives the task
has to be simplified, so no restrictions on the optimality
criteria were introduced and a three-level hierarchical
model without the “stakeholder” level was used. As a
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matrix of pairwise comparisons of optimality criteria, the
matrix that was filled by the “Owner” person was taken
[15]. Also, the initial state of the alternatives’ advantages
matrices according to the optimality criteria, which were
obtained in accordance with the mathematical models (3),
(4), and (5) is accepted as final.

Taking into account the introduced simplifications of
the model, the calculation of the global priorities’ vector
for five alternatives (“low” (L) — “—17, “lower than me-
dium” (LM) — “=0.5”, “medium” (M) — “0”, “higher than
medium” (HM) — “0.5”, and “high” (H) — “1”) gives the
following result with the optimal alternative “high”,
which corresponds to the level of the data representation
marker equal to “1”:

nglobal _ (1)

coooo
WW— OO
~N O LN \O O

After dividing the range of marker’s values into 2/ in-
tervals with a step of 0.1, the 21 alternatives were ob-
tained. The set of the data representation marker’s values
is following: 4 = {-1.0; —0.9; —0.8; —0.7; —0.6; —0.5; —0.4;
-0.3; -0.2; —0.1; 0; 0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7; 0.8;
0.9; 1.0}. The obtained alternatives are designated as A/,
A2, A3,..., A21. After calculating the values of the opti-
mality criteria, according to (3), (4), and (5), normalizing
the obtained values, filling in the matrices of pairwise
comparisons, and calculating the vector of global priori-
ties in accordance with VVi:ksizeX VVsize,i+ kavailabX Wavailab,i+
kgnenro* Wpnenro; and Barkly’s formula [16], the corre-
sponding value of the alternatives’ global priorities vec-
tor, given in Table 1, was obtained.

In this case, the decrease of the interval’s step and, ac-
cordingly, an increase in the accuracy reveals the alterna-
tive A18 as the best. It corresponds to the data representa-
tion marker’s value = 0.7. However, the use of this ap-
proach leads to the need for further filling of the pairwise
comparisons’ matrix of size 21x21 by the decision-maker,
i.e. requires to perform 210 operations of pairwise com-
parisons of alternatives for each criterion of optimality by
each decision-maker. In addition, it is very difficult for a
person to prioritize alternatives with insignificant changes
in their qualitative characteristics.

In Fig. 3 is shown the graphical representation of the
fuzzy numbers’ vector. This vector was obtained for the
simplified version of the problem and given in the form of
the global priorities matrix (11) for the data representation
marker.
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Table 1 — Alternatives’ global priorities vector for 21 intervals of the data representation marker’s values

Alternative Al A2 A3 A4 A5 A6 A7 A8 A9 | A10 | All
Data representation marker -10 | -09 | 08 | 0.7 | -0.6 | 05| -04 | =03 | =02 | -0.1 | 0.0
Priorities vector’s element 0.008 | 0.012 | 0.009 | 0.013 | 0.01 | 0.012| 0.009 | 0.01 | 0.013 | 0.021 | 0.034
Alternative Al12 | A13 | A14 | AL5 | Al6 | Al7 | A18 | A19 | A20 | A2l -
Data representation marker 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 -
Priorities vector’s element 0.05 | 0.054 | 0.063 | 0.076 | 0.082 | 0.101 | 0.117 | 0.111 | 0.103 | 0.093 -

1 1 1 1 1

038 0,8 038 0,8 0,8

0,6 0,6 0,6 0,6 0,6

0.4 0.4 04 0,4 0,4

02 0,2 0.2 0,2 0,2

0 0 - 0 0 0
1050051 1050 05 1 1 05 0 05 1 -1 05 0 05 1 1050 05 1

—low —1Lower then medium —Medium ——Higher then medium —High

Figure 3 — Fuzzy numbers’ vector of alternatives’ global priorities

After performing the aggregation and defuzzification
operations of the obtained results, the data representation
marker’s value at the DCIS node at the level of 0.7 was
received (Fig. 4).

The obtained optimal solution is the same as for the
case of 21 intervals of the data representation marker’s
values (table 1). According to the received results, it can
be concluded that it is possible to use elements of fuzzy
inference to increase the solution accuracy with a small
number of intervals of the data representation marker’s
value. The “elements of fuzzy inference” mean the repre-
sentation of the alternatives global priorities’ vector in the
form of the fuzzy numbers’ vector with subsequent ag-
gregation and defuzzification of the result.

5 RESULTS

After making sure on test solution that method works
the research applies the modified method to the alterna-
tives global priorities’ vector that was got after solving
the task with all available value’s area restrictions and
filling pairwise comparison matrix by the decision-
makers. In Fig. 5 shows the result obtained previously
according to the data of the alternatives global priorities’
vector (10) and additionally processed using fuzzy logic
elements. According to it, the optimal value of the data
representation marker of the DCIS node for the work’s
implementation subject area of the results is obtained at
the level of 0.2.

Consequently, the use of the analytic hierarchy proc-
ess method based on a limited set of alternatives makes it
possible to construct advantages matrices and perform the
necessary calculations to obtain the values of the alterna-
tives’ global advantages. At that, in some cases with the
involvement of a decision-maker, and in some cases using
mathematical models of optimality criteria presented pre-
viously. Using elements of fuzzy logic, specifically the
defuzzification of the fuzzy numbers’ vector for the data
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representation marker (vector of global priorities), makes
it possible to increase the accuracy of the result while
determining the optimal value of the data representation
marker’s level.

6 DISCUSSION

To select the best alternative of the data representation
marker’s level the analytic hierarchy process was used.
To construct matrices of the alternatives’ advantages,
their set was reduced to five alternatives. The matrix of
the optimality criteria’s advantages was obtained classi-
cally with the involvement of a decision-maker and sub-
sequent concordance index estimation. The matrices of
the alternatives’ advantages were filled in automatically,
without the participation of a decision-maker, based on
the models of optimality criteria. Also, restrictions for the
range of valid values of the optimality criteria were intro-
duced. Were presented maximum and minimum values
for each criterion, which leads to reducing the number of
alternatives at the last level of the hierarchy model.

After calculating and obtaining the alternatives global
priorities’ vector in order to improve the accuracy of the
obtained result, the apparatus of fuzzy sets was used. The
obtained vector of global priorities was presented as a
vector of fuzzy digits for the data representation marker
with subsequent transformation to the exact value. This
approach made it possible to maintain the accuracy of the
obtained result while decreasing the number of solution
alternatives.

For new tuples added to the database’s tables after all
calculations had been performed, the classification prob-
lem was formalized. This task assumes determining the
belonging of the new tuple to, one of two classes —
“needed” at a remote node and “not needed”. After com-
paring the most popular approaches to solving the classi-
fication problem, the Naive Bayes algorithm was chosen,
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Figure 4 — Stage of aggregation and dephasification
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Figure 5 — Aggregation and dephasification of the obtained results

since, in the absence of transitive dependencies (the re-
quirement for the third normal form of a relational data-
base), all the attributes of the relation are independent.
After obtaining the probability of a tuple belonging to the
class “needed” and performing the normalization of the
value, it is taken as the level of the representation marker.
Accordingly, the data is loaded onto the node if this value
is greater than the optimal level of the representation
marker for the DCIS node.

While working on the research, the concept of a data
representation marker on the DCIS node for the elements
of the SQL query model was introduced. An aggregation
function has been developed that allows determining the
level of need for attributes and tuples in the database’s
relation for the DCIS node based on the statistics of SQL
queries. A model of the dependence of the database struc-
ture’s optimality criteria of the DCIS node on the value of
the data representation marker is built. It, in contrast to
existing approaches, allows determining the optimal value
of the marker based on the statistics of SQL queries. Re-
ceived further development method of analytic hierarchy
process. The initialization of the alternatives’ pairwise
comparisons matrix can be performed automatically ac-
cording to the obtained mathematical models. Representa-
tion of the obtained result in the form of the vector of
fuzzy numbers with the reduction to the exact value al-
lows increasing the accuracy of the obtained results.

CONCLUSIONS

While resolving the problem of optimizing the struc-
ture of the database node in the corporate information
systems solved the urgent problem of determining the
optimal value of the data representation marker on the
DCIS node. Due to the use of fuzzy logic elements in
solving the problem by the analytic hierarchy process, the
accuracy of the obtained result is increased without the
need to increase the number of solution alternatives.

The scientific novelty of obtained results is that the

concept of data representation marker of DCIS node for
© Dvoretskyi M. L., Savchuk T. O., Fisun M. T., Dvoretska S. V., 2022
DOI 10.15588/1607-3274-2022-2-10

dimension’s elements of SQL-query model was firstly
introduced with following developing of the aggregation
function, presenting the model of dependence of DCIS
node’s database structure optimality criteria on the data
representation marker’s value.

The analytic hierarchy process has received further
development. It happened due to the automatic initializa-
tion of the alternatives’ pairwise comparison matrix ac-
cording to the received mathematical models. The vector
of alternatives’ global priorities was given in the form of
the vector of fuzzy numbers with the future reduction to
the numeric value, which increased the accuracy of the
obtained value.

The practical significance of obtained results is that
the software supporting the decision-making in determin-
ing the representation of data on the DCIS node was de-
veloped. It allows optimizing the structure of the database
node. Developed models and information technology
were implemented at “Elite Building TOV” to identify the
dependence of the optimal database structure’s criteria
and the level of data representation marker. The effect of
the implementation is to increase the speed of requests’
execution by 14%

Prospects for further research are to study the re-
sults of experiments of implementing the suggested modi-
fication in the analytic hierarchy process on different sub-
ject areas. It is also will be interesting to try the model on
the DCIS with no central data node.
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AHOTALISL

AxTyanbHicTb. [HQOpMaLiiiHi cucTemMu ayxe NOIIMPEHi 1 BUKOPUCTOBYIOTh 0a3u JaHUX Julst 30epiranHs iHnpopmarii. s BUKOpHCTaH-
HS IOCTYIIHI Pi3Hi MOZeN JaHUX, alie pelsliiiHa MOJEIb 3aIUIIAETHCS TOMyIIIPHO0. OCTaHHE NECATHNITTS IEMOHCTPY€E TEHICHIIO BUKO-
pHCTaHHS PO3MOAUICHUX 0a3 IaHHX IiJ 4ac PoOOTH 3 PENSAIIHHOI MOJEIUIIO, 1 el MifXiJ BUMarae CIieliaibHO pO3pOOICHOTO MOIYIIS JUIs
CHUHXpOHI3alii JaHuX ycix okpemux 4dactuH B/l. OnrumanbHa cTpyKTypa BCiX pO3NOAUICHUX BY3JiB MOrjia 6 3MEHIIMTH HEOOXiAHICTh CHH-
XpOHIi3alii, a MBUAKICTH JOCTYIY IO JaHUX Ta I aKTyal bHICTh 3aJIMIIATNACA 6 CTaOLIBHIMH.

Meroa. ABTOpH JOCIIIKCHHS B Cepii CBOIX MOMEPEAHIX POOIT aKIIEHTYIOTh yBary Ha MOXJIMBOCTI BUKOPUCTAHHs 3i10paHoi icropii SQL-
3anuTiB KOpHCTyBadiB. CriouaTKy MpeJCcTaBlIeHa TEXHOJIOTis po30opy 3anuTiB KopucTyBauiB. [ToTiM Oyna po3risHyTa inest BAKOPHCTaHHS
0araToBHMIpHOI 0a3 JaHUX JUIL aHAJI3y 3alUTiB KOPHCTYBAYiB 3a 3pi3aMH THITy po0O0Uol CTaHIIi{, IporpamMu, KOpUCTyBada Ta H{oro mocau.
Takosx aBTOpH HaJaIM MaTeMaTHYHY MOJienb (opMmaltizamii Mozeni 0a3u JaHMX 1 3aIUTIB, @ TAKOXX KPUTEPil ONTHUMAIBHOCTI CTPYKTYpH 6a3u
nanuX. JlocmikeHHs POJOBKY€E HABEICHY MOCIIOBHICTh 1 HAMAraeThCsl MiIBUIIUTH €(EKTUBHICT CHCTEMHU MIATPUMKH MPHHHATTS Pi-
LICHb UISIXOM BBEJCHHS B METOJ| aHATI3y i€papxiil eleMeHTiB HewiTKoI soriku. OCHOBHA iJies MiJIXO/Ly IOJISTa€e B MPEACTABICHHI BEKTOPY
r100aIBHOTO TPIOPUTETY Y BUTIISL Cepii HEUITKUX MHOXHH OJHI€l 3MIHHOI 3 MOAATBIIMM MIEPETBOPEHHSAM 10 TOYHOTO 3Ha4YeHHs. [ Ho-
BHX KOPTEXIB, JOJAHUX 70 TaOIHIb Oa3K JaHUX MiClsi BAKOHAHHS BCiX 0OYUCIIeHB, Oyia copMynbpoBaHa 3aa4a Kiacudikarii.

PesyabTaTu. Ilicns po3paXxyHKy Ta OTPUMaHHs BEKTOpPY IJI00aJIbHOIO MPIOPUTETY aJIbTEPHATUB 3 METOIO MiJABUIIEHHS TOYHOCTI OTPH-
MaHOTO pe3yJbTaTy OyJI0 BUKOPHUCTAHO anapaT HewiTKUX MHOXHUH. OTpUMaHU BEKTOp INI0OANbHUX HPIOPUTETIB OyB IPEACTaBICHUI y BU-
VA1 BEKTOPY HEUITKMX MHOXMH JUIS MapKepa IPEeACTaBIeHHs JaHHX 3 MOJAIbLUIMM MEePEeTBOPEHHAM 10 TOYHOro 3HaueHHsA. Takuii miaxin
JI03BOJIUB 30€perTH TOUHICTh OTPUMAHOI'O PE3YJIbTATy IPU 3MEHILICHH] KiJIbKOCTI aJIbTePHATUB PiLLICHHS.

BucnoBku. I1ix gyac po6oTu Haj HOCIIPKEHHAM OyJI0 BBEICHO IIOHATTS MapKepa IpeacTaBiIeHHs JaHux Ha By3ni PKIC it enemenTiB
mozeni 3amuty SQL. Po3pobneno ¢yHkuito arperauii, sika Ha OCHOBI CTaTUCTUKH SQL-3amuTiB 103BOJISIE BU3HAYUTH PiBEHb HEOOXITHOCTI
aTpuOyTiB 1 KOPTEXIB BigHOIIEHHs 0a3u naHux Ha By3ii PKIC. [ToOynoBaHO MOJIemb 3a1€KHOCTI KPUTEPIIB ONTUMAIILHOCTI CTPYKTYpH 0a3n
nannx Bysna PKIC Bix 3Ha4eHHS Mapkepa IpeCcTaBIeHOCT] faHUX. OTpUMaB MOJANBIINIT PO3BUTOK METOJ aHANi3y iepapxiil. IHimiamisaris
MaTpHIi ONAPHUX IOPIiBHAHD aIbTEPHATHB MOXE BUKOHYBATHCS aBTOMAaTHYHO BiJIOBiTHO JO OTPUMAaHUX MaTeMaTHYHHX Mojeined. IIpen-
CTaBJICHHS OTPUMAHOTO PE3yJbTaTy Y BUIVIAI BEKTOPY HEUITKHX YHCel i3 IPUBEAEHHSM A0 TOYHOIO 3HAYEHHs J03BOJE MiABUIIUTU TOY-
HICTh OTPUMaHUX PE3YJIbTATIB.

KJIFOUOBI CJIOBA: xoprnoparuBHa iH(poOpMalliiiHa cucTeMa, CHCTeMa ympaBiiHHS 6a3aMu JaHHX, po3mojineHa 6a3a maHux, SQL-
3aIuT, peruTikallis AaHuX, OaraTOKpUTepianbHa 3aja4ya, METO]] aHalli3y iepapXiil, HediTKa JIOrika, 3amada kiacugikaiii, HaiBHUIA alIrOpPUTM
Baiieca.
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AHHOTADIUA

AkTyanbHocTh. HpOpManmoHHbIE CHCTEMBI IMPOKO PacHpOCTPAaHEHB! M HCIIONIB3YIOT 0a3bl JAHHBIX Ul XpaHeHus! nHpopmarun. J{is
WCTIOJIB30BAHYS IOCTYIHBI pa3HbICe MOJIENHU JaHHBIX, HO PESIIMOHHAS MOJIENb OCTaeTcs Moy sipHoil. [locnennee necsTuneTne qEMOHCTPH-
PYeT TeH/SHIHIO UCIOJIb30BAHUs PAcIpe/ieNieHHbIX 0a3 TAHHBIX MPU paboTe ¢ PEeIALHOHHON MOJICINIBIO, H 9TOT HOAXO0/ TPeOyeT CHeHaIbHO
pa3paboTaHHOrO MOJYJIS JJI CHHXPOHU3ALMK JAHHBIX BCEeX OTAENbHBIX yactell bJl. OntuManbHas cTpykTypa BceX pacrpesiesieHHbIX Y3/I0B
Moria ObI CHU3UTH HE00XOIMMOCTh CHHXPOHHU3AIMH, & CKOPOCTh JJOCTYIIA K JJAHHBIM H €€ aKTYaJIbHOCTh OCTABAJIUCh ObI CTA0MIIBHBIMHU.

MeToa. ABTOpBI HCCIICIOBaHUS B CEPUH CBOUX MPEABIAYIIMX Pa0OT aKIEHTHPYIOT BHUMaHHUE HA BO3MOXKHOCTH HCIOJIb30BAHUS COOpaH-
Hoit ucropuu SQL 3ampocoB nonb3oBareneil. [lepBoHauanbHO MpeacTaBieHa TEXHOIOTHS pa3dopa 3ampocoB MoOJb30BaTeNeil. 3ateM ObLia
paccMoTpeHa ujiest MCIIOIb30BaHUsT MHOTOMEPHOH 0a3bl JaHHBIX JUIS aHAJIN3a 3alPOCOB MOJIB30BATENeH MO cpe3aM THIa pabouel cTaHIuy,
MIPOrpaMMBl, NOJIB30BATENS U €ro JOKHOCTH. Takke aBTOPbI MPEJOCTABIIIM MAaTEMAaTHYECKYI0 MOZeNb (hopManu3aluy Mojeny 0a3bl 1aH-
HBIX U 3aIIPOCOB, a TAK)KE KPUTEPHU ONTHMAIBHOCTH CTPYKTYphI Oa3bl qaHHBIX. MccnenoBanne MpomoinkaeT NpUBEACHHYIO TTOCIEI0BATEb-
HOCTB U IIBITAETCsl TOBBICUTH AP (HEKTUBHOCT CUCTEMBI MOIJICPIKKH NPUHATHS PEIICHUH ITyTeM BBEAEHUS B METOJ| aHAJIM3a MepapXHi die-
MEHTOB HEUeTKOH Joruku. OCHOBHAs HJes [T0IX0/1a 3aKIF0YaeTCs B MPEICTABICHUH BEKTOPA TII00aIEHOTO IPHOPUTETA B BHJIE CEPUH HEUET-
KHX MHOJKECTB OJTHOM MEPEeMEHHOH C TOCIEIyIOMNM peBpalleHHeM B TOYHOE 3HaYeHHUE. [y HOBBIX KOpPTEXeH, JOOaBICHHBIX B TaOIHIIBI
0a3bl JAHHBIX TIOCIIC BBIMOIHEHUS BCEX BBIUMCIICHHUH, ObLIa CHOPMYIHPOBaHa 3a/1aua KIIaCCU(PUKAIIHH.

Pe3syabTatsl. [locne pacyera v nonydyeHus BeKTopa Ii100aJbHOrO PUOPUTETA aTbTEPHATUB C LIENIBIO HOBBILIEHUS TOYHOCTH MOJIyYeH-
HOTO pe3yibTaTa ObUI MCIOJIB30BAaH aIlapaT HEYETKHMX MHOXECTB. [10oydeHHBIH BEKTOp IIIOOABHBIX NPUOPUTETOB OBUI MPEICTaBIICH B
BHJIE BEKTOPA HEUETKUX MHOXECTB JUI NPECTaBICHNS JAaHHBIX MapKepa C IMOCIEAYIOIUM IIPEBPALICHIEM B TOYHOE 3HaueHne. Takoi moa-
XOJ1 TTO3BOJIMJI COXPAHUTh TOYHOCTD I10Jy4aeMOro pe3ysbTaTa IIPH YMEHbLICHUH KOJIMYECTBA AIbTEPHATHB PELICHHUSI.

BeiBoabl. [Ipu paborte Haja MccienoBaHHEM OBUTO BBEICHO MOHATHE MapKepa mpezicraBieHus naHHbIX Ha y3ine PKUC s anemeHToB
mozenu 3anpoca SQL. Paspaborana ¢yHkuus arperanuu, KOTopas Ha OCHOBE CTaTHUCTHKU SQL-3anpocoB MO3BOJISIET ONPENEIUTh YPOBCHB
HEO0OXOJUMOCTH aTPHOYTOB U KOpTeXei oTHOMIeHust 6a3bl qaHHbIX Ha y3ne PKUC. [loctpoena Monenb 3aBUCHMOCTH KPUTEPHEB ONTUMAIIb-
HOCTH CTPYKTYpbI 0a3bl qaHHbIX y31a PKUC ot 3HadeHusi Mapkepa MpeJCTAaBICHHOCTH JAaHHbIX. [lomy4un aanbHeiilee pa3sBUTHE METOJ
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aHanu3a uepapxuil. MHuIManu3anus MaTpUIbl HONAPHBIX CPABHEHUH aJIbTEPHATHB MOXKET BBINOIHATHCS aBTOMAaTHYECKH B COOTBETCTBHHU C
OJIy4eHHBIMH MaTeMaTHYeCKUMU MOoAeIM. [IpesicTaBieHne OTy4eHHOTO pe3yIbTaTa B BUIE BEKTOpa HEUETKUX YHCEN C IPUBEICHHEM K
TOYHOMY 3HAYEHHUIO II03BOJIAET MOBBICUTh TOYHOCTh IIOJYYEHHBIX PE3YJIbTaTOB.

KJIFOYEBBIE CJIOBA: xopriopaTuBHas WH()OpPMaLMOHHAs CUCTEMa, CUCTEMa yIpaBiieHHs 0a3aMM JaHHBIX, pacnpejeneHHas 0aza
JaHHBIX, SQL-3ampoc, peruikanus JaHHBIX, MHOTOKpPUTEpHAIbHAs 3a/a4a, METO]| aHaIN3a HepapXHii, HeueTKas JIOTHKa, 3a]a4a KiIaccudu-
Kallud, HauBHBIN anroput™ baiteca.
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ABSTRACT

Context. The problem of identifying the state of a computer system is considered. The object of the research is the process of
computer system state identification. The subject of the research is the methods of constructing solutions for computer system state
identification.

Objective. The purpose of the work is to develop a method for decision trees learning for computer system state identification.

Method. A new method for constructing a decision tree is proposed, combining the classical model for constructing a decision
tree and the density-based spatial clustering method (DBSCAN). The simulation results showed that the proposed method makes it
possible to reduce the number of branches in the decision tree, which will increase the efficiency of identifying the state of the com-
puter system. Belonging to hyperspheres is used as a criterion for decision-making, which enables to increase the identification accu-
racy due to the nonlinearity of the partition plane and to perform a more optimal adjustment of the classifier. The method is espe-
cially effective in the presence of initial data with high correlation coefficients, since it combines them into one or more multivariate
criteria. An assessment of the accuracy and efficiency of the developed method for identifying the state of a computer system is car-

ried out.

Results. The developed method is implemented in software and researched in solving the problem of identifying the state of the

functioning of a computer system.

Conclusions. The carried out experiments have confirmed the efficiency of the proposed method, which makes it possible to rec-
ommend it for practical use in order to improve the accuracy of identifying the state of a computer system. Prospects for further re-
search may consist in the development of an ensemble of decision trees.

KEYWORDS: computer system, abnormal state, identification, decision tree, clustering, DBSCAN algorithm, hypersphere.

ABBREVIATIONS
CS is a computer system;
OS is an operating system;
DT is a decision tree;
DBSCAN is a density-based spatial clustering of ap-
plications with noise (a data clustering algorithm).

NOMENCLATURE

X is the source data (OS events);

m is a number of the object features;

n is a number of classes in the source subset;

N; is a number of samples of the i-th class;

N is a total number of samples in the subset;

Pk 1s a probability of belonging to the &-th class;

w is classifier settings;

I is information gain;

MinPts is a minimum number of neighbors for creat-
ing a cluster;

|C| is a number of objects in the largest cluster;

€ is a radius of the neighborhood hypersphere;

d is a distance between objects that are clustered;

xc is a set of coordinates of the cluster center;

1 is a radius of the hypersphere that bounds the clus-
ter.
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INTRODUCTION

Today, computer technology is an integral part of any
state and determines its economic and political role inter-
nationally. Despite a number of promising developments
in information security, the number of man-made disas-
ters and accidents and attempts to destabilize the function-
ing of computer systems is increasing [1]. This is due to
the imperfection of methods and means of data protection,
as well as increased interest in the CS on the part of at-
tackers. That is why the issue of CS state identification in
order to spot and localize the destabilizing actions of its
functioning in an increasing number of external influ-
ences is an urgent task.

The computer system is characterized by a large
amount of performance criteria, which leads to difficulties
in choosing the most informative criteria and the devel-
opment of methods for identifying its condition under
external influences [2, 3].

Researches of existing methods have revealed a num-
ber of limitations in their use [2, 4]. Thus, when the CS
operates on the border between normal and abnormal
states, modern methods do not always remain effective
and require a long time, along with software and hardware
resources, which leads to a decrease in efficiency and
accuracy of its state identification [5, 6].

In addition, such tasks become especially relevant
when the initial data are heterogeneous, absent or insuffi-
cient, but there are some observations in the functionality
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of the CS, which is under the condition identification [7].
For this class of tasks, a highly effective tool is DTs and
their ensembles [8—10] — a way to represent the rules in a
hierarchical structure, where each object corresponds to a
single node, which gives the resulting solution. A rule
means a logical construction, presented in the form of if-
then construct.

The object of the research is the process of computer
system state identification.

DT (classification tree, regression tree) is one of the
methods of automatic data analysis. DTs allow you to find
repetitive patterns in the data, and to perform training to
recognize patterns. The fundamental work that gave impe-
tus to the development of this area was the book by E.B.
Hunt, J. Marin and P.J. Stone in “Experiments in Induc-
tion”, which was published in 1966. DT has a number of
advantages [4, 5], namely: easy to understand and inter-
pret, able to work with both numerical and categorical
data, requires little data preparation, uses a white box
model and is easily explained by Boolean logic. The cor-
rectness of the model can be verified by statistical tests,
which makes it possible to verify its reliability. In addi-
tion, during the construction of DT, less informative fea-
tures will be used to a lesser extent, which makes it possi-
ble to either remove them from subsequent runs or use
special algorithms for taking into account less informative
features [11].

However, DTs have a number of disadvantages [4, 5].
The problem of constructing an optimal DT is NP-
complete in terms of some aspects of optimality even for
simple tasks. The DT construction algorithm is based on a
greedy algorithm, where the only optimal solution is se-
lected locally in each node, which cannot ensure the op-
timality of the whole tree. DT also has a high sensitivity
to noise and changes in the source data, which can lead to
the construction of a completely different DT, even with
small changes in the source data.

The subject of the research is the methods of con-
structing solutions for computer system state identifica-
tion.

There are various methods of constructing DTs, the
process of which is a consistent, recursive division of the
learning set into subsets using the decision rules in the
nodes [12]. The process of partitioning continues until all
the nodes at the end of all the branches are declared as
leaves. At the same time, when constructing a DT, parti-
tioning in nodes forms rectangular clusters in the feature
space, the shape of which may not coincide with the
shape of real clusters, which leads to a decrease in the
accuracy of decision-making. This is especially important
when the functioning of the CS lies on the verge of dis-
tinguishing between normal and abnormal states, is char-
acterized by highly correlated data, or is presented by
fuzzy data that requires the development of new models
of DT construction [6, 13—16].

The purpose of the work is to develop a method for
decision trees learning for computer system state identifi-
cation.
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1 PROBLEM STATEMENT
We will assume that the functioning of a CS is charac-
terized by the set of its performance criteria
X ={x;1,X;2,-.., X5, } . Input data is the set of marked pairs

{(x;, yi)}i]il , where x; is the CS state criteria set and y; is a

classifying label. There exists an unknown fitness func-
tion — a mapping f : X — Y the values of which are only
known for a finite set of training samples
XY)={(x1, ¥1)5---(XmsYm)}- The structure of a DT f, must
be formed, which should be able to classify an arbitrary
object x € X and adjust its parameter w:

F(f(w, x), y)—opt.

2 REVIEW OF THE LITERATURE

Most popular decision tree learning algorithms are
based on the divide-and-conquer principle [17].

During the construction of the DT, it is necessary to
solve several key problems, each of which is associated
with the corresponding step of the learning process:

1) Choice of the partition attribute for a given node.

2) Choice of termination criteria for learning.

3) Choice of decision tree pruning method.

4) Assessment of the accuracy of the constructed tree.

Currently, a significant number of algorithms have
been developed for choosing the next partition attribute
(DT learning algorithms): ID3, CART, C4.5, C5.0,
Newld, ITrule, CHAID, CN2, etc. The most widespread
and popular are the following algorithms:

1) ID3 (Iterative Dichotomized) — the algorithm can
only use a discrete target variable, so DTs that are built
using this algorithm are classifiers [18, 19]. Attribute
choice is based on information gain:

P N. N,
I=-) —tlog| —+|,
2N g( NJ
or based on Gini impurity:

n
1= pi(1-pp).
k=1

For this algorithm the number of children of a tree node is
not limited. The algorithm does not support training sam-
ples with incomplete data.

2) C4.5 — an improved version of ID3, which adds the
ability to work with missing data values. Attribute choice
is based on information gain [19,20].

3) CART (Classification and Regression Tree) — a de-
cision tree learning algorithm, which allows the use of
both discrete and continuous target variables, i.e. it can
solve both classification and regression problems. The
algorithm builds trees that have only two children in each
node, i.e. it builds a binary DT. Works slowly on large
input data with lots of noise [21, 22].

4) Chi-square automatic interaction detection
(CHAID). Performs multiway splits during the DT classi-
fication calculation DT.
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5) MARS: extends DT to improve digital data proc-
essing.

No algorithm for constructing a DT can a priori be
considered the best or perfect. Feasibility of a particular
algorithm should be verified and confirmed experimen-
tally.

Since CS is characterized by a large number of per-
formance criteria, the significance of which is uncertain
and which correlate with each other and can characterize
the CS state as being in between normal and abnormal
states, it is necessary to improve existing or develop new
methods of identifying the CS state.

3 MATERIALS AND METHODS

In this study, in accordance with the problem state-
ment, a DT construction method was developed, which
differs from the known methods by combining the classi-
cal model of DT construction based on the C4.5 algorithm
with the DBSCAN method.

The DBSCAN algorithm was proposed by Martin Es-
ter, Hans-Peter Kriegel, Jorg Sander and Xiaowei Xu in
1996, as a solution to the problem of partitioning data into
clusters of arbitrary shape.

The algorithm is based on the idea that inside each
cluster the density of objects is significantly higher than
outside, and that the density in areas with noise is lower
than the density of any of the clusters.

The algorithm requires two parameters: MinPts — the
minimum number of neighbors for creating a cluster; & —
the radius of the neighborhood hypersphere.

The first step of the algorithm is to compute a matrix
of distances d between objects that are being clustered,
either using the squared Euclidean distances:

m
d(x;,x;) = Z(Xik _xjk)z’
k=1

or the Manhattan distances:

m
d(xi,xj)=kz Xife _xjk|-
=1

In the next step, a neighbor matrix is computed using
the distance matrix, each element in which determines

whether the object x; is a neighbor of X,

0, d(xi,xj')>8

L d(xj,x;)<e’

Neighbour;; :{

i=1.N, j=1.N.

Subsequently, clusters are formed based on the neigh-
bor matrix. Initially, all objects are considered undeter-
mined. The clustering procedure is iterative, and starts
with an arbitrary object x; which has not been determined
yet. For a given object x; a list of neighbors is created,
which contains all objects x;, that have the corresponding
element of the i-th row of the neighbor matrix set to one.
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The number of neighbors K is counted and compared with
MinPts . When the count of neighbors is less than
MinPts , the object is labeled as unclustered, and the next
arbitrary undetermined object x;. is processed. When the
count of neighbors is greater or equals to MinPts, the
current object x; is considered to be a core object. Objects
x;, which were included in the list are considered reach-
able in terms of density (also core objects). The current
object x; and its neighbors x; form a new cluster and are
labeled with its number. Next, the iterative process of
finding new neighbors is started. Objects that are either
undetermined or unclustered are analyzed, and those that
are reachable for the x; objects of the cluster (have the
corresponding element of the j-th row of the neighbor
matrix set to one), are added to the cluster. The iterative
process of joining new neighbors is repeated until no
more objects can be added to the cluster.

The process of forming new clusters is repeated until
all objects are determined. Objects that were labeled as
unclustered and were not subsequently placed into a clus-
ter are considered noise and remain unused.

The following procedure of finding the decision pa-
rameter 1 for a multidimensional DT node is developed:

— the cluster with the maximum number of elements C
is found:

C = max(|4)),
A;ed

where |Al»| — is the number of elements in the i-th cluster;

— The center of the cluster xc is found using each fea-
ture of the x; object:

<
Xik
i=1
€]

XCp =

After obtaining the center of the cluster, n is defined
to be the maximum distance from the object to the cen-
ters:

n = max(d(xc,x;)).
x;eC

The value of n is the radius of the hypersphere that
bounds the cluster and is further used as a decision pa-
rameter for the multidimensional DT node.

The process of constructing a DT is as follows. The
source data of the DT are the indicators of the functioning
of the CS (CPU load, memory load, network traffic, num-
ber of read/write operations to disk, intrusion signatures;
statistical data based on system events: number of opera-
tions with the registry or file system, number of proc-
esses, etc.). The source data is divided into clusters using
the DBSCAN algorithm. For example, when identifying
the CS state, a singular multidimensional criterion can
combine features representing the load of individual CPU
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cores. Each of clusters can be further considered as a mul-
tidimensional criterion in the construction of the next DT
node.

Further process of constructing a DT consists of se-
quential, iterative division of the learning set into subsets
using the decision rules in the nodes. When a given DT
node is formed, the feature that gives the best partitioning
out of the whole set of features is selected as the partition
feature, providing the maximum entropy reduction of the
resulting subset relative to the parent. The feature can be
either one-dimensional or multidimensional. If the parti-
tion feature is one-dimensional, the partition criterion is a
comparison with a given threshold value. If the partition
feature is multidimensional, the partition criterion belongs
to a hypersphere of a given radius n.

Fig. 1 shows a construction of a tree with multidimen-
sional decision nodes. Fig. 2 shows a construction of a
decision tree which uses a one-dimensional feature and
two features, combined into a single two-dimensional
criterion.

Thus, the method of constructing DT can be formu-
lated as follows:

1. To form a training sample of labeled data <x, y>.

1.3 &

Xe, XEd, XEB, XEB.
28,

6, .
€0; Xe8; KED; XEB;

XEB,

XEB,

2. To divide the source data into clusters using the
DBSCAN algorithm

3. Determine the termination criteria of DT construc-
tion to avoid overlearning.

To do this, we considered the following approaches:

— Early termination — the algorithm will be aborted as
soon as the specified value of a criterion is reached, such
as the percentage of correctly recognized samples. The
advantage of the approach is the reduction of training
time and reduction of variance error, and the disadvantage
is the reduction of the accuracy of DT classification;

— Limiting the tree depth — the establishment of the
maximum number of partitions in the branches, after
which the training stops. This method also leads to a de-
crease in the accuracy of DT classification;

— Establishment of the minimum admissible number
of leaves in a node, which will allow to avoid creation of
trivial splits and, consequently, insignificant rules.

4. Determine the information gain Ii of all one-
dimensional and multidimensional features in relation to
the result value y;. and select the attribute that will be par-
titioned in this node.

XEB, X€8, nEd; X XEd,

XEB,

XEB,

] 1

Figure 1 — Example of constructing a tree with multidimensional decision nodes

I i ‘
.

A<0 Az0

A<

. "8
vt
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! .
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X€0, Xe6,

0 1

Figure 2 — Example of constructing a tree with multidimensional and one-dimensional nodes
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5. Construct the current DT node based on the selected
feature and form leaves with the appropriate set of sam-
ples.

6. Check the defined tree termination criteria. Com-
plete the DT construction procedure if at least one of the
termination criteria meets the requirements, or return to
step 4.

7. If necessary, prune the DT, using the following al-
gorithm:

— Identify two indicators: the relative accuracy of the
model (the ratio of the number of correctly recognized
samples to the total number of samples) and the absolute
error value (the number of incorrectly classified samples);

Remove leaves and nodes from the tree, the cutting of
which will not significantly reduce the accuracy of the
model or increase the error. Cutting branches, carried out
from bottom to top, by successively transforming the
nodes into leaves.

4 EXPERIMENTS
According to the proposed algorithm, the DT is con-
structed (Fig. 3). A comparative analysis of classification

accuracy was performed. The following DT construction
algorithms have been examined as DT-based classifica-
tion methods: Fine Tree, Medium Tree, Coarse Tree.
Classifiers based on support-vector machines (SVM) and
k-nearest neighbors (KNN) were also considered. Table 1
shows a comparative estimate of the classification error in
the training set (Bias) and the test set (Variance).

As can be seen from Table 1, the method of DT con-
struction, which combines the classical model of DT con-
struction and density-based method of spatial clustering,
makes it possible to achieve the accuracy of up to 100%
for the training set, while the classification error on the
test data set does not exceed 9.1%.

The evaluation of the performance of the classifier
based on the proposed method in comparison with previ-
ously known methods is shown in Fig. 4. As can be seen
from the figure, the proposed method leads to an increase
in the efficiency of identification of the state of the CS by
50% compared to the Medium Tree method, which was
shown to be the most efficient in previous studies [23].
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Figure 3 — Decision Tree
Table 1 — Assessment of classification accuracy
Method Bias, % Variance % Method Bias, % Variance %
Fine Tree 0.13 31.97 Fine KNN 0 8.63
Medium Tree 0.13 35.03 Medium KNN 0.03 19.57
Coarse Tree 0.23 46.87 Coarse KNN 0.37 45.7
Decision tree with multi-dimensional 0 91 Cosine KNN 0.1 28.77
nodes
Linear SVM 0.87 33.73 Cubic KNN 0.03 43.73
Quadratic SVM 0.07 48 Weighted KNN 0.03 10.97
Fine Gaussian SVM 0.17 28.87 Subspace Discriminant 347 56.43
Medium Gaussian SVM 0.03 42.1 Subspace KNN 0 10.37
Coarse Gaussian SVM 1.87 43.13
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Figure 4 — Performance of CS state identification

5 RESULTS

The simulation results have shown that the proposed
method makes it possible to reduce the number of branch-
es in the DT, which leads to an increase in the efficiency
of CS state identification by 50%. The use of belonging to
the hyperspheres as a decision criterion makes it possible
to increase the accuracy of identification (and achieve
classification error rates as low as 0% on the training set,
and 9.1% on the test data set) due to the nonlinearity of
the partitioning plane. Furthermore, a larger set of hyper-
parameters allows for a more optimal and flexible fine-
tuning of the classifier. This method is especially effec-
tive when used with source data samples that have high
correlation coefficients, as it combines them into one or
more multidimensional criteria. The disadvantage of this
method is the increase in the training time of the classifier
and a slight increase in the amount of resources needed
for storage of the obtained models.

6 DISCUSSION

A number of limitations in the use of existing methods
have been identified while solving problems related to the
identification and protection of computer systems. Thus,
anomalies caused by intrusions into the CS with
unidentified or fuzzy properties, given the large number
of parameters of the functioning of the CS, can not always
be identified, which leads to increased damage as a result
of cyberattacks.

That is why the conducted research has led us to a
method of CS state identification based on DTs. The con-
ducted experiments have allowed us to assess the accu-
racy and efficiency of the CS state identification, the prac-
tical significance and prospects of further research.

CONCLUSIONS
Hence, the problem of increasing the efficiency and
accuracy of CS state identification is solved in this work.
The scientific novelty of the obtained results is that
for the first time a method of identifying the CS state
based on DTs is proposed, which differs from the known
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methods of DT construction by combining the classical
model of tree construction with the DBSCAN method.

The initial data of the DT are CS performance criteria,
processed by a special algorithm, namely: criteria that are
highly correlated are combined into one or more
multidimensional criteria.

A comparative analysis of the accuracy of the
proposed algorithm for constructing DTs and the
following algorithms: Fine Tree, Medium Tree, Coarse
Tree. In addition, classifiers based on SVM and KNN
methods were studied.

The simulation results showed that the proposed
method makes it possible to reduce the number of
branches in the DT, which leads to an increase in the
efficiency of CS state identification by 50%. The use of
belonging to the hyperspheres as a decision criterion
makes it possible to increase the accuracy of identification
(and achieve classification error rates as low as 0% on the
training set, and 9.1% on the test data set) due to the
nonlinearity of the partition plane. In addition, the
presence of more hyperparameters allows for a more
optimal fine-tuning of the classifier. This method is
especially effective when used with source data samples
that have high correlation coefficients, as it combines
them into one or more multidimensional criteria. The
disadvantage of this method is the increase in training
time of the classifier. The method also requires more
memory.

The practical significance lies in the fact that the
developed method is implemented in software and has
been researched while solving the problem of CS state
identification.

The experiments confirmed the efficiency of the
proposed method, which makes it possible to recommend
it for practical use as a state identification method.

Prospects for further research may consist of devel-
opment of an ensemble of trees with multidimensional
decision nodes.
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AHOTAIIA

AxTyanbHicTh. Po3risHyTO 3a1ady ineHTH(IKALI] cTaHy KOMIT'T0TepHOI crucTeMu. OO0’ €KTOM IOCHTIIKEHHS € mpolec ieHTHi-
Kallii cTaHy KOMI F0TepHOI cucTteMu. [IpeaMeToM TOCTiIKEeHHS € MeTOI1 IOOYI0BH JCPEB pillicHb st ineHTH(iKaii ctany KC

Merta. Po3poOka MeToay noOy10BY AepeB pillieHb s ieHTHiKaLii cTaHy KOMIT IOTepPHOT CHCTEMH.

MeToa. 3anpornoHOBaHO HOBHI METO[ OOY/I0BH JiepeBa PillleHb, IKHH TT0€IHY€E KIACHYHY MOJIEb NOOYI0BHU JiepeBa pillleHb Ta
OCHOBaHHUl Ha MIUIBHOCTI MeToA mpocTopoBoi kinactepusauii (DBSCAN). Pe3ynbraté MoJeniOBaHHS [MOKa3aly, 110 3alpONOHOBA-
HUI METOJ HaZa€ MOMKJIUBICTh 3MECHIINTH KiJIBKICTh PO3Tally’KeHb B IEPEBi pillleHb, IO JO3BOJSE MiIBUIIUTH ONEPATUBHICTD 11CH-
TUdiKalii cTaHy KOMIT IOTepHOI cucTeMU. BUKOpHCTaHHS IPUHANICKHOCTI A0 Tinepcdep y SKOCTI KPUTEPito MPUUHATTS pillleHb, Ha-
JIa€ MOKJIMBICTD IiBUIIUTH TOYHICTH iIeHTH(]IKALIT 32 paXyHOK HETIHIHHOCTI IUTOMIMHI PO3OHUTTS Ta BUKOHATH OUIBII ONTUMAaJIbHE
HaJlalTyBaHHs KiacudikaTtopy. MeTox € ocoOIMBO e(peKTHBHUM 3a HASBHOCTI BUXIIHHMX JAHMX, SKI MarOTh BHUCOKI KOPEISAIiHHI
Koe(iIlieHTH, TaK K MOETHYE iX B OJMH a00 JIeKiIbKa OaraToMipHUX KpuTepiiB. [IpoBeneHo OIiHKy TOYHOCTI Ta OIEpPaTHBHOCTI PO3-
pOOIICHOTO METOTY iCHTH]IKAILIT CTaAHY KOMIT FOTCPHOT CHCTEMH.

PesyabTaTn. Po3pobieHuit MeToa peani3oBaHHil MPOrPaAMHO 1 JOCHTIDKEHUN i 9ac po3B’sI3aHHS 3a1adi iAeHTH]IKaMii cTaHy
(GyHKIIOHYBaHHSI KOMIT FOTEPHOT CHCTEMH.

Bucnosku. [IpoBezeHi eKCIEPUMEHTH MiATBEPMIH MPALE3/IaTHICTh 3alPOIIOHOBAHOTO METO/LY, IO HAJa€ MOXKIIMBICTh pEKOMe-
HIyBaTH WOTO IUIS MPAaKTUYHOTO BUKOPUCTAHHS 3 METOIO MiJBUIICHHS TOYHOCTI ieHTU]IKamii cTaHy KOMIT I0TepHOi cucteMu. [lep-
CTIIEKTUBH MOJANBIINX AOCIIIKEHb MOXKYTh HOJIATaTH B PO3pOO1Ii aHCAMOIIIO JIepEB PillICHb.

KJIIOYOBI CJIOBA: xomr’oTepHa cucTeMa, aHOMaJIbHUH CTaH, ieHTH(]IKaLisg, AepeBo pilleHb, KJIacTepH3allis, alrOPHTM
DBSCAN, rinepcdepa.
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PAZPABOTKA METOJA WAEHTUOUKAINUN COCTOSIHUSI KOMIIBIOTEPHOM CUCTEMBI HA OCHOBE
JEPEBA PEHIEHUY C MHOI'OMEPHBIMH Y3JIAMU

TaBpuaenxo C. FO. — 1-p texn. Hayk, npodeccop, npodeccop kadenps! «BrraucinurenbHas TeXHAKA U IPOrPaMMHUPOBAHUEY,
HanuonanbHelii TeXHUYECKUT yHUBEPCUTET «XapbKOBCKUH MOJUTEXHUYECKUN HHCTUTYT», XapbKOB, YKpauHa.

Yenak B. B. — aciupanT kadenps! «BerauciurenpHas TEXHUKA M IPOrpaMMHUpOBaHne», HannoHanbHBIN TEXHUUECKUIT YHHUBEp-
cuteT «XapbKOBCKUI OJUTEXHUUECKUH HHCTUTYT», XapbKOB, YKpauHa.

Cemenos C. I'. — 1-p TexH. Hayk, npodeccop, 3aBeayrouuii kapeaps! «BerauciurensHas TEXHHKa U IporpaMMupoBanue», Ha-
LMOHAIbHBIN TEXHUUYECKUI YHUBEPCUTET «XapbKOBCKUI MOJIUTEXHUYECKUI HHCTUTYT», XapbKOB, Y KpauHa.

AHHOTADIUSA

AxTyansHOCTb. PaccMoTpena 3aaua MIeHTHOUKAUYE COCTOSHUS KOMIBIOTEPHOU cucTeMbl. OOBEKTOM HCCIIeJOBaHUS SIBIISCT-
Csl IpoLece MACHTH(UKALNH COCTOSHHS KOMIBIOTEPHOU cucTeMbl. [IpenMeroM HccIeqoBaHuUs SBISTIOTCS METOABI HOCTPOCHHS pe-
HICHUI 17151 uaeHTHduKaiuu coctosiHus KC

Iean. Pa3paboTka MeTOa TOCTPOCHUS IEPEBLEB PEILICHUH IS MICHTH(OUKALMH COCTOSHUS KOMITBIOTEPHOI CHCTEMBI.

Mertona. [IpernoxxeH HOBBIM METOA MOCTPOCHUS AE€pPEBA PELIEHUH, COUETAIOIIMN KIACCHYECKYI0 MOZEb TIOCTPOEHUS JIEPEBA pe-
IIEHUH ¥ OCHOBAHHBIM Ha MJIOTHOCTHU MeTOJ npocTpaHcTBeHHOH Kiactepuzaunu (DBSCAN). Pe3dynbraTsl MoneIupoBaHus MOKa3a-
M, 9TO MPEIOKEHHBIH METO]] 03BOJISET YMEHBIINTh KOINYECTBO BETBICHUH B JEPEBE PEIICHUH, ITO MMO3BOJIHUT MOBBICHTH OEpa-
THBHOCTH MJICHTH()UKALUY COCTOSHIS KOMIBIOTEPHON cuCTeMEl. Vcronp30Banne MPUHAATIEKHOCTH K TUIIEpcdepaM B KaueCTBE KPH-
TepHs NPUHATHS PEIICHUH MO3BOJSIET MOBBICUTH TOYHOCTh HACHTU(HKAINHY 3a CIET HENMHEHHOCTH TNIOCKOCTH Pa30UECHUS U BBITIOI-
HUTH OoJlee ONTHMAIbHYIO HACTPOHKY Kilaccudukaropa. Meron ocodeHHO 3¢ (GEKTHBEH MIPU HATMYUN UCXOJHBIX JAHHBIX, MMEIOIIIX
BBEICOKHE KOPPEISAIMOHHBIE KOd()(OUIMEHTB], Tak KaKk 0OBEIUHSICT X B OAWH MM HECKOJIHKO MHOTOMEPHBIX KpuTepHeB. [IpoBenena
OLICHKA TOYHOCTH ¥ OIIEPAaTUBHOCTH pa3pabOTaHHOTO METOAA HACHTU(HUKAIIMN COCTOSHUS KOMITBIOTCPHOH CHCTEMBI.

PesyabTaTn. Pa3paGoTaHHBEI METOJX peajan30BaH B BHUJE NPOTPAMMHOrO OOECIICUEHMS] M WCCIIEIOBAaH NPHU PELICHHH 3aJadu
UICHTH(UKALMN COCTOAHUS (DYHKLIIMOHUPOBAHUS KOMIIBIOTCPHON CHUCTEMBI.

BeiBoabl. IIpoBeieHHBIE SKCIIEPUMEHTHI MOATBEPANIN PabOTOCIOCOOHOCTh MPENIaraéMoro MeTo/a, YTO MO3BOJSIET PEKOMEH-
JI0BaTh €T0 AJISI IPAKTHIECKOTO MCIIOIB30BAHUS C LEIbIO MOBBIMICHNS! TOYHOCTH HIACHTH(HUKAINN COCTOSHHS KOMIBIOTEPHOH CHCTeE-
MBI [lepcrieKTHBEI JambHEHIINX UCCIEIOBAHIA MOTYT COCTOSATh B pa3pabOTKe aHCaMOJIIs IEPEBLEB PEIICHUH.

KJIFOYEBBIE CJIOBA: koMIblOTepHas CHCTEMa, aHOMaJIbHOE COCTOSIHUE, MICHTU(HKALNS, IEPEBO PEIICHHM, KlacTepu3a-
s, anroput™ DBSCAN, runepcdepa.
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