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ABSTRACT

Context. An efficient algorithm has been developed for solving the problem of rational distribution of the power of data trans-
mission channels with fuzzy restrictions on consumption volumes. A standard solution method based on a fuzzy optimization prob-
lem is considered. A constructive variant of finding a solution based on the backtracking method is proposed.

Objective. The goal of the work is to develop an algorithm for solving the problem of rational distribution of the power of data
transmission channels with fuzzy restrictions on consumption volumes based on the backtracking method.

Method. This paper The article proposes a method for solving the problem of rational distribution of the power of data transmis-
sion channels, taking into account fuzzy restrictions on consumption volumes. A feature of such tasks is the inability to meet the
needs of the end user at the expense of the resources of different suppliers. The method of solution based on fuzzy problems of math-
ematical programming is considered. A constructive algorithm for solving the problem based on the backtracking method has been
developed. Computational experiments have been carried out.

Results. The developed method for solving the problem of rational distribution of data transmission channel capacities, taking in-
to account fuzzy restrictions on consumption volumes, made it possible to solve the problem of constructing an optimal configuration
of a three-level information and computer network with a given number of communication servers and taking into account fuzzy
consumption volumes.

Conclusions. Methods for solving the problem with fuzzy restrictions on the consumption volumes of end users are investigated.
A fuzzy optimization problem is formulated, which allows taking into account the interval specified volumes for the connection val-
ues. A variant of solving fuzzy optimization problems in the case of using fuzzy numbers is proposed. A multi-criteria problem of
efficient distribution of communication channel powers with fuzzy restrictions is formulated. A variant of the algorithm with a return
is proposed, which allows solving the obtained problem. The approach is illustrated by a number of numerical examples for the prob-

lem of forming a network structure with a given number of end users and different allowable bandwidths of communication servers.
KEYWORDS: data transfer, power distribution, fuzzy constraints, optimal solution, backtracking algorithm.

ABBREVIATIONS
LP is a linear programming.

NOMENCLATURE
i is an index of information provider;
j 1is an index of communication servers;
k is an index of end users;
N is a number of data transmission channels;
N, is a number of communication servers;

N3 is a number of end users (subscribers);

AT

1
transmission channel of the provider i;

is a value of the maximum bandwidth of the data;

B}r is a value of the maximum bandwidth of the

communication node j;

C; is a minimum value of the & data transmission
channel bandwidth;

Cy is a maximum value of the k data transmission

channel bandwidth;
t is a throughput of the & user station;
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T;
widths of the provider i;
x 1is a solution of LP task;
n is a number of variables;
m 1is a number of constraints;

%4 1s a characteristic function;

is an optimal values of data transmission band-

X 1is an universal set;

Adisa fuzzy set (subset) ;
7y is a membership function of the fuzzy set;

Xx; are the elements of fuzzy mathematical program-
ming task solution;
El- are the fuzzy constraints;
a;; are the fuzzy production coefficients;
Z; is a lower optimal value of LP task;
Z,, 1s a top optimal value of LP task;
L isthe min(Z;,Z,) ;
U isthe max(Z;,Z,);
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ng is a membership function of the fuzzy set of LP

optimal values;
uz are the membership functions of the fuzzy con-

straints;
A is a parameter of Bellman-Zadeh fuzzy solution;

C, are the current values of the throughput of com-

munication channels &;
p an algorithm’s step for multiobjective optimization

problem solving;

* . .
£ (P) is a vector of “ideal assessments”;

G, is a range of acceptable value for the multiobjec-

tive optimization problem solving;
&, 1s a value level of criterion that should be changed;

At is a value for decreasing #;, ;
q is a number of largest (first of N3) values ¢ ;
s is an index of backtracking algorithm step.

INTRODUCTION

The tasks of finding optimal solutions arise in the pro-
cess of development and practical implementation of
methods for effective management of various organiza-
tional, technological and information systems.

An important characteristic of optimization problems
is the desire to find the optimal solution (optimality prin-
ciple). In practice, there are a number of constraints that
do not allow finding such a solution. In these cases, the
question is raised of finding not optimal, but rational
(compromise, effective) solutions that satisfy the problem
statement. It is often necessary to find a compromise be-
tween the effectiveness of solutions and the cost of find-
ing them. Serious difficulties arise when solving optimi-
zation problems under conditions of incomplete informa-
tion, as well as in the case when random or subjective
factors (parameters) play a significant role.

One of the applied problems in which there can be un-
certainty in setting the parameters is the problem of dis-
tributing the limited capacities of data transmission chan-
nels between different nodes of the Internet providers
network. Suppose that there is a local computer network
of an enterprise (organization, educational institution) that
provides users with access to the Internet. User access to
the global network and obtaining the necessary informa-
tion is carried out using several communication servers
located on the territory of the information and computer
center of the enterprise and connected by high-speed ex-
ternal communication channels with Internet providers.
The bandwidth levels of the servers are within the band-
width (bandwidth) of the local network (for example, 1Gb
per second).

It is assumed that the network implements the condi-
tions for efficient channel switching (relative to their
bandwidth), which are provided by programmable net-
work devices (communication servers, routers). The struc-
ture of the network and the information distributed in it in
the general case can be very diverse. In this case, we con-
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sider the problem of distribution of limited capacities with
the following constraints:

— information is distributed from the provider to sub-
scribers (nodes) through switching servers via communi-
cation channels with a bandwidth that takes into account
the specified bandwidth;

— each network subscriber is serviced by one switch-
ing server;

— the throughput of receiving information for switch-
ing nodes and subscribers is limited both from above
(fundamental limitations of the provider’s capabilities)
and from below (the minimum need for subscribers to
receive information).

The problem of determining the bandwidth of an ex-
ternal connection is considered, which makes it possible
to maximize the total bandwidth of user communication
channels by changing the total power of communication
servers, taking into account both the needs and wishes of
subscribers (users) and the capabilities of the information
and computing center.

The object of study is the process of rational distribu-
tion of the power of data transmission channels with
fuzzy restrictions on consumption volumes.

The subject of study is the development of the effi-
cient algorithm for solving the problem of rational distri-
bution of the power of data transmission channels with
fuzzy restrictions on consumption volumes.

The purpose of the work is the research of mathe-
matical models and methods for solving the problem of
rational distribution of the power of data transmission
channels with fuzzy restrictions on consumption volumes
and solving the problem of constructing the optimal con-
figuration of a three-level information and computer net-
work.

1 PROBLEM STATEMENT
An information and computer network is considered,
including N; data transmission channels (global network

providers), N, communication servers and N3 end users

(subscribers). We denote by A4;°

;, i=1LN;, the values of

the maximum bandwidth of the data transmission channel
that provider i, i=1,N;, is able to provide; B}’ s
j =1, N, ,— the value of the maximum bandwidth of the
data transmission channel that the communication node j,

j=LN,, can provide; ; C,:,C,:’, k =1,N5 , — values of
the minimum and maximum bandwidth of the data trans-
mission channel, which must be provided to the sub-

scriber k, k=1,N3; t;, — throughput of the k-th sub-

scriber station, k =1, N3 . Then, assuming that the power

distribution of communication channels satisfies the con-
ditions of additivity and proportionality, we can consider
the problem of distributing a limited homogeneous re-
source (bandwidth of communication channels) with
transport-type constraints in order to find the optimal data
transmission plan. This ensures the effective functioning

123



e-ISSN 1607-3274 PanioenexTpoHika, inpopmaTuka, ynpasminas. 2022. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 2

of the system for providing users with Internet access,
which consists in finding the optimal values of data
transmission bandwidths T; of the i-th information pro-
vider (provider), i =1, N}, and the optimal values of the

bandwidths #; of using local communication channels of

the k-th user, k=1,N3 .
Formally, the statement of problem can be written as

max/?; maxity; ... max/y, , (D
with the following constraints
N3 Ny
DS A
k=1 i=1
4<Bj, j=LN,, k=1Ns;
Cr <t <Cf, k=1N5; )

N, M N;
DBI<Y A<
Jj=1 i=1 k=1

2 REVIEW OF LITERATURE

The solution of the formulated problem was consid-
ered in [1-7] on the basis of solving problems of optimal
resource allocation. The problems of efficient use of a
homogeneous resource were considered using the exam-
ple of time distribution in the form of a classical problem
of distributing resources of a given volume over a set of
categories (works) [8]. The setting of such tasks consists
in finding a cost plan for the available resource (such a
resource is most often considered time) for the execution
of a group of tasks, in which the total (final) use of the
resource is optimal.

In a number of papers [9—-11] to find a solution, an ap-
proach is proposed that uses multi-index problems of the
transport type [11]. In the noted works, meaningful for-
mulations of such applied problems are given and their
mathematical models are constructed.

When solving applied multi-index optimization prob-
lems, special interest is given to formulations related to
the class of problems of integer linear programming [11].
One of the approaches to the development of algorithms
for solving such optimization problems is the use of
streaming methods. Known efficient flow algorithms [12]
make it possible to construct solution methods that have
acceptable estimates of computational complexity com-
pared to estimates of general methods for solving linear
programming problems.

Solutions obtained on the basis of models of three-
index transport problems [10] allow solving the problem
of distribution of a homogeneous resource for cases where
the cost and resource consumption factors are known a
priori.

In [13, 14], a model of a two-level production and
transport problem was considered with a criterion that
takes into account the optimal cost indicators for the pro-
duction and transportation of resources, the volumes of
production and consumption of which are given.
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3 MATERIALS AND METHODS

Let’s assume that the needs of network subscribers to
increase the speed of obtaining one or another amount of
information are known. The wishes (preferences) of sub-
scribers are set regarding a possible increase in consump-
tion volumes (bandwidths) for transmitting information
from the provider to the user node. To implement the
changes, it is necessary to update the capacities of the
switching servers of the network by deploying new, more
powerful computers or by increasing the number of exist-
ing servers. In other words, it is necessary to conduct a
study on updating the resources of the server park of the
information and computing center, which makes it possi-
ble to increase the total bandwidth of a group of switching
servers. At the same time, the value of the total capacity
of servers, both in the case of an increase in the capacity
of the existing fleet of computers, and in the case of an
increase in the number of servers, is assumed to be the
same.

If the values of consumption parameters are random
variables with known distribution functions, then it can be
solved by stochastic programming methods. However, in
practice these parameters are often unknown and only the
range of possible values can be determined for them. A
problem of this type can be called a problem with multi-
ple values of the coefficients. Within the framework of
this problem, it makes no sense to talk about maximizing
the objective function, since the values of this function are
not numbers, but sets of numbers. In this case, it is neces-
sary to find out what preference relation this function
generates on the set of alternatives, and then determine
which products should be considered rational in the sense
of this preference relation.

The next step on the way of detailing and refining the
model considered here is the description of the problem
parameters in the form of fuzzy sets (numbers) [15]. Ad-
ditional information is introduced into the model in the
form of a membership function of these fuzzy sets. These
functions can be considered as a way for an expert to ap-
proximate his unformalized idea of the real value of a
given parameter. Membership function values are the
weights that experts assign to the various possible values
of this parameter.

Fuzzy sets are a mathematical model of object classes
with fuzzy or blurry boundaries. In other words, an ele-
ment can have some degree of membership in the set, and
it is intermediate between full membership and complete
non-membership.

Traditional (ordinary) set theory can be viewed as a
special case of fuzzy set theory. An ordinary subset 4 of
a set X can be represented as a fuzzy set, which is given
by the characteristic function y4:X — {0,1}

0: xgAd,

XA(X):{I: xeA.

In accordance with the idea of Zadeh [15], a fuzzy
subset of a given universal set X is formulated as follows.
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Definition 1. A fuzzy subset 4 of the universal set
X, is a collection of pairs Z:{(uz(x),x)}, where

n7(x): X —>[0,]] is the mapping of the set X into the
unit segment [0,1], which is called the membership func-
tion of the fuzzy set.

The value of the membership function p(x) for an
element x e X is called the degree of membership. The
interpretation of the degree of membership p(x) is a
subjective measure of how much an element x€ X cor-
responds to a concept, the meaning of which is formalized
by a fuzzy set A.

Let X =R' is a universal set.

Definition 2. [16] A fuzzy triangular number (triplet)
A is an ordered triplet of numbers (a, b, ¢), a<b<c,
defining a membership function p(x) of the form

xX—a

H;(x)=ms x€la,b];
c—x

c—b

ny(x)=0, x¢la,c].

py(x)= , xe[b,c]; 3)

A fuzzy triangular number of the form (a, b, b), called
a left fuzzy triangular number, is determined by the mem-
bership function of the form

Hy(x)=0, x<a;

ni(=3—". xela.b]: @

wy()=1, x>b,

and the fuzzy triangular number of the form (b, b, c),
called the right fuzzy triangular number, is the member-

ship function x € R"
py(x)=1, x<b;

)

cC—X
) =T b, ;
ni == relbe]

py(x)=0, x>c.

After such clarification, we can proceed to the next
statement of the problem of fuzzy mathematical pro-
gramming [17]. A linear view model is specified

(6)

n
ZC.]‘XJ‘ — max,
J=1

in which the values of the coefficients ¢;, j=1,n, are

j 2
given fuzzy in the form of fuzzy sets of given universal
sets. In addition, there are constraints
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ayxj Sbl', i=l,m, )CjZO, j=l,l’l,

M=

O]

1

J

and the values of the coefficients a b, i=lm,

l'j s
j= I,_n, are also described in the form of the correspond-
ing fuzzy sets. It is required to make a rational choice of a

solution x e R", that, in a certain sense, maximizes the
given fuzzy linear form (6).

We call such a statement of the fuzzy optimization
problem a linear programming problem with fuzzy pa-
rameters. One of its variants is a problem with fuzzy re-
source constraints on the right side.

Consider a LP problem with a given goal function

n

max 3 c;x; ®)
X ]:1
and fuzzy constraints on resources of the form
n ~ —
Zaijxj Sbi,i=1,m, (9)
j=1

x>0;xeR",

where the right parts of constraints (9) are given as fuzzy
right triangular numbers with corresponding membership
functions of the form (3). Here, the allowable deviations
determine the values of the boundary changes of the mod-
el resources.

This formulation does not restrict the general form of
optimization problems with fuzzy constraints [18,19].
Indeed, one can consider a linear programming problem
with fuzzy resources in the form of an optimization prob-
lem for the goal function (8) in the presence of a system
of mixed constraints

~.
Il

where the right parts of the first m; constraints are given
by left fuzzy triangular numbers g, =(b; —bl-o,b,-,bl-),
bio 20,i= % , the right parts of the next group of con-
straints are given by right fuzzy triangular numbers
by =(b;,b;,b; +bY), b0 >0, i=m; +1,m, , and the right
parts of the last m—m, constraints are given by fuzzy
triangular numbers I;,:(b,- —bl»l,b,-,bi +b]), with allow-

able deviations 0<b! <b;, b >0, i=my +1,m.
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This LP model can be rewritten in the form (7)—(8) by
replacing the first m; conditions with the next constraints
n - N
Z(—au)xl < _bi . i= l,ml , and
j=1

b; = (~b;,~b;,~b; +b?)

the last m—m, conditions — with a system of constraints

3 ay)x; <=b; , by=(=b;~b;~b; +b]); Za,]xjsb
jl

=(b;,b

i,bi,b; +b]); i=my+1,m. Thus, we can assume
that the general form of a linear programming problem
with fuzzy resource constraints on the right side is given
by model (8)—(9).

The optimization problem under consideration can be
solved as a parametric linear programming problem [20].
This method is universal, not always taking into account
the specifics of the task.

We use an approach based on the defuzzification of
problem (8)—(9). To do this, we calculate the optimal val-

ues of the levels of the objective function Z; and Z, by
solving two LP problems:

n

Z;=max ».c;x;, (10)
X0
$ 1 n
Dagx;<b;, i=lm, x>0;xeR", (11)
J=1
And
n
Z,=max ».c;x; (12)
* A
Za,,x]_b +b), i=Lm, x>0;xeR". (13)

Let be L=min(Z;,Z,),U =max(Z;,Z,). The fuzzy

set of optimal values of problem (8)—(9) specified in R"

(we denote it by G) is described by the membership
function of the form

0, Zcx <L,

s (x)= ~L)/(U-L),L< chx

Ser,
Zc X >U,

7 (14)
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and the fuzzy sets of each constraint (we denote them by
F,

v, i=1 m) from (9) are determined by the membership

functions

n

Z all.x] < bl .
j:

n
Z, ,b<Za,x_,
/J yrJ

ﬂﬁ[(X)— 2 (15)

0, Za,]x]>b +b7,

i=1lm.

Based on the definition of the Bellman-Zadeh fuzzy
solution [21], the fuzzy linear programming problem (8)—
(9) can be written in the form of an optimization problem
of the following form: find the value of the parameter
Lel0,1] thatis the solution of the LP problem

max A.

. (16)
in the presence of constraints
ne(x) 24,
Mz (022, i=lm. a7
x20.

Substituting (14) and (15) into (17), we write the final
form of the optimization problem

max A
X

MU-L)- ZCx +L<0,
Jj=1

(18)

za,]xjsb +b) =MbY, i=1,m,

xZ0,0SXSl.

This problem is a classical linear programming prob-
lem, for finding solutions to which any variant of the sim-
plex method can be applied.

Let us assume that in the formulation of the problem
of distributing the power of data transmission channels,
the current values of the throughput of communication

channels of each subscriber k, C; ,k=1,N3, are known,

and the values of C,;r , k=1,N3, determine the values of

the bandwidths that are planned by users as a result of
updating communication equipment. Obviously, it is pos-
sible to fully satisfy the expansion of the bandwidth of
subscriber channels only wunder the condition

N, A
D Bi=>Cf.
j=1 k=1

Formally, the statement of problem can be written as
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max/y; maxty ;... maxty, , (19)
with the following constraints
t €supp 4 =[Cy,Ci 1, k=1,N3;
N N,
z tk S z Ai+’
k=1 i=1

N2 Nl N3

+ + +
DB <Y A <YL
Jj=1 i=1 k=1

We will assume that the capacities of communication

channels available to wusers satisfy the conditions
Ny N, M
DC <Y1, <> 4", and the values of the possible

k=1 k=1 i=1
expansion of the channel capacity are determined by
right-hand fuzzy triangular numbers in the form

(Cy.C k,C,:r ), k=1L N3, with linear membership func-

tions (5).

This problem is a multiobjective optimization prob-
lem. To solve it, methods are used that allow finding a
compromise (effective) solution by reducing the problem
to a single-criterion one in the form of a convolution of
criteria or to a sequence of single-criteria optimization
problems [22]. In the case of fuzzy constraints, each such
problem can be reduced to an optimization problem of the
form (17), (18) with subsequent solution by the method
proposed above.

Taking into account the specifics of the obtained prob-
lem, the most rational method is the sequential introduc-
tion of constraints [22]. A characteristic feature of this
method, which makes it possible to use it to find an effec-
tive solution, is the sequential (at each step) introduction
of constraints on the width of the communication channel,
at which unsatisfactory values of the criteria are achieved.

Following the search methodology, at each algo-
rithm’s step p=12,.., an “ideal assessment”

p) P ) *(p) _ :
t ("1, ,...,tN3 ), p=12,.., is formed,

where t;:(p ), k :m, are the optimal values of each of
the criteria (19) maxt;, k:m, on a given range of
acceptable values G, Gy ={f; = Cyl sk :m}, Gy =
={ty € Gk =L Ny |t; 2 &}, se{l2,..,N3} is the

number of the criterion, the value of which is the least
consistent with the compromise solution. It is clarified to
what level &, the value of this criterion should be

changed, and a search for a new solution is performed,
taking into account the additional constraint.

This method allows solving the problem of efficient
distribution of channel capacities, taking into account
fuzzy constraints on consumption volumes, however, to
use it at each step, it is necessary to evaluate the compli-
ance of the current solution with a certain “ideal” solu-
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tion, which, as a rule, is formed with the participation of
an expert. In addition, the solution procedure turns out to
be cumbersome, leading to the multiple solution of opti-
mization problems of the form (10)—(13) and the con-
struction of a Bellman-Zade fuzzy solution (18).

Additionally it is easy to formalize this process by ap-
plying the back tracking solution search procedure [23].

From the condition of the problem of optimizing the
distribution of channel powers, taking into account fuzzy
constraints on consumption volumes (19)—(20), it follows
that

N, N, N,

PACEDWHEDINE 1)
k=1 j=1 k=1

Obviously, in this case, it is impossible to allocate the
maximum expected power of communication channels to
all subscribers. We will look for a solution on rational
distribution based on the scheme of the back tracking al-
gorithm.

Algorithm.

Step 0. Without loss of generality, we will assume that
the order of users is ordered in non-increasing order of the
planned capacities of communication channels. We put

the required values in the initial solution ¢, =C},
k=1,N5.
Step s=1,2,... We check the fulfillment of condition
N 3 N 2
+
DD B.
k=1 j=I
If inequality (22) is satisfied, the algorithm terminates,

otherwise:
a) determine the g, g <[l, N3], largest (first of N3)

(22)

values #;, k=1,N5.
b) decrease the values ¢, k:E, by Ar>0:
=ty —At, k=1,q.

Obviously, the total demand in this case decreases.
Change s = s +1 and move on to the next step.

4 EXPERIMENTS

The algorithm proposed above for finding a solution
in the problem of rational distribution of the power of
communication channels, taking into account fuzzy con-
straints on consumption volumes (19)—(20), was used to
calculate the values of throughput resources in a network
with 1 Internet provider, 2 (3, 4) routers (communication
servers ) and 17 end users (collective subscribers).

The bandwidth of user connections to communication
servers was initially 350, 250, 250, 245, 180, 180, 165,
165, 160, 145, 140, 140, 140, 120, 110, 80, 80 Mb/s (total
capacity 2900 Mb/s). In order to expand consumer traffic,
it is proposed to upgrade equipment in the form of a pos-
sible increase in the number of servers or/and increase
their capacity. The bandwidth of the communication
channel with the provider remains constant and equals 10
Gb/s. The total throughput capacity of communication
servers after the upgrade is planned to be 3 Gb/s.
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To determine the rational distribution of the size of
communication channels, consumers were asked to de-
termine the required size of connections to communica-
tion servers. Based on the given amount of traffic, it was
planned to use 2, 3 or 4 servers with a total capacity of 3
Gb/s.

Computational experiments on the efficient distribu-
tion of the power of communication channels were carried
out using the above algorithm for the classical solution of
optimization problems with fuzzy constraints on con-
sumption levels (fuzzy approach) and the algorithm using
the backtracking approach. In the latter case, both a con-
sistent uniform decrease in consumer requests by the
value Afr>0 (appl) and a proportional decrease in the
values of requests were applied, taking into account the
required volumes of traffic increase (app2).

5 RESULTS

The results of the numerical experiments performed

are shown in Table 1.

As follows from the results obtained, the application
of the proposed algorithm made it possible to obtain the
most efficient (close to optimal) solutions in the consid-
ered distribution problem for a configuration with two
communication servers with a maximum bandwidth of
1500 Mb/s. The best solution to the problem using the
method of efficient channel power distribution, taking
into account fuzzy constraints, was obtained for the con-
nection option with 3 routers. At the same time, it slightly
differs from the solution with two servers, which suggests
that the best option in the considered distribution problem
is the variant with two communication servers. It should
also be noted that the solution based on the algorithm
using the return scheme does not require significant com-
putational resources, which allows us to speak about the
constructiveness of the method. The resulting solution
was used as the basis for the technical modernization of
equipment to ensure the operation of network subscribers.

Table 1 — The results of numerical experiments on the efficient distribution of the power of communication channels

Consumers
pl ‘ p2 ‘ p3 ‘ p4 ‘ pS | p6 | p7 | p8 ‘ p9 ‘ pl0 ‘ pll ‘ pl2 ‘ pl3 | pl4 ‘ pls ‘ pl6 ‘ pl7 ‘ Sum
Init Power, M6/c (Max Sum Power=2900 M6/c)
350 ‘ 250 ‘ 250 ‘ 245 ‘ 180 | 180 | 165 | 165 ‘ 160 ‘ 145 ‘ 140 ‘ 140 ‘ 140 | 120 ‘ 110 ‘ 80 ‘ 80 ‘ 2900
Plan Power, M6/c (Max Sum Power=3000 M6/c )
370 ‘ 275 ‘ 275 ‘ 260 ‘ 195 | 185 | 180 | 175 ‘ 165 ‘ 155 ‘ 150 ‘ 150 ‘ 145 | 125 ‘ 115 ‘ 90 ‘ 90 ‘ 3100
Results for K communication servers, Mo6/c
Upprouch: appl
CommunicationPower X K=1500X 2
363 ‘ 268 ‘ 268 ‘ 253 ‘ 188 | 183 | 173 | 168 ‘ 158 ‘ 148 ‘ 143 ‘ 143 ‘ 138 | 118 ‘ 108 ‘ 85 ‘ 90 ‘ 2995
CommunicationPower X K=1000X 3
359 ‘ 264 ‘ 264 ‘ 249 ‘ 184 | 179 | 169 | 164 ‘ 154 ‘ 144 ‘ 139 ‘ 139 ‘ 134 | 114 ‘ 105 ‘ 83 ‘ 90 ‘ 2934
CommunicationPower X K=750X 4
357 ‘ 262 ‘ 262 ‘ 247 ‘ 182 | 177 | 167 | 162 ‘ 152 ‘ 142 ‘ 137 ‘ 137 ‘ 132 | 112 ‘ 107 ‘ 89 ‘ 90 ‘ 2914
Upprouch: app2
CommunicationPower X K=1500X 2
354 ‘ 254 ‘ 254 ‘ 254 ‘ 184 | 184 | 174 | 169 ‘ 164 ‘ 149 ‘ 149 ‘ 149 ‘ 144 | 124 ‘ 114 ‘ 89 ‘ 90 ‘ 2999
CommunicationPower X K=1000X 3
352 ‘ 252 ‘ 252 ‘ 252 ‘ 182 | 182 | 172 | 167 ‘ 162 ‘ 147 ‘ 147 ‘ 147 ‘ 142 | 122 ‘ 112 ‘ 87 ‘ 90 ‘ 2967
CommunicationPower X K=750X 4
350 ‘ 250 ‘ 250 ‘ 250 ‘ 180 | 180 | 170 | 165 ‘ 160 ‘ 145 ‘ 145 ‘ 145 ‘ 140 | 120 ‘ 110 ‘ 85 ‘ 90 ‘ 2935
pprouch.: fuzzy
CommunicationPower X K=1500X 2
361 ‘ 266 ‘ 266 ‘ 251 ‘ 186 | 181 | 171 | 166 ‘ 160 ‘ 150 ‘ 146 ‘ 144 ‘ 141 | 121 ‘ 110 ‘ 83 ‘ 82 ‘ 2985
CommunicationPower X K=1000X 3
362 ‘ 267 ‘ 267 ‘ 252 ‘ 187 | 182 | 173 | 167 ‘ 160 ‘ 150 ‘ 147 ‘ 142 ‘ 140 | 120 ‘ 110 ‘ 82 ‘ 81 ‘ 2989
CommunicationPower X K=750X 4
355 ‘ 260 ‘ 260 ‘ 245 ‘ 180 | 175 | 165 | 160 150 150 ‘ 145 ‘ 140 ‘ 135 | 118 ‘ 108 ‘ 79 ‘ 75 ‘ 2900
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6 DISCUSSION

Several remarks should be noted. First, the amount Af
of change in the power of communication channels in the
backtracking algorithm, which is set at the beginning of
the work, depends on the values of the optimized data
transfer volumes and affects the rate of convergence of
the algorithm. The choice of small values At leads to a
more accurate rational distribution of powers, but slows
down convergence. Otherwise, for large values Af, the
solution is reached faster, but its quality in terms of the
obtained volumes, as a rule, turns out to be lower.In addi-
tion, in the proposed version of the algorithm, a rational
solution is sought at the expense of the most demanding
subscribers in terms of volume. Obviously, the search
procedure can be restructured to use other similar princi-
ples or to evenly distribute the redundancy of the total
traffic request among all network users.

CONCLUSIONS

The problem of optimal power distribution of com-
munication channels in information-computer networks
with a three-level architecture is considered. Approaches
for its solution are studied, the problem statement with
fuzzy constraints on the consumption volumes of end
users is considered. A fuzzy optimization problem is for-
mulated, which allows taking into account the interval
specified volumes for the connection values. A variant of
solving fuzzy optimization problems in the case of using
fuzzy numbers is proposed. A multi-objective problem of
efficient power distribution of communication channels
with fuzzy constraints is formulated. A variant of the al-
gorithm with a return is proposed, which allows solving
the obtained problem. The approach is illustrated by a
number of numerical examples of a problem with a given
number of end users and different allowable bandwidths
of communication servers.

The results obtained were analyzed, which made it
possible to make a decision on the method of upgrading
the communication equipment. The proposed approach
based on the method using the return scheme turned out to
be a constructive way to solve the problem considered in
the article.
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YK 519.87:004.02
E®EKTUBHU METO/I PO3BSI3AHHS 3AJTAYT PO3IIOILTY MMOTY KHOCTEN KAHAJIIB
3 YPAXYBAHHSIM HEUITKUX OBMEKEHBb HA OBCSATY CIIO’)KUBAHHS

IBoxin €. B. — 1-p di3.-mar. Hayk, npodecop, npodecop kadeapu cCUCTEMHOT0 aHali3y Ta Teopil NPUHHSTTS pinieHb KuiBcbkoro
HAIlOHATBHOTO yHiBepcuTeTy iMeHi Tapaca IlleBuenka, KuiB, Ykpaina.

Amxyoeii JI. T. — xann. ¢i3.-MaT. HayK, IOLEHT, JOICHT Kadeapu oOUYHCIIOBaIbHOI MareMaTukd KHiBCHKOTO HaliOHAJIBHOTO
yHiBepcutety imMeHi Tapaca IlleBuenxa, Kui, Ykpaina.

T'aBpuaenxo B. B. — n1-p. di3.-mar. Hayk, npodecop, npodecop kadenpu iHpopmaniiiHux cucteM i TexHoioriit HarionansHoro
TpaHCIIOpTHOTO yHiBepcuteTy, KuiB, Ykpaina.

Pynoman H. B. — crapumii Bukitagau kadenpy iHpopMaLiiiHUX cUCTeM i TexHoJorii HalioHansHOro TpaHCIIOPTHOTO YHIBEPCH-
tety, Kui, Ykpaina.

AHOTAULIA

AKTyaJbHicTh. BaXINBOIO XapaKTEPUCTUKOIO 3a/1a4 ONTHMi3alii (yHKIIOHYBaHHS Ta YHPABIiHHS PI3HAMHU TEXHOJIOTIYHIMH Ta
iHpOPMaIIfHUMH CHCTEMaMHt € HaMaraHHs 3HalTH ONTUMAaJbHUN po3B’a30K. Ha mpakTuili icHye HU3bKa OOMEXEHb, 10 OB’ s3aHa 3
HEBU3HAUYCHICTIO IAPAMETPIB i siKa He J03BOJISE 3HANTH TAKUI PO3B’A30K. Y LHX BHIIAJKAX CTABUTHCS MUTAHHS PO 3HAXO/UKCHHS HE
OINTUMAJIbHUX, & PalliOHATBHUX PO3B’SA3KIB, 10 330BOJBHSAIOTH IOCTAHOBLI 3aa4i. OHI€I0 3 NPUKIIAJHUX 3a]1a4, B SIKHX MOXE BH-
HUKAaTH HEBH3HAUCHICTh IIAPaMETPIB, € 3a/1aua PO3HOALTy 0OMEXKEHHX MMOTYKHOCTEH KaHAJIB repeiadi JaHuX MK pi3HUMH By3J1aMU
Mepexi.

isb. MeTa poGoTH — pO3pOOUTH AITOPUTM PO3B’sI3aHHS 33/1a4i paliOHATIBLHOTO PO3MOALTY MOTYKHOCTI KaHANIIB Mepe/iadi JaHuX
3 HEYITKUMU OOMEKESHHSIMH Ha 00CSATH CIIO)KUBAHHS HA OCHOBI METOY OCKTPEKIiHTY.

Meton. Y cTarTi HpOMOHYETHCSI METOA PO3B’SI3aHHA 3a7adi palioHaJbHOTO PO3MOLTY MOTYKHOCTI KaHAIIIB Mepenadi JaHuX 3
ypaxyBaHHSAM HEYITKUX OOMekeHb Ha oOcsarm cnoxuBaHHS. OCOONMBICTIO TaKMX 3aBJaHb € HEMOJIIUBICTH 3aJ0BOJICHHS HOTpPeO
KIiHIIEBOTO KOPUCTYBaya 3 JOIIOMOTOI0 PECYPCIB Pi3HUX ITOCTaYaIbHUKIB. PO3IIISIHYTO METOX pO3B’sI3aHHSI HA OCHOBI HEWITKHX 3a1a4
MaTEeMaTHIHOTO IIPOrpaMyBaHHs. Po3po0iIeHO KOHCTPYKTUBHUIT alNrOpUTM PO3B’s3aHHS 3a/]adi HA OCHOBI METO/y IOIIYKY i3 ITOBEp-
HeHHsIM. [IpoBenieHO 00UHCITIOBAIbHI EKCIIEPUMEHTH.

PesyabraTn. Po3pobiennii MeTo BUpILIEHHS 3a/1adi palioOHaIbHOTO PO3MOJUTY MOTY)KHOCTEH KaHAJiB Iepejadi JaHuX 3 ypaxy-
BaHHSIM HEUITKMX OOMEXEeHb Ha OOCSIH CIIOKMBAHHS JO3BOJIMB PO3’s3aTH 33jauy MOOYIOBH ONTHUMaibHOI KOHQIrypauil TpHpiBHEBOT
iH(popMaifHO-00YHCITIOBAIIBHOI MEPEXKIi 13 3aJaHKM YUCIIOM CEPBEPIB 3B’ 3Ky Ta 3 YpaXyBaHHSAM HEUITKUX OOCSATIB CIIOKHUBAHHSI.

BuchHoBku. JlocnimkeHo cmocodu po3B’si3aHHs 3a/adi 3 HEUITKIMH 0OMEKEHHSIMH Ha OOCATH CIIOKUBAHHS KiHIIEBHX CIIO)KHBA-
yiB. CopMyITbOBaHO HEUITKY 3a/a4y ONTHMi3allii, IO J03BOJISE BPaXOBYBAaTH IHTEPBAIBHO 3aaHi BEIMYHHH MiAKIIOYEHb. 3ampo-
MTOHOBAHO BapiaHT PO3B’s3aHHS HEUITKUX ONTHMI3aIliifHUX 3a[a4 y BHUIAIKy BUKOPHCTaHHS HediTKuX uncen. ChopMmynsoBaHO Oara-
TOKpHTEpialbHy 3a1ady e(eKTHBHOTO pO3NOAITY HOTY>KHOCTEH KaHANIB 3B’53Ky 3 HEWITKIMHU OOMEKCHHSIMH. 3allpoIIOHOBAHO Bapi-
aHT AITOPUTMY 3 IOBEPHEHHSM, IO JO3BOJISIE PO3B’S3aTH OTPHMaHy 3ajgady. Iliaxix MpoiTrocTpOBaHO pe3yNbTaTaMH YHCETEHHX
PO3paxyHKiB Julsl MPUKJIAIHOT 3a1a4i GopMyBaHHS CTPYKTYPH MEpeXi 3 3aJJaHOI0 KiJIBKICTIO KiHIIEBUX KOPUCTYBAdiB i Pi3HUMH JI0-
MyCTHUMHMMH 00CSATaMH TPOITyCKHUX 31aTHOCTEH KOMYHIKalliifHUX cepBepiB.

KJIFOUYOBI CJIOBA: nepenaua AaHHX, PO3IOALT MOTYXKHOCTI, HEUITKI 0OMEKEHHs, ONTUMAIbHUI PO3B’SI30K, aIlTOPUTM 3 MO-
BCPHEHHSIM.

YK 519.87:004.02
3®PEKTUBHBIN METO/ PEIIEHUS 3AIAYA PACITPEJIEJEHUS MOIIIHOCTEM KAHAJIOB
C YYETOM HEUYETKHUX OT PAHUYEHUI1 HA OB bEMBbI IOTPEBJIEHUS

HUBoxun E. B. — n1-p ¢us.-mar. Hayk, npodeccop, npodeccop kadenpbl CHCTEMHOTO aHAIM3a M TEOPHU NPUHATHS PEIICHUH
Kuesckoro HanmoHansHOro yHusepcurera uMeHu Tapaca IlleBuenko, Kues, Ykpauna.

Amky6eii JI. T. — xana. ¢uz.-MaT. HayK, JOLEHT, TOLUCHT Kadenphl BHIYMCIUTEIBHON MaTeMaTHKH KHeBCKOro HaloHaIbEHOTO
yHuBepcutera umeHu Tapaca IlleBuenko, Kues, Ykpanna.

I'aBpuiienko B. B. — 1-p. ¢u3.-mat. Hayk, npodeccop, npodeccop kadeaps HHGOPMAIIMOHHBIX CHCTEM U TexHonoruit Harwo-
HaJbHOT'O TPAHCIIOPTHOTO yHUBepcuTeTa, Kues, Ykpauna.

Pynoman H. B. — crapmmii npenogaBatens kadeapsl HHPOPMAIIMOHHBIX CHCTEM U TeXHOJOrHi HamoHaIsHOTO TPaHCHOPTHOTO
yHuBepcutera, Kues, Ykpauna.

AHHOTADNUA

AKTyalbHOCTb. BakHOH XapakTepuCTHKOHN 3a4ad ONTHUMHU3aLUK (YHKIMOHHPOBAHUS U YIPABICHHS Pa3INYHBIMU CHCTEMaMH
ABJISIETCS. CTpEMJIEHUE HAaWTU ONTUMalbHOE pelieHue. Ha mpakTuke cyliecTBYeT psl OrpaHUYEHHH, CBSI3aHHAs C HEOINPEJENICHHO-
CTBIO IIApaMeTPOB, KOTOpasi He MO3BOJIAET HAlTU Takoe pelleHue. B 3THX ciydasx CTaBUTCS BOIPOC O HAXOXKAECHHM HE ONTHMalb-
HBIX, @ PAllHOHANBHBIX PEIICHUH, yIOBIETBOPSIONIMX MOCTAHOBKE 3a1aul. ONHON U3 NMPUKIAAHBIX 337a4, B KOTOPBIX MOXKET BO3HHU-
KaTb HEOINPE/ICICHHOCTh B 3aJJaHUM MapaMeTPoB, SBISETCS 3a7ada paclpeiesieHns] OrpaHUYEeHHBIX MOIIHOCTEH KaHaJIoB Mepetaun
JAHHBIX MKy Pa3IUYHBIMA y3JIaMH CETH.
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Heas. Lens paboThl — pa3paboTaTh adrOPUTM PEUICHHUS 33Jadll PAlIOHAIBHOTO PACIIPEICIICHIS MOIIIHOCTH KaHAJIOB Iepeaadn
JTAHHBIX C HCYCTKUMH OTPaHHMUYCHUSAMHE Ha 00BEMbI IOTPEOJICHUS Ha OCHOBE METO/Ia OIKTPEKUHTa.

Metoa. B craThe npeasiaraercss METO pelICHHUs 3a1a4i PallMOHAIILHOTO pacipe/iesieHUs] MOUTHOCTH KaHAJIOB Nepeauu JaHHbIX
C Y4eTOM HEYeTKHX OTpaHHYeHHH Ha 00beMbl noTpedneHus. OcOOCHHOCTRIO TaKUX 3a/1a4 SBISETCS HEBO3MOXHOCTh YIOBIETBOPE-
HUSI TOTpeOHOCTEH KOHEUHOTo MOJb30BaTeNsd 33 CUET PECYpCOB pa3HBIX MOCTABIIMKOB. PaccMOTpeH MeTox pelieHnsl Ha OCHOBE He-
YEeTKHX 33724 MaTeMaTH4eCcKOro MporpaMMHUpoBaHus. Pa3paboTaH KOHCTPYKTHBHBIN aJrOPUTM PELICHHUS 3aadl Ha OCHOBE METOHa
MOMCKa ¢ BO3BpaToM. [IpoBeIeHbI BEIYMCIUTENBEHBIC SKCIEPUMEHTHI.

Pe3yabTatel. Pa3zpaboTaHHbIil METO]| pEICHHS 3a]a9l PAI[HOHATBHOTO paclpe/elIiCHNs] MOIIHOCTEH KaHAIOB Tepeadu JaHHBIX
C YYETOM HEUYETKHX OTpaHHYCHUI Ha 00BEMBI MOTPEOJICHHS MO3BOJIMII PEIIUThH 3a7ady MOCTPOCHUS ONTUMAIBHON KOHQUTYpanuu
TPEXypOBHEBOI MHOOPMAIMOHHO-BHIYUCIUTEIBHOM CETH C 33JaHHBIM YHCJIOM CEPBEPOB CBA3U M C YYETOM HEUCTKHX OOBEMOB ITO-
TpeOneHusI.

BriBoabl. VccnenoBansl criocoObl pelIeHus 3a1a41 ¢ HEUeTKUMU OTPaHMYCHUAMH Ha 00BEMbI TOTPEOICHHS KOHEUHBIX MOJIb30-
Bareneit. ChopMynupoBaHa HeueTKas 3aa4a ONTHMHU3ALHS, IO3BOJISIOIIAs YUUTHIBATh HHTEPBAILHO 33aaHHbIC 00bEMbl Ha BEJIUYH-
HBI TOAKIIOUeHNH. [IpemnoskeH BapuaHT pelIcHNUs] HEYETKUX ONTUMH3ALUOHHBIX 33/1a4 B CIy4ae MCIOJIB30BAHUS HEYETKUX YHCEI.
ChopmynupoBaHa MHOTOKpUTEpHaIbHAS 3a1a4a 3()(HEKTHBHOTO pacHpeaeIeHIsI MOITHOCTEH KaHAJIOB CBSA3U C HEUETKHMHU OTPaHHU-
yeHusIMH. [Ipensioxken BapuaHT aaropurMa ¢ BO3BpaToM, MO3BOJISIIOIIUN PELIUTh MOIY4YeHHY0 3a1a4dy. [1oaxo1 mponuIocTpupoBaH
PAZIOM YHCIIOBBIX IPUMEPOB IS 33129l (QOPMHUPOBaHHS CTPYKTYPBI CETH C 3aIaHHBIM YHCJIOM KOHEYHBIX MOJIb30BATEICH U pa3HBIMH
JIOITYy CTUMBIMH 00bEMaMH MPOMYCKHBIX CIIOCOOHOCTEH KOMMYHHUKAI[IOHHBIX CEPBEPOB.

KJIFOUEBBIE CJIOBA: nepenaua AaHHBIX, pacrpezesieHHe MOIHOCTH, HEYETKHE OrPaHUYCHHUsI, ONITUMAIILHOE PELIeHHE, all-
TOPUTM C BO3BPATOM.
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ABSTRACT

Context. High level of industrial noise increases the loss of information frames during transmission, which in turn decreases the
network throughput. We propose a mathematical model of IEEE 802.11 networks operation under conditions of increased interfer-
ence intensity.

Objective. The purpose of this paper is to express in an explicit analytical form the effect of bit error rate (BER) on the probabil-
ity of frame transmission and the network throughput.

Method. We have proposed the method for constructing a model that allows you to directly calculate the dependence of the
frame transmission probability on the number of stations operating in saturation mode, which is convenient for engineering calcula-
tions. The values of the model coefficients were selected by comparing the calculation results with the results obtained using the
known Bianchi model, which describes the network operation in the form of a Markov process. In the range of up to 23 stations
working with one access point, which corresponds to a collision probability of up to 0.5, the indicated dependences for both models
satisfy each other with an accuracy sufficient for the practical application. An expression for the network throughput has been de-
fined.

Results. The results of the model development were used to take into account the effect of interference intensity on the informa-
tion transfer process. This made it possible to explicitly express the effect of BER on the probability of frame transmission and the
network throughput in the case of variations in the length of the frames and with a different number of competing stations. The de-
gree of throughput reduction has been determined for BER = 107, 5-107, 10~ and increasing value of minimum contention window.

Conclusions. In this work, a mathematical model has been developed for direct calculation of the probability of frame transmis-
sion and network throughput at different levels of BER.

KEYWORDS: IEEE 802.11 networks, mathematical model, frame, transmission probability, collision, throughput, interference

intensity.

ABBREVIATIONS

BER is a bit error rate;

CSMA/CA is a Carrier Sense Multiple Access with
Collision Avoidance;

DCEF is a Distributed Coordination Function;

FER is a frame error rate;

OFDM is an Orthogonal Frequency-Division Multi-
plexing;

WLAN is a Wireless Local Area Network.

QAM is Quadrature Amplitude Nodulation.

NOMENCLATURE

ACK is a frame acknowledgment;

DIFS is an interframe space;

SIFS is an short interframe space;

E[Fr] is an average frame payload size;

H is a frame header transmission time;

L is length of the frame data field in bits;

m is a number of window doublings allowed;

MAC,,, is a frame channel layer header transmission
time;

N is a number of features characterizing original sam-
ple;

n is a number of competing stations;

p 1s a probability that a transmitted frame encounters a
collision;

Py, is a bit error rate;

Pris a frame error rate;
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PHY,, is a frame physical layer header transmission
time;

R is a data transfer rate;

R_onror 18 a control information transfer rate;

S is a network throughput;

SIFS is a short inter-frame space;

T. is an average time the channel is sensed busy be-
cause of collision;

T is an average time the channel is sensed busy be-
cause of successful transmission;

W is a contention window;

W, is a minimum value of contention window;

W, 1s an average backoff window;

a is a multiplicative constant coefficient;

j is a power constant coefficient;

d is a propagation delay;

1 is a number of empty slots;

o is a duration of one slot;

T is a probability of frame transmission according to
the proposed model;

T is a frame transmission probability by the station in
the Bianchi model;

T, is a probability of successful frame transmission in
a noisy channel.

INTRODUCTION
The IEEE 802.11 WLAN:Ss are increasingly being used
for applications with stringent performance requirements
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due to their ease of deployment and low costs. An impor-
tant component of these WLANs performance is the im-
plementation of the contention resolution process known
as DCF [1]. The DCF is a distributed process created to
achieve fair medium sharing among single type stations
without any centralized scheduling control of the medium.
A distributed channel access process is based on
CSMA/CA algorithm.

Even though the maximum physical layer rates are in-
creasing with the introduction of new generation WLANSs
such as 802.11ac and 802.11ax, the effective throughput
remains low, especially with a significant number of si-
multaneously operating stations and a high level of indus-
trial interference. In its most basic form, the DCF consists
of a carrier sensing function and a random backoff proto-
col. Carrier sensing allowed stations to wait when the
medium is busy and to resume transmission attempts until
the medium becomes free. If two or more stations have
frames to send, the probability exists that their transmis-
sions will immediately collide as soon as the medium
becomes free. To avoid collisions, stations will backoff
their attempts to transfer frames for a random number of
slot times, based on a random variate selected from a con-
tention window. If two or more competing stations select
the same transmission slot times, their transmissions will
collide again. They will detect the collision base on the
lack of the positive acknowledgement of the frame recep-
tion from the access point. Stations that collide will in-
crease their contention window size and repeat transmis-
sion, and reset the contention window upon eventual suc-
cessful transmission.

High level of industrial interference increases BER in
transmission channel. The result is an increased loss of
information frames during transmission, which in turn
decreases the network throughput. The problem lies in the
limited ability of algorithmic support to cope with the
complexity of the wireless channel due to fading, colli-
sions, co-channel and external industrial interference.
Network nodes cannot distinguish one type of loss from
another because the symptoms are the same — lack of pos-
itive acknowledgment from the access point.

The object of study is the process of information
transmission in wireless computer networks of the IEEE
802.11 standard.

The subject of study is the class of mathematical
models that describe the operation of wireless networks
with infrastructure topology.

The purpose of the work is to express in an explicit
analytical form the effect of BER on the probability of
frame transmission and the network throughput.

1 PROBLEM STATEMENT
The performance analysis of IEEE 802.11 DCF net-
works based on bidimensional Markov — chain model
with ideal channel conditions showed [2—4] that the frame
transmission probability by the station in a randomly cho-
sen slot time is
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(1=2p)(Wy +1) + pWp[1-(2p)"]

where Wy = CWin, CWonax = 2" W,

In a special case m = 0 the probability t results to be
independent of p, and (1) becomes the much simpler one
independently found in [5] for the constant backoff win-
dow problem t=2/ (W, + 1).

However, in general, T depends on the collision prob-
ability p, which is still unknown. The probability p that a
transmitted frame gets into a collision is the probability
that, in a time slot, at least one of the n — 1 remaining sta-
tions transmit. At steady state, each remaining station
transmits a frame with probability t. This yields [2]

p=1-(1-0"" )

The purpose of this work is to develop a mathematical
model expressing explicitly the dependence of the prob-
ability of successful frame transmission on the number of
stations operating in saturation mode. Within the frame-
work of this model, it is necessary to study the similar
dependence for network throughput, and to determine the
effect of the BER value on the probability of frame
transmission and the throughput with varying frame
lengths and a different number of competing stations.

2 REVIEW OF THE LITERATURE

Collisions are more likely to happen when there are
many stations in the network with large numbers of
frames to send. This situation is well modeled by apply-
ing a saturation load. In this mode every station always
has a frame available for transmission after the comple-
tion of each successful transmission. In a well cited work
published by Bianchi [2] and later updated by Tinnirello,
Bianchi, and Xiao [3], the authors proved, with a Markov
— chain analytical model and with network simulation that
the DCF mechanism will converge to a stable and fair
allocation of the medium under a saturation load, and
provided throughput performance prediction as a function
of station transmits probability in a randomly chosen slot
time and number of competing stations.

The model takes into account all the exponential
backoff protocol details, and allows define the saturation
throughput performance of DCF for both standardized
access mechanisms [6]. Bianchi showed that if the traffic
is saturated, nodes can be modeled as being equally likely
to send in any slot, and this assumption also roughly holds
for unsaturated traffic which nearly Poisson [7, 8].

The system throughput S is defined as ratio of average
payload information transmitted in a time interval to the
length of this interval

5= E[ payload information transmitted in an interval time]
E[length of an interval time] NE))
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In accordance with [2]

S = Pl‘rRsE[Fr]
(1_Ptr)n6+PterTsc +Br(l_R€)Tc

“4)
where P, =1-(1-1)", P, =nt(l- t)"_l /P,.. In accor-
dance with DCF

T, =H+ E[Fr]

+SIFS +8+ ACK + DIFS +3 , 5)

E[Fr]

T.=H+ +DIFS +6. (6)

Contention window is initially set to W,. If p is the
collision probability, then the frame is successfully trans-
mitted with probability (1 —p) and the average backoff
window is (W, — 1)/2. If the first transmission fails, the
frame is successfully transmitted on the second attempt
with probability p(1 — p) and the average backoff window
Wag is (2Wy—1)/2, and so on. Based on the average
backoff window, the probability that a station attempts to
transmit in an arbitrary slot is given by 1/W,, [9]. The
probability that during the transmission of an arbitrary
station there is no other active station is (1 — 1/ Wavg)”’l.
Thus the collision probability is given by

p=1-(1- ! yiL

(7

avg

The probability that a station accessed a channel de-
pends on whether the channel was idle or busy in the pre-
vious time slot. The authors in [10] proposed an analytical
model taking into account this post — DIFS effect by ex-
tending the Markovian model developed in [2]. Their
analysis did show some impact of the post — DIFS slot.
However, the obtained numerical results for collision
probability seem too low for such a saturated WLAN
networks.

The authors of [11] have proposed the method where-
in contending stations make their windows dynamically
converge in a fully distributed way solely by tracking the
number of idle slots between consecutive transmissions.

In [12] authors propose that initially if the intensity of
collisions is low the contention window is increased in

x/E factor then after four collisions the size of the con-
tention window will be doubled in consecutive collisions.

3 MATERIALS AND METHODS

Methods for describing functioning of wireless net-
works with infrastructure topology using Markov chains
modeling as the basic allowed the authors [2—4] to ex-
press the probability of frame transmission as a function
on the collision probability in form (1). In turn, the prob-
ability of collision depends on the probability of the frame
transmitting and the number of stations competing for
access to the transmission channel (2). This system of
equations (Bianchi model) explicitly is not solved. Data
obtained by numerical solution of equations (1) and (2)
with W,=16 and m = 6 are presented in Table 1 and Ta-
ble 2.

This model does not demonstrate an explicit depend-
ence of the probability of a successful frame transmission
T on the number of simultaneously operating stations #,
which would be appropriate for engineering calculations.

For these reasons, by analogy with (7), we propose to
determine the probability of frame transmission to the
access point as follows

t=T= 2 8
M+am-D" 280D 41 ®

With n =1 (one station in the network) T =2/(W,+ 1).
This corresponds to expression (1) at zero collision prob-
ability. The values of the coefficients a and B were se-
lected by comparing the results of calculating t in accor-
dance with the Bianchi model (presented in Tables 1 and
2), and the results of calculating T according to expres-
sion (8) at the same values of n. The corresponding de-
pendences t(n) and T(#n) for 0 =0.05, f =0.2 and o= 0.1,
B =0.2 are shown in Fig. 1.

As can be seen from the graphs in Fig. 1 in the region
1 < n <23, which corresponds to the collision probabil-
ity 0 < p <0.5, the dependences T(n), calculated in accor-
dance with (8), generally correspond to the dependence
t(n), calculated in accordance with the Bianchi model.
With a further increase in the number of competing sta-
tions n > 35, which corresponds to p > 0.55, the above
dependences diverge: the values of the dependences T(n)
are practically zero, and t(n) decreases very slowly and
reaches 5% of the initial value only at n = 285.

Table 1 — Results of calculations using the Bianchi model in the range p =0 — 0.50

p 0 0.10 0.17 0.25 0.30 0.35 0.40 0.45 0.50
T 0.118 0.105 0.094 0.080 0.070 0.060 0.049 0.039 0.031
n 1 2 3 4 6 8 11 16 23
Table 2 — Results of calculations using the Bianchi model in the range p = 0,55 — 1,00
p 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
T 0.024 0.018 0.013 0.010 0.008 0.006 0.004 0.003 0.0025 0.002
n 35 52 79 121 285 443 705 1190 7000
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Figure 1 — Dependencies of frame transmission probability
(t, T) on the number of simultaneously operating stations 7 at
Wy=16: Ty 5 corresponds to a = 0.05, B =0.2, and Ty,
corresponds to a=0.1, =0.2 in (8)

Let us determine the system throughput S (4) taking

into account (8). We represent 7 (8) in the form
T=2/(Q+ 1), where

O=[1+a(m-1]"- 2P0 )

Then we obtain

G 2n- E[Fr]

(T, —TJ+<Q—1>[<%)"TC (T, -ney (10

Let’s calculate the dependence S(n), using the values
of O, which correspond to T s and T, as well as expres-
sions (5), (6). Wherein:

Ty =T, =SIFS+ ACK +3,
H = PHY};, + MACyy,,
PHY),,. = 4us-50FDM symbols,
ACK = PHY,,, + L(ACK)/ R ool -

(11)

Here T¢ is defined by expression (6). In the calcula-
tions, we used the following parameters values [13, 14]:
SIFS =16 ps, DIFS=34 ps, 8 =0.33 ps (the distance
between the transmitter and the receiver was taken to be
100 m), 6=9 ps, PHY,;,,=20 ps, L(ACK) =112 bits,
Reonror= 6 Mbit/s, L(MAC,4) = 288 bits, R =54 Mbit/s,
W(): 16.

The corresponding dependences of the throughput S
on the number of simultaneously operating stations » at
Wy= 16 are shown in Fig. 2.

Note that n =79 corresponds to the collision probabil-
ity p=0.65.

An increase in the data transfer rate R to 300 Mbit/s
does not change the general nature of dependence S(n).
However, the maximum values of S; ¢s and S, ; increase to
47.3 and 51.6 Mbit/s, respectively.
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Figure 2 — Throughput S versus the number of competing
stations n for Wy = 16: S o5 corresponds to o= 0.05, § = 0.2, and
Sp,1 corresponds to o= 0.1, $ = 0.2 in (8)

Let us consider the influence of the initial value of the
contention window Wy = CWp, on the dependence S(n).
To do this, we will double the value of W, (W,=32) and
repeat the procedure of selecting the coefficients o and
in expression (8). The closest to t(n) dependences T(n)
were obtained at a=0.1, f=0.15 (To;) and a=0.15,
B=0.2 (To5). They are shown in Fig. 3.

T, T
0,07

0,06 -

0,05 -

Toa

0,04

0,03

0,02 4

0,01

0

0 10 20 30 40 50 60
Figure 3 — Dependencies of frame transmission probability (t,
T) on the number of simultaneously operating stations n at

Wo=32: Ty corresponds to a.=0.1, § = 0.15, and Ty ;5 corre-
sponds to o = 0.15, 3= 0.2 in (8)

In Fig. 3, n =57 corresponds to the collision probabil-
ity p=10.55. With a further increase in the number of
competing stations n > 57, dependence t(n) decreases
very slowly and reaches 5% of the initial value only at
n="1780.

The corresponding dependences S(n) for W,=32 are
generally similar to the dependences shown in Fig. 2. In
this case, the maximum values of S are lower by about
20%, and practically zero values S are achieved at n = 81,
which corresponds to p = 0.60.

4 RESULTS
This section summarized the results of investigation of
the BER effect on the throughput with varying frame
lengths and a different number of competing stations.
We use for transmission a discrete in time Gaussian
channel without memory. In such a channel, bit errors are
independent and equally distributed over the bits of the
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frame [15]. Probability that a frame will be transmitted
undistorted is equal:

q=(1=By)(1=Pp)(1=Fya)--(1=By ) =(1=B)*,  (12)
where Phl :P/,ZZP[,3 =...= PbL:P[,.

In this case, the probability of frame distortion is equal
to:

Pr=1-(1-P)". (13)

In conditions of increased interference intensity, the
probability of successful frame transmission to the access
point can be determined as follows:

Ts=T(1-F)", (14)
where T is determined by equation (8).

With the L =12000 bits and BER = 10, the multi-
plier (1 — P,)* =0.89, with BER =510 this factor is
0.55, and with BER = 10, which corresponds to a high
noise intensity — 0.30. Taking into account (14), the ex-
pression for the throughput S takes the following form:

2n(1-P)E - E[Fr]

S =

2n(1-B)H(T, —Tc)+[Q+1—2(l—Pb>L1{[

The corresponding dependences for Syos (o= 0.05,
B=0.2) at Wy=16, and (1 — P,)* =0.89, 0.55, 0.30 are
shown in Fig. 4. Similar dependences for Sy s (o= 0.15,
B=0.2) at Wy=32 and the same values of (1 — P;)" are
shown in Fig. 5.

S[j:(ji, Mbit/s
25

=0,89
20 d

o NN
0 ‘ M n

0 20 40 60 80 100

Figure 4 — Dependences of the throughput S o5 (o = 0.05,
B =0.2) at W= 16 on the number of competing stations » at
different levels of g = (1 — P,)"

As follows from the plots shown in Fig. 4 and 5, with
an increase in the interference intensity (BER) and, as a
consequence, a decrease in the value of ¢, the throughput
S decreases. As before, this effect increases with the
expansion of the initial contention window W,

SOZIS, Mbit/s
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Figure 5 — Dependences of the throughput Sy o5 (o0 = 0.05,
B =0.2) at Wy= 16 on the number of competing stations » at
different levels of ¢ = (1 — P;)"
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0+1 (15)

—= 1"T.-(T.-mo
Q+1—2(1—Pb)L] ¢~ (T = )}
5 DISCUSSION

Along with the main advantages of the Bianchi model,
such as versatility of the solution, compliance with the
DCF — process and algorithm CSMA/CA, this model has
some disadvantages.

First, this model does not make it possible to directly
calculate the probability of frame transmission depending
on the number of stations simultaneously working with
one access point. The same applies to throughput calcula-
tion. This complicates the use of the Bianchi model in
engineering practice.

Secondly, as follows from the results shown in Ta-
ble 2, with an increase in the probability of collisions be-
yond p=0.5, the convergence of the t(n) dependence
worsens and it decreases very slowly.

With such as intensive traffic, the dependence t(n),
corresponding to the original model (1)—(2), has only a
qualitative character.

When studying the effect of noise, we used a channel
for transmission in which the bit errors are independent
and equally distributed over the bits of the frame. The
probability of a successful transmission by a station de-
pends on the BER and the number of competing stations.
There is a practical interest in expressing explicitly the
dependence of the network throughput on the BER for
different frame lengths and different number of simulta-
neously operating stations. This allows the engineering
staff to directly calculate the throughput based on the
noise level and the quantitative characteristics of the net-
work.

A reduction in the electromagnetic interference influ-
ence on the transmission of a frame is observed with a
decrease in its size. But this increases the relative weight
of overhead, that is, the service information required to
ensure a successful transfer [16, 17]. All this affects the
value of throughput and its dependence on the number of
competing stations. The study of these processes will be
carried out in the next work.

CONCLUSIONS
The scientific novelty. For the first time in an explicit
analytical form, the influence of interference intensity
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(BER) on the probability of frame successful transmission
and the network throughput is determined in case of
variations in the frame length and the traffic intensity. The
resulting expression for the throughput makes it possible
to evaluate the combine effect of the BER and the inten-
sity of collisions, which depends on the number of sta-
tions operating in the network.

The practical significance. The practical significance
of this work consists in the possibility of carrying out the
engineering calculations in an explicit analytical form of
the wireless network throughput at different layers of
BER, different frame lengths and minimum contention
window sizes for a given number of stations operating in
the network.

One of the priorities of IEEE 802.11 technologies is
their use for the automation of production processes in
mechanical engineering, metallurgy and a number of oth-
er industries. A common factor that reduces the efficiency
of wireless networks is the increased interference level in
the shops of industrial enterprises, due to the operation of
technological equipment. Therefore, the study of such
networks operation at increased interference intensity
(BER = 10°-10* carried out in this paper is of signifi-
cant practical importance.

Prospects for further research. Increasing the data
transfer rate in the IEEE 802.11ac and IEEE 802.11ax
networks to several Gbps necessitates the use of extended
channels with a width of 160 MHz, which leads to an
increase in the noise power in the channel. Improving the
coding, that is, moving from 256 QAM to 1024 QAM
increases the data rate too. However, being denser, sub-
carriers are more susceptible to mutual interference.
Therefore, 1024 QAM technology provides speed im-
provements at a shorter distance from the access point and
under normal conditions the signal to noise ratio de-
creases sufficiently fast as the coverage area is expanded.
Thus, the use of modern high-speed technologies for
wireless data transmission in industrial conditions re-
quires the development of methods and means to increase
the interference immunity of computer networks.

Improving the interference immunity in wireless net-
works can be achieved by reducing the size of transmitted
frames. However, this increases the relative weight of
service information, which reduces the throughput. The
study of these processes on the basis of the mathematical
model developed in this paper is promising.
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MOJEJIOBAHHS POBOTHU KOMII'IOTEPHUX MEPEX IEEE 802.11
B YMOBAX BUCOKOI IHTEHCUBHOCTI 3ABAJ]

Xangeubkuii B. C. — 1-p TexH. Hayk, npodecop, 3aBigyBau KaQeapu eNCKTPOHHUX OOUYHMCIIFOBAIBHUX MaIlWH JIHIIPOBCHKOTO
HalioHaJbpHOTO yHiBepcuTety imMeHi Onecst ['onuapa, Jquinpo, Ykpaina.

Kapnenko H. B. — kanz. ¢i3.-mar. Hayk, JOLEHT Kadeapu eleKTPOHHUX OOYMCITIOBAIBHUX MaliuH J[HIMPOBCHKOrO HAliOHATb-
Horo yHiBepcutety iMeni Onecst ['onuapa, [lninpo, Ykpaina.

AHOTANIA

AxTyanbHicTh. Brcokuii piBeHb IPOMHUCIIOBOTO MIyMy 30ibIIye BTpaTH iH(MopMamiiHuX GpeiMiB B mpomeci nepenadi, mo, y
CBOIO 4epry, 3MEHIIy€E MIPOITyCKHY 3/1aTHICTh Mepeski. Mu IponoHyeMo MaTteMaTuaHy Mojens podoru mepex IEEE 802.11 B ymoBax
IT1IBUILEHO] IHTEHCUBHOCTI 3aBaJl.

Merta 1i€i cTaTTi MoJsirae B TOMy, 11100 B SIBHIM aHANiTH4HI GopMmi BimoOpa3suTH BIUIMB iHTEHCHBHOCTI OiToBHX noMuiiok (BER)
Ha IMOBIpHICTh HIepeaadi GppeimMy i mpOoIyCKHY 34aTHICTh MEPEXi.

Mertop. 3ampornoHoBaHO MeTOA MOOYI0BH MOJEI, sika /103BOJIsie Ge3mocepeIHhO OOUUCIUTH 3aJICKHICTh IMOBIPHOCTI Mepeaayi
(dpefiMy Bin KiIBKOCTI CTaHIIH, MPAIIOIOYMX B PEKUMI HACHUYCHHS, IO € 3pYyYHHUM U IHKEHEPHUX PO3PaxyHKiB. 3Ha4eHHs Koedi-
Li€HTIB MOAETI OynH 00paHi IUITXOM HOPIBHAHHS PE3yJbTaTiB 00UHCIICHb 3 Pe3yIbTaTaMy, OJep>KaHIMH IIPH BUKOPUCTAHHI BiZIOMO1
Mozeni bianki, sika onucye (yHKIIOHYBaHHS Mepexi y BUIIsAI MapkoBchkoro npouecy. B mianasoni go 23 craHmii, sSKi NparooTh
3 OJIHIEIO TOYKOIO JOCTYITy, IO BIAMOBIIAE iIMOBIPHOCTI Koumi3ii 1o 0,5, 03HaYeHi 3aJIe)KHOCTI IIst 000X MOJIETIeH BiIIIOBIIal0Th OTHE
OJTHOMY 3 TOYHICTIO, 1110 BiNIOBiae NpakTHYHUM BUMoraM. OziepkaHo BUpa3 [UIs IPOITYCKHOT 31aTHOCTI MEPEexi.

PesyabTaTn. Pesynsratu po3poOku Mozeni Oy BUKOPHCTaHI ISl ypaxyBaHHs BIUIMBY IHTEHCHBHOCTI 3aBaJl Ha MPOLEC Mepe-
navi indopmanii. Ile n03BONMIO B SBHOMY BHIJIAI BHPA3WTH BIUIMB iHTEHCHBHOCTI OITOBHMX IOMHJIOK Ha iIMOBIPHICTH mepenadi
¢bpeiiMy 1 IpONyCcKHY 3AaTHICTh Mepexki y BHIAIKy Bapialiil JOBXuHU (peiiMy i KibKOCTI KOHKYpyIouux cTaHuiid. CTymiHb 3MeH-
LICHHS TPOIYCKHOI 3aTHOCTI Oyia BusHaueHa murst BER = 107, 5:107°, 107 i 36ibIueHHs BeNMYMHA MiHIMATBHOTO KOHKYPEHTHOTO
BiKHa.

BucHoBku. Y paniit po6oTi Oymna po3poOiieHa MaTeMaTHYHA MOJEND A Oe3MoCcepeHOr0 OOYHMCICHHS IMOBIPHOCTI Mepeaadi
(bpeliMy Ta IPOITyCKHOT 3JAaTHOCTI MEPEXKi MPH Pi3HUX PIBHIX IHTCHCUBHOCTI 3aBajl.

KJIFOUOBI CJIOBA: IEEE 802.11 mepexi, MaTeMaTHuHa MOAeNb, (hpeiiM, IMOBIPHICTD Hepenadi, KOmi3is, MPoITycKHa 3/at-
HICTh, IHTEHCHBHICTH 3aBaJl.
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MOJEJUPOBAHHUE PABOTbI KOMIIbIOTEPHbIX CETEM IEEE 802.11
B YCJIOBHUSIX BBICOKOU HHTEHCUBHOCTH TIOMEX

Xangeukuii B. C. — 1-p TexH. HayK, mpodeccop, 3aBeAyIOmui kadeapoit >IeKTPOHHBIX BEIYUCIUTEIFHBIX MAIH [[HENPOBCKO-
ro HallMOHAJIbHOro yHuBepcuTera umeHu Onecs ['onuapa, [lHenp, Ykpauna.

Kapnenko H. B. — xanx. ¢us.-mar. Hayk, TOIEHT Kadeapsl 2JIeKTPOHHBIX BEIYMCINTEIBHBIX MAINH JIHETIPOBCKOTO HAIHOHAIb-
Horo yHuBepcureTra uMeHu Onecs I'onuapa, /{nenp, Ykpauna.

AHHOTALUA

AKTYaJIbHOCTB. BbICOKHMI ypOBEHb IPOMBILIIEHHOTO LIyMa YBEIMYMBACT MOTEPH MHOOPMAIMOHHBIX (QpeiiMOB, YTO, B CBOIO
ouepenib, yMEHbBIIAET MPOMYCKHYI0 CHOCOOHOCTh ceTH. MBI mpeanaraeM MaTreMaTHueckyio monens pabotsl ceteid IEEE 802.11 B
YCIIOBUSIX TIOBBIIICHHOH HHTCHCUBHOCTH TTOMEX.

Ilenb 1aHHOH CTAaTBM COCTOHMT B TOM, YTOOBI B SIBHOH aHAIHTHYECKOH (hopme O0TOOpasUTh BIHSHHE WHTEHCHBHOCTH OHTOBBIX
omm6ok (BER) Ha BeposTHOCTS Iepeiaun peiiMa U IMpoITyCKHYIO CIIOCOOHOCTH CETH.

Merton. IIpeanoxen MeTOx MOCTPOCHUST MOAENHN, KOTOPasi MO3BOJISIET HEMOCPEICTBEHHO BEIUHUCIUTE 3aBUCHMOCTH BEPOSTHOCTH
nepenayn pperiMa OT KOJINYECTBA CTAaHIUH, pabOTAIOMNX B PEXKUME HACHILICHUSI, YTO yI00HO IS MH)KEHEPHBIX PAacyeTOB. SHAUCHUS
K03 GUIIHEHTOB MOJIeIH OBIIM BBIOPAHBI IIyTEM CpPaBHEHHS Pe3yJIbTaTOB BEIYHUCICHUH C pe3ysIbTaTaMy, MOTy4YeHHBIMHU TP UCIIONb-
30BaHMM M3BECTHOI Mozaenyn BbuaHku, koTopas omuchiBaeT (YHKIMOHHPOBAHUE CETH B BUAE MapKoBCKoOro mpouecca. B nruanaszone
10 23 cTaHLuii, KOTOpble paboTaIOT C OJHOM TOYKOIl AOCTyMa, YTO COOTBETCTBYET BEpOATHOCTH Koymu3uu 10 0,5, ykazaHHbIE 3aBH-
CHMOCTH JUIsl 00eHX MOJieNieil COOTBETCTBYIOT JIPYT JPYTY, C TOYHOCTBIO, COOTBETCTBYIOMLIEH MpakTHYecKUM TpeboBanusaM. ITomyye-
HO BBIP@)XEHHE JUISl IPOITYCKHOW CIIOCOOHOCTH CETH.

Pe3yabTaThl. PedynbraTs! pa3paboTku MoJenH ObIIM UCIIONB30BaHBI JUIS YUeTa BIMSHIS HHTCHCHBHOCTH IIOMEX Ha Ipolece I1e-
penaun nHGOpPMAIMU. DTO TTO3BOJIMIIO B IBHOM BHJIE BEIPA3UThH BINSHNEC HHTEHCUBHOCTH OMTOBBIX OMIMOOK Ha BEPOSTHOCTH ITepe/ia-
4yn (peliMa 1 IPOIYCKHYIO CIIOCOOHOCTH CETH B Cllydyae Bapualuii JUIMHbBI (peiiMa W KoJlMyecTBa KOHKypupyoomux craniuid. Cre-
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IICHb YMEHBIICHUS TPOITYCKHOW crlocoOHOCTH OblIa ompezencHa aius BER = 107, 5-107, 107 1 MOBBIIICHHS BEIMYUHBI MHHHMAITb-
HOI'0 KOHKYPEHTHOI'O OKHa.

BreiBoasl. B nanHoii paborte Gbuta pazpabotaHa MaTeMaTHyecKasi MOJEIb JUIS HEMOCPEACTBEHHOIO BBIYMCIICHUS BEPOSTHOCTH
nepenayn pperima U MpoIyCcKHOH CIIOCOOHOCTH CETH HPH Pa3InYHbIX YPOBHIX HHTCHCUBHOCTH [TOMEX.

KJUIIOYEBBIE CJIOBA: IEEE 802.11 cetu, maremaTHdeckas MOAENb, GppeiiM, BEPOSTHOCTH Nepeaayun, KOJIH3Us, POy CKHast
CHOCOOHOCTh, HHTEHCHBHOCTB TIOMEX.
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MODEL OF THE PROCESS OF GEOSPATIAL MULTI-CRITERIA
DECISION ANALYSIS FOR TERRITORIAL PLANNING

Kuznichenko S. D. — PhD, Associate Professor, Dean of the Faculty of Computer Science, Management and Ad-
ministration, Odessa State Environmental University, Odesa, Ukraine.

ABSTRACT

Context. The process of multi-criteria decision analysis for territorial planning and rational placement of spatial objects, based on
modeling the properties of the territory, is considered.

Objective. Development of technology for multi-criteria decision analysis for territorial planning based on the apparatus of the
theory of fuzzy sets and functions of geoinformation analysis.

Method. An object-spatial approach to the formation of a set of alternatives and criteria is proposed, according to which the pro-
cess of multicriteria decision analysis is divided into two stages: macro- and microanalysis.The macroanalysis stage involves the
assessment of the ecological and socio-economic properties of the territory using geomodeling functions. The paper provides a for-
malized description of the macroanalysis stage, including methods for assessing the qualitative and quantitative impact of spatial
objects on the properties of the territory and decomposing objects into thematic layers of criteria. At the stage of microanalysis, the
ranking of alternatives is performed taking into account the chosen decision-making strategy. The method of standardization of crite-
ria attributes using fuzzy set membership functions and the modification of the method for calculating the coefficients of relative
importance (weights) of criteria, taking into account the spatial heterogeneity of the preferences of the decision maker, are consid-
ered. A comparative analysis of the methods for aggregating the estimates of alternatives according to different criteria has been car-
ried out. A feature of the presented technology of geospatial multi-criteria decision analysis of decisions for territorial planning is the

possibility of its integration into modern geographic information systems.
Results. The procedure of geospatial multi-criteria decision analysis was implemented in the environment of the geographic in-
formation system ESRI ArcGIS 10.5 and was studied in solving the spatial problem of rational location of an enterprise.
Conclusions. The proposed object-spatial approach to multi-criteria decision analysis makes it possible to explicitly take into ac-
count the spatial heterogeneity of geographic data, which is the result of the influence of geographic objects on the properties of the
territory. The developed technology can be used to solve a wide range of problems related to determining the most rational placement

of various capital construction and infrastructure facilities.

KEYWORDS: geographic information systems, spatial modeling, multicriteria decision analysis, fuzzy sets.

ABBREVIATIONS
AHP is an analytic hierarchy process;
DEM is a digital elevation model,;
DM is a decision maker;
DSS is a decision support system;
FAHP is a fuzzy analytic hierarchy process;
GIS is a geographic information system;
LMCA is a local multicriteria analysis;
MF is a membership function;
OAT is one-at-a-time
WLC is a weighted linear combination.

NOMENCLATURE

A is a set of alternatives;

Aisa fuzzy set;

At is a set of attribute data;

C'is a set of evaluation criteria;

D is a decision rule that specifies the order in which
actions are performed on a set of alternatives (selection,
ranking, sorting of alternatives);

d;. 1s a distance between the i-th alternative and the
k-th reference location;

dg; 1s a standardized distance for a pair of locations i
and k;

F is a procedure for criteria-based evaluation;

F, is a function of territorial influence;

Fv; is a influence function of the j-th object;
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{Fv;} is a set of functions of the territorial influence
of the j-th objects on the i-th local parts of the territory;

G is a decision maker’s preference system;

Gm 1is a set of geometric properties of the object;

gl is a linear object;

gp is a point object;

gpol is a polygon object;

H = {h;} is a set of local areas into which the territory
is divided;

L is a set of coordinates defining the geometry of the
object;

M is a number of territory objects;

N is a number of alternatives;

O = {o;} is a set of objects belonging to the territory;

P is a property of the territory;

P; is a set of properties of local areas #; of the territory;

P is a value of the influence of the j-th object in the i-
th point or local area 4; of the territory;

P; is a value of the influence of the j-th object at its
location;

Pr is a procedure for assessing the properties of the
territory;

R is a number of properties of the territory that must
be taken into account in the decision-making problem;

Rj is a influence range of the j-th object;

r; is a distance between the i-th point (local area) of
the territory and the j-th object;

T is a territory as an object of management;
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t is a number of map layers;

() is a integral estimate of the alternative;

w; is a global weight of the j-th criterion;

w;; is a local weight of the i-th decision alternative ac-
cording to the j-th criterion;

X is a universal set;

X; are the sets of characteristics of the territory that are
significant for solving the spatial problem;

Ha(x) is a fuzzy set membership function;

v() is a evaluation of the alternative by the criterion;

D . O is a function of aggregating the influence of

objects in the i-th point of the territory.

INTRODUCTION

Modern GIS are an important component of DSS due
to the advanced functions of storing, processing and ana-
lyzing geodata, modeling tools and visualization tools.
Spatial problems, in particular the problem of determining
the suitability of territories for accommodating enter-
prises, capital construction facilities and infrastructure,
are always multi-criteria in nature [1], therefore, spatial
DSS are often used in cases where a large number of al-
ternatives must be evaluated based on a set of conflicting
and incommensurable criteria .

GIS allows for the process of making optimal spatial
decisions due to the available functions of geoinformation
data processing. The capabilities of a GIS to generate a
set of alternatives and select the best solution are usually
based on the operations of Surface analysis, Proximity
analysis, and Overlay analysis.

Overlay operations allow you to define alternatives
that simultaneously satisfy a set of criteria in accordance
with the decision rule, but they have limited ability to
include the preferences of DM.

A feature of the spatial problems of territorial plan-
ning is the need to take into account the complex envi-
ronmental and socio-economic properties of the territory,
as well as the impact of objects on the natural and anthro-
pogenic environment. This justifies the need to take into
account expert knowledge and use methods based on ex-
pert assessments. The integration of multi-criteria deci-
sion-making methods allows expanding the capabilities of
GIS, structuring the problem in geographic space, taking
into account both qualitative and quantitative evaluation
criteria and value judgments (i.e., preferences for criteria
and/or alternatives) [2—4].

Geospatial multicriteria decision analysis will be con-
sidered as a combination of spatial modeling tools with
multicriteria decision making methods for evaluating and
analyzing alternative solutions to a spatial problem. It is
assumed that the problem is characterized by a finite, ex-
plicitly given set of alternatives. The goal of multi-criteria
analysis is to rank alternatives by a finite number of at-
tributes. At the same time, it is necessary to know the
importance (weight) of attributes and the evaluation of
alternatives regarding attributes. Most modern GIS do not
contain built-in full-featured tools that can implement the
complex procedure of multi-criteria decision analysis.
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Separate attempts to fully integrate tools for multi-criteria
decision analysis and GIS within the framework of a uni-
versal interface have revealed problems associated with
the lack of flexibility and interactivity of such systems,
which cannot provide the required freedom of action for
analysts [5]. Therefore, the development of a universal
technology for geospatial multicriteria decision analysis
that provides a solution to this problem is an urgent task
for researchers.

The object of study of this work is the decision sup-
port process for territorial planning.

The subject of the study is object-spatial models and
methods for assessing the properties of the territory and
geospatial multi-criteria decision analysis for territorial
planning.

The aim of the study is to develop a technology for
multi-criteria decision analysis for territorial planning
based on the apparatus of the theory of fuzzy sets and the
functions of geoinformation analysis.

1 PROBLEM STATEMENT

When performing a geospatial multi-criteria analysis
of decisions at the macro and micro levels, territorial spa-
tial factors or conditions in which the processes under
study take place should be taken into account. It is advis-
able to consider the territory as a complex system, and the
model for assessing the state (properties) of the territory,
formed as a result of the impact of objects located on it, as
the basis for decision-making. At the same time, the ob-
jectives of the assessment, methods and scales of assess-
ment, assessment criteria C={C;,C,,...,C,}, alternatives
A={ay,ay,...,a,,} and the procedure for criteria-based as-
sessment F' should be defined. In this regard, the proce-
dure for estimating the properties of the territory Pr,
which determines the data representation model and the
semantics of the spatial relations of objects, should be
developed and included in a formalized record of the geo-
spatial multi-criteria decision analysis:

(4,C,Pr,F.G,D). (1)

Most of the traditional approaches to the analysis of
spatial issues are extensions and adaptations of existing
decision making methods. As a rule, they take into ac-
count spatial variability only implicitly and assume the
spatial homogeneity of preferences and value judgments
of DM. For instance, when aggregating estimates of alter-
natives using the weighted sum method, it is customary to
calculate one weight for each criterion, despite the fact
that in spatial problems the weight of the criterion often
depends on the location of the alternative and may have a
local value at different points in the territory. For exam-
ple, the relationship between two properties of a territory
may be markedly different in one region compared to
another.

Based on the presence of the local weight wy, assigned
to the i-th solution alternative (in the i-th location with
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coordinates x;, ;) according to the j-th criterion, the ag-
gregation of the estimates of the alternatives v(a;), for
example, using the weighted sum method, should look
like:

V(A)= ﬁw[jv(aﬂ ) )

At the same time, an important task remains the de-
velopment of methods for determining the local weighting
coefficients of criteria that will take into account the spa-
tial heterogeneity of the territory.

2 REVIEW OF THE LITERATURE

An analysis of recent studies and publications demon-
strates that the synergy of multi-criteria decision making
methods and GIS is a fundamental tool for solving spatial
problems in many areas [6—8]. Over the past few decades,
significant progress has been made in the development of
methods for multicriteria analysis of the suitability of
territories [9, 10] and the choice of locations for spatial
objects [11-13]. This study continues the cycle of works
devoted to the problems of integration of geoinformation
technologies and methods of multi-criteria decision mak-
ing for solving problems of management and territorial
development [14—18]. They raise the issues of creating,
applying and optimizing the technology of geospatial
multi-criteria analysis of solutions for GIS applications.

Spatial problems are often characterized by incom-
pleteness and fuzziness of the initial data, as well as crite-
ria represented by qualitative values that are difficult to
formalize. Uncertainties arise due to the use of discretiza-
tion operations and generalization of a set of geographic
data. In addition, there are uncertainties in the value
judgments and preferences of DM. The most attractive
approach to solving such problems is the use in the meth-
ods of multicriteria analysis of the solutions of the «soft»
computing apparatus, the theory of fuzzy sets [19].

A review of scientific research over more than 20
years [3] showed that the following multi-criteria methods
are most often used in GIS applications: weighted WLC
[20], AHP [21], reference point methods [22] , and out-
ranking methods [23]. One of the most popular is the
AHP method, which is based on pairwise comparisons on
a ratio scale. In [24], its FAHP is presented, in which tri-
angular fuzzy numbers are used to account for uncertainty
in expert comparisons, and two approaches of FAHP
means Fuzzy Extent Analysis and a-cutbased method.

As a rule, the greatest contribution to the uncertainty
when using the AHP method is made by the criteria
weights determined by pairwise comparison. Weights can
be changed during analysis. Corresponding weight sensi-
tivity on multi-criteria evaluation results is generally dif-
ficult to be quantitatively assessed and spatially visual-
ized. In [25] developed a unique methodology to analyze
weight sensitivity caused by both direct and indirect
weight changes using the OAT technique (mostly known
as local sensitivity analysis). The method was integrated
into a comprehensive framework in the GIS environment.
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The framework was implemented as AHP-SA2 tool with
spatial visualization capability.

In [26] spatial uncertainty and sensitivity analysis of
land suitability maps is proposed. The resulting sensitiv-
ity maps delineate regions of weight dominance, where a
particular weight greatly influences the uncertainty of
suitability scores.

As noted earlier, most studies did not take into ac-
count the spatial heterogeneity of geographic data inher-
ent in decision-making, especially in the area of territory
management. In recent years, new research trends have
emerged associated with a paradigm shift from spatial
implicit to spatially explicit multicriteria analysis [27].
LMCA introduces the concept of spatial weight and spa-
tially explicit value function [28, 29]. In [30], the OWA
method is proposed, which can be used to take into ac-
count various risk-taking scenarios. In [31], local forms of
reference point methods were developed. The weighting
of criteria with a correction for proximity was proposed in
[32]. The calculation of local weights is based on the idea
of adjusting preferences according to spatial relationships
between alternatives and some reference locations. Thus,
the method explicitly recognizes the concept of spatial
preference heterogeneity.

An analysis of publications shows that most of the
works devoted to spatial multi-criteria analysis focus on
the procedure for evaluating alternatives, taking into ac-
count the uncertainty and spatial heterogeneity of decision
makers’ preferences. However, while paying little atten-
tion to the preparation of initial data, namely the evalua-
tion criteria and a variety of alternatives. To create a uni-
versal technology for multi-criteria analysis, it is neces-
sary to have a formalized description of the process of
decomposition of territory objects into separate thematic
layers and the process of evaluating the properties of the
territory as a result of the influence of objects located on
them. This study describes the methodology and gives
recommendations for the quantitative determination of the
territorial influence of objects and the calculation of the
integrated properties of the territory, as well as the rank-
ing of alternatives, taking into account locally adapted
decision-making methods.

3 MATERIALS AND METHODS
The properties of the territory can be considered as the
result of the action (influence) of individual objects o;
located on local sections 4; into which the territory is di-
vided. In this case, the territory 7 can be represented as

TcOxH.

One will consider the property of the territory P as a
set of local or aggregated characteristics of the territory
that are significant for solving the spatial problem, which
can be obtained as a result of calculations or expert as-
sessment. The set of connected objects of the territory
influences the properties of the territory through the spa-
tial influence functions F,:

FV
0= P. (€)
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In general, P can be represented by a set of n sets X; of
characteristics of the territory that are significant for solv-
ing the spatial problem, for example, these can be indica-
tors of the ecological, social or economic state of the terri-

tory:
P=UX.. “4)

Characteristics (or indicators for assessing the proper-
ties of the territory) can be local, complex or integral.
According to their type, indicators can be divided into
qualitative and quantitative, respectively, be measured or
calculated or determined by experts. The qualitative com-
position and the number of local indicators by which the
property of the territory is assessed can vary from several
units to several tens, and depend on the nature of the spa-
tial decision-making problem. For example, to determine
the location of a solid domestic waste landfill, it is neces-
sary to take into account more than several dozen quanti-
tative and qualitative indicators of the properties of the
territory, which may include landscape, environmental,
economic, social, and other characteristics [15].

A property of a territory is defined as an ordered set of
properties of local parcels:

P={P|P={P}},i=1+n,j=1+m. (5)

The magnitude of the influence of the j-th object at the
i-th point or local area of the territory determined through
the distribution function of the influence of this object as:

By =P Fy (1) (6)

The value of the influence function depends on the set
of properties of the territory (relief, slope, soil type, etc.),
as well as on the distance r; between the j-th object and
the i-th point of the territory. The territorial influence
function can be specified analytically, for example, on the
basis of equations describing known physical processes
(pollution transfer models, illumination distribution, etc.)
or socio-economic impact models. The Fv function can be
set as a value function built on the basis of expert esti-
mates.

The impact of a set of objects O on the i-th point (lo-
cal section) of the territory is determined by aggregating
the values of the influence of individual objects:

P =0 (Pj'ij('}j))' @)

In general, the influence aggregation function is non-
linear and may include logical operations.

Taking into account the representation of the territory
property model as a two-dimensional discrete system con-
sisting of a set of elementary sections /; or points of the
territory defined by x, y, coordinates, the property of the
territory can be represented as a function of the surface
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Py =/ p). Thus, from the point of view of geoin-

formatics, each of the properties of the territory can be
represented in in the form of a coordinate-defined surface
(for example, transport accessibility, pollution of the terri-
tory, flood damage, etc.). The application of an approach
based on the description of the properties of the territory
by means of the surface function allows one to solve the
problems of placing infrastructure objects at different
levels in the same way.

In a geographical context, the process of multi-criteria
analysis of spatial planning decisions includes a set of
geographically defined alternatives, usually local areas
(eg, land parcels) and a set of evaluation criteria, pre-
sented as thematic map layers. Estimates of alternatives
according to different criteria (attributes of criteria) are
determined in accordance with the model for evaluating
the properties of the territory. The analysis consists in
combining the attributes of the criteria in accordance with
the preferences of the decision maker, using the decision
rule (combination rule).

The diagram of the process of geospatial multi-criteria
decision analysis is presented in Fig.1.

Provided that the criteria layers are represented in a
raster data model, which has the form of a two-
dimensional xxy discrete rectangular grid. Each raster cell
is an alternative, which is described by its spatial data
(geographic coordinates) and attribute data (criteria
scores). The decision matrix in this case has the form
shown in Table 1.

The macroanalysis stage (Fig. 1) provides for the pro-
cedure for assessing the properties of the territory using
geomodeling functions. At this stage, data on the spatial
problem is collected, the objects are decomposed into
thematic layers, the qualitative or quantitative territorial
impact of the objects is calculated, the properties of the
territory are evaluated according to objects of the same
type, many criteria and alternatives are formed, taking
into account the restrictions imposed on the solution.

Microanalysis (Fig. 1) is a stage that involves the
analysis of alternatives using the methods of multi-criteria
decision making. At the stage of microanalysis, certain
decision-making strategies are formed, taking into ac-
count the preferences of the decision maker. A feature of
the stage is the integration of geomodeling functions and
decision-making methods.

Recommendations — the stage of visualizing the re-
sults of the analysis of decisions and providing recom-
mendations to decision makers. The results of the analy-
sis, as a rule, are visualized in the form of a comprehen-
sive map of a set of acceptable solutions formed in accor-
dance with the chosen procedure for analyzing alterna-
tives (selection, ranking, sorting, etc.).

Sensitivity analysis is crucial for model validation and
calibration, it is used as a tool to check the stability of the
final result to small changes in the input data (for exam-
ple, criteria weights) and to reduce uncertainty in the pro-
cess of geospatial multi-criteria decision analysis.
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Figure 1 — Diagram of the process of geospatial multi-criteria
decision analysis

Table 1 — Decision Matrix

Alternative Coordinates Criterion/attribute, C;
A; X Y C C, . Cn
A, X1 Y1 aj ajp an
A, X2 Y2 ) ay e A
As X3 Y3 a3 as . as,
Am Xm ym Am Am2 Amn

Weight, w; Wij Wi W Wiy

Let us consider in more detail the stage of macroana-
lysis of the process of geospatial multi-criteria analysis of
solutions (Fig. 1). Structuring a territorial system in the
form of a set of interacting objects involves the represen-
tation of an object in the form of a tuple of sets of
homometric, spatial and attributive properties, taking into
account the influence of Fv that it exerts on the territory:
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O0=(Gm,L,At,F,). (8)

Let’s take a closer look at the procedure for decom-
posing territory objects into thematic layers. Let be given
some finite set of objects O belonging to the territory. It is
necessary to select from the set of objects O a subset of
objects O,e O, which determine the properties of the ter-
ritory in accordance with the spatial problem being
solved. Further, the set of objects O, should be decom-
posed into subsets of objects O ,, which by their influence
determine the properties of the territory that are important
for the task (for example, the development of the transport
network, soil type, environmental safety, etc.), which

need to be combined into separate thematic layers of cri-
teria:

R R
0,=U0,, N0, #2. )

r=1 r=1

The decomposition of objects is performed based on
the analysis of their spatial and attribute information, as
well as the functions of influence on the territory.

The geometric properties of objects have the highest
priority in decomposition Gm ={gp, gl,.gpol}. The entire
set of objects O , is divided into three classes of point
objects according to a geometric featureX ;, linear K , and
polygonal K ; objects. A thematic layer can only contain
objects of the same geometric type (an object cannot be
both a point and a polygon), so classes have the following
properties: 0, = K, UK, UK,, K,NK,NK; =, where

Cw

K;={o;€0lo;~k}, i=123, 0,=U0; (10)

Jj=1

The priority of attribute properties of objects is next
after geometric ones. Each of the subset of objects O ;
belonging to a certain geometric type which is further
decomposed by the attribute criteria 4={Q, N}. Attribute
information consists of a set of qualitative properties O,
which determine whether an object belongs to a certain
thematic group (transport infrastructure, water bodies,
settlements, etc.) and N — a set of quantitative characteris-
tics of the properties of the object. For example, for ob-
jects belonging to the thematic group “Settlements”, you
can perform a decomposition by population.

At the last step, the decomposition is performed ac-
cording to a variety of types of Fv influence functions, i.e.
by functional attribute. At the same time, the type of in-
fluence that can be both positive and negative should be
taken into account.

After the decomposition of objects, an Mp map can be
obtained, which is a set of thematic layers L ;:

Mp={L;},i=1t, (11)
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L={0/}.j=1Ln.

¢ J

(12)

Each thematic layer is a criterion for the decision-
making task (Table 1). Schematically, the decomposition
of a set of objects into thematic layers is shown in Fig. 2.

Set of objects {Oj}

Set of thematic layers {Li}

Figure 2 — Diagram of the decomposition of objects into the-
matic layers

We will consider a stationary model of territories with
constant properties, in which P; = const and F, = const,
that is

Py =P;-F,(R;)- (13)

To build models of territorial influence, various types
of influence functions can be used, the parameters of
which can be determined from the physical principles of
distribution, experimentally or expertly. Often, a normal
distribution law is used for this, which accurately de-
scribes the spatial impact caused by a large number of
poorly correlated factors.

Expert assessment methods are most often used to de-
termine the parameters of models reflecting the spread of
social or economic properties of the territory.

The most effective mechanism for the formal descrip-
tion of models based on expert opinions is the theory of
fuzzy sets [19]. A fuzzy set of a universal set X is defined
as a set of ordered pairs:

/~1={(x,ua(x))|xeX},ua(x):x—>[0,1]. (14)

Membership function indicates the degree to which
element x belongs to a fuzzy subset 4. The larger the
Wi(x), the more the element of the universal set corre-
sponds to the properties of a fuzzy subset. The specific
value of the membership function is called the degree or
coefficient of membership. This degree can be defined as
a functional dependency. The definition of the territorial
influence model is, in fact, the definition of the influence
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of an object on a nearby territory in the form of an affilia-

tion function F, (r,-j):u(r--). We will consider the

)

membership degree as the intensity of the manifestation
of the function of territorial influence at a certain point of
the local area of the territory.

One of the simplest membership functions is a piece-
wise linear (triangular and trapezoidal) function. Expert
parameters of such membership function (territorial influ-
ence) are the easiest to determine. It is sufficient to de-
termine the value of the distance r;, at which the influence
of the object is practically unchanged, and the distance R,
at which the influence of the object can be neglected. A
continuous membership function approximating a trape-
zoidal one is a Gaussian-type curve. The generalized
Gaussian function has the greatest versatility, examples of
which are shown in Fig. 3.

P A

rij

-R 0
Figure 3 — Examples of graphs of territorial influence functions
based on the generalized Gaussian function

Defining the influence functions as the membership
degree to a fuzzy set makes it possible not to further stan-
dardize the attributes of alternatives, since their values are
already in the range [0, 1].

The impact of multiple objects O on the ipoint (local
area) of the territory is determined by aggregating the
impact values of individual objects (7). The function of
aggregating the impacts of objects at the i point of the
territory can have a different form and, as a rule, is deter-
mined from the context of a spatial problem.

The task of aggregating estimates can arise in two cas-
es: firstly, if necessary, to aggregate the influence of the
same type of objects forming a certain property of the
territory; secondly, to aggregate the influence of various
objects to obtain a comprehensive property of the terri-
tory. The same aggregation approaches can be used for
both cases.

Fuzzy logic operations can be used to determine the
resulting impact of objects belonging to the same class.

The fuzzy union (or OR) of the influences of objects
(Fig. 4 a) is defined as:

UE =max (R, P,,...,P,).

i=1

(15)

The fuzzy intersection (or AND) of the influences of
objects (Fig.4 b) is defined as:
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n
(£ =min(R,B,...B,). (16)

The use of the fuzzy intersection operation (16) leads
to the evaluation of the property based on the lowest value
of the influence of objects, the fuzzy union operation (15)
takes into account only the maximum values of the influ-
ence of objects on the nearby territory.

P P

i
H \
Y ; \
A ! \
AN J, \
3 r F \ r
- et d .

0 0

Figure 4 — Graphs of the resulting model: a — by the maximum
value of influence from individual objects; b — by the minimum
value of influence from individual objects

To obtain a complex (integral) assessment of the
properties of a territory from objects belonging to differ-
ent classes and having certain weights of importance, the
weighted sum (2) operation adapted to the model of the
properties of territories, that is, taking into account spatial
variations and the division of the territory into local areas,
can be used.

For the 4 surrounding and the local weight wh_,- for the j
criterion, a local form of the weighted sum operator of the
form can be determined:

P(4]) =Y v(ahwh. (17
j=1

The diagram of the process of assessing the properties
of the territory is shown in Fig. 5. It reflects the main
stages of the process, starting with the decomposition of
all objects significant for the spatial problem into layers
before constructing integral layers of the territory proper-
ties. If the objects of the same type of thematic layer have
different influence functions, then it is assumed that a set
of layers of territory properties is built separately for each
object, followed by their combination by one of the ag-
gregation operators to obtain an integral thematic layer.

At the stage of microanalysis, a wide range of deci-
sion-making methods can be applied. The main steps of
the stage are determining the weights of criteria and ag-
gregating the attributes of alternatives, which are esti-
mates of alternatives according to different criteria (prop-
erties of the territory), into a general integral assessment.
At the same time, it is important to take into account the
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preferences of decision-maker, which can be character-
ized by subjectivity, uncertainty and different attitudes to
risk. In addition, local adaptation of methods may be nec-
essary, in the case when there is a spatial heterogeneity of
decision-maker’s preferences in the problem.

4 EXPERIMENTS

Let’s consider an example of using geospatial multi-
criteria decision-making to select a suitable location for
an enterprise. Let’s assume that the main goals are to re-
duce construction costs and provide the enterprise with
human resources (labor). We will identify as the main
factors that can affect the reduction of construction costs,
the slope of the territory and the proximity of the transport
network. Potential sources of labor are nearby settle-
ments, while the main source is a large district center with
the largest population. Thus, in order to provide the enter-
prise with cheap labor, it is advisable to place it as close
as possible to populated areas, which will additionally
make it possible to reduce transportation costs for the
delivery of workers.

The decomposition of the territory objects important
for solving the problem according to geometric, attribu-
tive and functional features leads to the formation of three
thematic layers:

1) DEM is a raster layer, which is a representation of
the earth surface of the territory, in the form of a matrix of
cells, each of which is characterized by a certain height;

2) transport network — a layer of linear objects, repre-
senting paved roads;

3) settlements — a layer of polygonal objects repre-
senting the administrative boundaries of settlements lo-
cated on the territory under consideration.

Next, it is necessary to assess the functional impact of
these objects on the territory.

The slope is determined by the steepness in each cell
of the raster surface. The smaller the slope value, the flat-
ter the earth’s surface is. In GIS, the slope can be calcu-
lated as the rate of elevation change from one DEM cell
to another.

The Euclidean proximity metric can be used to deter-
mine the distance to roads and settlements. In GIS, the
Euclidean distance between two objects O,(x;, y;) and
O5(x2, ») 1s defined as:

d(0,0) =(x1 =%, +(31 —12 - (18)

Performing the calculation according to (18) trans-
forms the vector layer of objects into a raster layer, which
is a continuous surface of a given property.
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Figure 5 — Diagram of the assessing process of the territory properties

Let’s standardize the raster layers of criteria using the
fuzzy set membership functions built on the basis of ex-
pert evaluation. The values of the alternative attributes
will be transferred to the range [0, 1], where the unsuit-
able areas are marked with zero, and the areas with the
maximum degree of suitability are marked with 1. A gen-
eral view of the membership functions used in the ex-
periment is shown in Fig. 6. Detailed information about
thematic layers, influence functions, control points of
membership functions used to standardize attributes, as
well as weights of the importance of criteria is given in
Table 2.

Let’s consider two scenarios of multi-criteria analysis
of solutions. In the first scenario, the global weight of the
importance of the criteria will be used, i.e. a constant
weight w; is set for the j criterion (Table 2). The integral
estimate will be obtained by the weighted sum method:
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Figure 6 — Membership functions used to standardize attributes:
a — linear monotonically decreasing; b — piecewise linear de-
creasing

In the second scenario, local importance weights will

be used [32]. So the weight distribution of the “Slope”
criterion will be recalculated depending on the distance
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from the transport network. In this case, the location of
the linear road object is the reference location. Similarly,
the weight of the criterion “Distance to settlements” will
have a local value, depending on the proximity of the dis-
trict center (reference location).

The weight of the proximity-adjusted criterion, wy;, as-
signed to the i alternative of the relative j criterion is de-
fined as:

S
d:
W =W ik

AT
Ly di
iz

(20)

Standardized distance for a pair of locations i and :

min {d }
dsi =—— @1

1

The distances to the reference locations will be calcu-
lated using the Euclidean distance metric.

Thus, the local weight will be obtained by modifying
the global weight of the criterion, taking into account the
distance d;, normalized by the average distance of all
alternatives to the reference location. An example of cal-
culating local weights for five alternatives is given in Ta-
ble 3. According to (20), the global weight of the criterion
is changed by redistributing the total weight nw;, depend-

Local weights will be used to calculate the integral
evaluation of alternatives using the weighted sum aggre-
gation operator (2).

5 RESULTS

Scenario 1 and scenario 2 were implemented in the
ArcMap 10.5 GIS environment. The results of geospatial
modeling are presented in Fig. 7. Thematic layers of crite-
ria (Table 2) based on the proposed influence functions
and in accordance with the macroanalysis procedure
(Fig. 1 and Fig. 5) were transformed into raster layers of
slope, distance to the transport network and distance to
settlements. Next, the layers were standardized in accor-
dance with the membership functions shown in Figure 6.
Standardization was performed using the functions of
Raster Calculator and Reclassify of the Spatial Analyst
library. As a result, a standardized slope raster (Fig. 7 a),
a standardized distance raster to the transport network
(Fig.7 b) and a standardized distance raster to settlements
(Fig.7 c) were obtained.

The complex applicability map according to scenario
1 (Fig. 7 d) is constructed using the weighted sum opera-
tor based on the global weights of the criteria given in
Table 2.

Scenario 2 assumed the calculation of local weights.
Standardized rasters of the distances of alternatives to the
district center and the transport network were obtained
based on the expression:

maX {dl } - di

. . . . . . l
ing on the spatial relationship (proximity) between the dsif = - : (22)
reference location and the alternative solution. m? x{di ) ml_m it}
Table 2 — Characteristics of thematic layers (criteria) of a spatial decision-making problem
Criterion Thematic layers Influence function Standardization Weight
control points of the mem-
bership function (Fig. 6)
a b
Slope raster F=f(xy) 5% 15% 0,4
Distance to transport linear 2 2
network E, :\/(x—xgl) +(y—ygl) 0 500 m 0.3
Distance to polygonal 2 2
settlements E, :\/(x—xgpol) +(y—ygpol) 0 10 km 0.3
Table 3 — Proximity-adjusted weights
Alternatives Euclidean distance Standardized Weight
d; distance dg; global w; local w;;
Al 6 0.33 0.3 0.172
A2 3 0.67 0.3 0.345
A3 5 0.40 0.3 0.207
A4 2 1.00 0.3 0.517
A5 4 0.50 0.3 0.259
Mean 4 0.58
Minimum 2 0.33
Sum (w)) 1.5 1.5
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Figure 7 — Results of spatial modeling in accordance with the initial data of scenario 1 and scenario 2: a — standardized layer of the
slope of the territory; b — standardized layer of distances to the transport network; ¢ — standardized layer of distances to settlements; d
— integrated suitability map (scenario 1); e — raster of local weights of the criterion ”’Settlements adjusted for the proximity of the
district center”; f — raster of local weights of the criterion “Slope adjusted for the proximity of the transport network™"; g — estimates
of alternatives according to the criterion “Slope adjusted for the proximity of the transport network™; h — estimates of alternatives
according to the criterion “Settlements adjusted for the proximity of the transport network™; proximity of the district center; i — com-
prehensive applicability map (scenario 2)
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The minimum distance min {d;; } taken as the size of
i

the raster cell, which, when modeled for all maps, is 27
m. The average value of standardized distances is ob-
tained using the Get Raster Properties tool of the Data
Management library. The global weight w ; (20) for the
criteria of scenario 2 is assumed to be 0.5. The field of
local weights for the criterion “Settlements adjusted for
the proximity of the district center” is shown in Fig. 7 e,
and for the criterion “Slope adjusted for the proximity of
the transport network™ in Fig. 7 f.

Estimates of alternatives according to the criteria “Slope”
and “Settlements” were multiplied by the corresponding
local weights adjusted for proximity, the results are pre-
sented in Fig. 7 g and Fig. 7 h respectively. The final
complex applicability map was obtained using a locally
adapted version of the weighted sum operator (2) and is
shown in Fig. 7 i.

6 DISCUSSION

For all scenarios of geospatial analysis, the previously
considered macroanalysis procedure was applied (Fig. 1),
which includes the decomposition of objects into thematic
layers and the assessment of the properties of the territory
based on the model of the territorial influence of objects.
Scaling of criteria is performed using piecewise linear
membership functions. As a result, the values of the crite-
ria attributes were transferred to the range [0, 1], where 1
is the highest, and 0 is the lowest degree of suitability of
an alternative according to a given criterion (Fig. 7 a, b,
c¢). This makes it possible to further aggregate alternative
estimates by various methods, such as using fuzzy overlay
(union or intersection operations) so with the weighted
sum operator.

In scenario 1, the weighted sum and global weights
method is used for aggregation. The weight of the “Slope”
criterion is assumed to be 0.4, however, as can be seen in
Fig. 7, and most (92.6%) of the studied territory has a
degree of suitability equal to 1 according to this criterion,
therefore it has little influence on the final result. The
criteria “Distance to the transport network” and “Distance
to settlements” have an equal weight of 0.3 and have the
same effect on the prioritization, which leads to a scat-
tered distribution of alternatives with a high rating
throughout the territory. As a result, alternatives with high
suitability were concentrated around sections of the road
network located within the boundaries of settlements
(Fig. 7 d). The plots with a degree of suitability of 0.8 and
higher accounted for 5.56% of the entire research area.

The results of the experiment in scenario 2 showed
that the local weights calculated for the criteria “Slope
adjusted for the proximity of the transport network” and
“Settlements adjusted for the proximity of the district
center” have a significant impact on the ranking of alter-
natives. They allow us to quantify the spatial displace-
ment to the focal (important for decision-making) objects.
Thus, in the considered spatial problem, the solutions
with a high rating shifted towards the district center
(Fig. 71).
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The proposed algorithm made it possible to calculate
the local weight at each point (section) of the territory,
redistributing the global weight of the criterion depending
on the spatial relationship (proximity) between the focal
location and the alternative solution. The resulting raster
of weights is then used to aggregate estimates of alterna-
tives by the weighted sum operator. Note that an impor-
tant parameter of modeling is the size of the raster cell. It
is assumed that it must be the same for all criteria for cor-
rectly performing the overlay operation. It should be cho-
sen taking into account the analyzed distances and the
necessary modeling accuracy. Thus, for scenario 2, plots
with a high degree of suitability of more than 1.0 ac-
counted for 6.59%, and more than 1.2—0.98% of the entire
study area.

The use of local weights provides an alternative repre-
sentation of complex preferences and reduces the number
of criteria, which in turn significantly simplifies the stage
of microanalysis and integration of the model into the GIS
environment. In addition, the approach based on local
weights simulates cognitive reasoning, which makes the
analysis procedure more transparent and understandable
for the decision-maker.

CONCLUSIONS

The urgent task of developing a model of the process
of geospatial multi-criteria analysis of decisions on terri-
torial planning and rational placement of capital construc-
tion and infrastructure facilities has been solved.

The scientific novelty of the obtained results lies in
the fact that an approach to multi-criteria decision analy-
sis is proposed, which is based on a model for assessing
the properties of territories and spatially adapted decision-
making methods. The properties of the territory are evalu-
ated based on the influence functions of adjacent objects.
A universal technology has been proposed that allows for
spatial analysis without restrictions on the maximum and
minimum sizes of land plots. Taking into account the spa-
tial variation of the properties of the territory and the dif-
ferent degrees of detail of objects, allows to increase the
accuracy of spatial analysis, as well as its practical value.

The practical significance of the results obtained lies
in the fact that the technology of geospatial multi-criteria
analysis of solutions has been developed, which is based
on existing functions of information geoprocessing and
can be fully integrated into the GIS environment. The
results of the simulation allow us to recommend the pro-
posed model for use in practice, in particular for the tasks
of rational placement of important infrastructure facilities.

The prospects for further research are to improve
the model of the geospatial multi-criteria decision analy-
sis process in order to take into account various decision-
making strategies, in particular in conditions of risk and
uncertainty.
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YK 004.942
MOJEJIb ITPOTECY TEOIMMPOCTOPOBOI'O BATATOKPUTEPIAJIBHOT' O AHAJII3Y PIIIIEHb
3 TEPUTOPIAJIBHOT'O IIVTAHYBAHHS
Ky3niuenko C. [I. — kaH/. Teorp. HayK, JOICHT, IckaH (aKyIbTeTy KOMIT IOTEPHUX HAYK, YIPABIiHHS Ta aaMiHicTpyBaHHs Ofe-
CBHKOTO JI€PXKAaBHOTO eKOJIOTiuHOro yHiBepcuteTy, Oneca, YkpaiHa.

AHOTAUIIA

AKTYyaJbHicTb. PO3MIIIHYTO mporiec 6araToKpuTepiaibHOrO aHaji3y pillleHb 3 TEPUTOPIANbHOTO IUTaHYBaHHS Ta PaliOHAIBHOTO
PO3MILICHHS MPOCTOPOBHUX 00’€KTiB, 3aCHOBAHWI Ha MOJAEIIOBaHHI BIACTUBOCTEH TepHTOpii. MeTa poboTH — po3podKka TEXHONOTil
0araTOKpUTEpiaJIbHOTO aHAII3y PIlIeHb 3 TEPUTOPIANTFHOTO IUIAHYBAaHHS HAa OCHOBI amapary Teopii HeWiTKUX MHOXHH Ta (QyHKIii
reoin(popManiifHOro aHamisy.

MeToa. 3anponoHOBaHO 00’€KTHO-NIPOCTOPOBHH MiAXix K0 GopMyBaHHS MHOXXHHH aJbTEpHATHB Ta KPUTEPIiiB, BIIIOBIIHO 10
SIKOTO TIPOIIEC 0araTOKPUTEPiaIbHOTO aHAI3y pillleHh PO30MBAETHCS HA JIBA €TAIM: MaKpo- Ta MikpoaHais. ETan MakpoaHanmi3y me-
pendayae OLiHIOBaHHS €KOJOTIYHHUX Ta COL[aTbHO-EKOHOMIUHHX BIIACTUBOCTEH TEPUTOPIT 38 JOMOMOTo10 QYHKIIIH reOMO/IeTIOBAHHS.
VY pobori gaHo ¢popmainizoBaHuil ONKC eTany MakpoaHai3y, BKIIOYA0Yd METOH OLIHKH SKICHOTO Ta KiJIbKICHOTO BIUIMBY IIPOCTO-
PpOoBHX 00’€KTiB Ha BIACTUBOCTI TEPUTOPIi Ta NIEKOMIO3UII1 00’ €KTIB HAa TEMaTHYHI MIapy KpuTepiiB. Ha eTami MikpoaHalizy BUKOHY-
€ThbCS paH)KyBaHHS aJbTEPHATHB 3 ypaxyBaHHIM 0OpaHoi cTparerii IpUHHATTA pimeHb. PO3TIsiHyTO MeTon cTaHAapTH3alii aTpuly-
TiB KpUTEPIiB 3a JOMOMOror0 (GYHKIIH HAJIEKHOCTI 0 HEYITKOI MHOKHHH, a TaKOK MOIU]IKalis METOAY PO3PaXxyHKY KOe]ilieHTiB
BIZTHOCHOT BaXJIMBOCTI (Bar) KpUTEPiiB 3 ypaXyBaHHSAM IIPOCTOPOBOI HEOMXHOPIAHOCTI IepeBar ocodH, ska npuitmae pinteHus. [Ipose-
JICHO TIOPIBHSUIFHMI aHAai3 METOAIB arperyBaHHs OI[IHOK AJIbTEPHATUB 32 Pi3HUMH KpuTepisMu. OcoOIMBICTIO IPECTaBICHOI TeX-
HOJIOTIT Te0NpOCTOPOBOro 0araTOKPHUTEPIaTbHOrO aHaNi3y pillleHb 3 TEPUTOPIANTBFHOTO IUIAHYBAHHS € MOXJIMBICTB ii iHTerpauii y
CydacHi reoiH(opMaIliiiHi CHCTEMH.

PesyabraTn. [Ipouenypa GaraTokpuTepianbHOTo aHaii3y pillleHb peatizoBaHa y cepeloBHI reoindopmaiiinoi cuctemu ESRI
ArcGIS 10.5 ta gocmimkeHa npu BUPiLIeHHI TPOCTOPOBOT MPOOIEMHU palliOHATIBHOTO PO3MILLICHHSI i JIPUEMCTBA.

BucHoBkH. 3amponoHOBaHUK 00’ €KTHO-POCTOPOBUI MiAXi 10 6araTOKpUTEPialbHOTO aHAII3y PIMICHb TO3BOJISAE SBHO BPaXo-
BYBaTU MPOCTOPOBY HEOTHOPITHICT reorpadiuHiX JaHUX, KA € pe3yIbTaTOM BIUIMBY Ha BIACTUBOCTI TEPUTOPIi pO3MIILICHUX HA Hilk
reorpadidanx 06’ekxTiB. Po3pobieHa TexHomorist Moxke OyTH BHKOpPHCTaHa IPH BHUPIIIEHHI IIMPOKOTO KOJIA MpoOJIeM, OB’ I3aHUX 3
BHU3HAYCHHSIM PaIliOHATFHOTO PO3MIIICHHS Pi3HUX 00’ €KTIB KaIliTAILHOTO OYJIBHUITBA Ta IHPPACTPYKTYPH.

KJIFOUOBI CJIOBA: reorpadiuni in$popmMauiliHi cCHCTEMH, IPOCTOPOBE MOJICIIIOBAHHS, OaraTOKpUTEpiaIbHUI aHai3 pillleHb,
HEYiTKi MHOXHHH.

VK 004.942
MOJIEJIb ITPOIECCA TEOITPOCTPAHCTBEHHOI'O MHOTOKPUTEPHUAJIBHOI'O AHAJIU3A PELIIEHUAN
11O TEPPUTOPUAJIBHOMY IINIAHUPOBAHUIO
Ky3unuenxo C. /. — kaHz. Teorp. HayK, JIOLEHT, JeKaH (aKyJbTeTa KOMIBIOTEPHBIX HayK, YIPaBICHHS U aJMIHUCTPHPOBAHUS
Ozecckoro rocy1apcTBEHHOTO 3KOJIOTMYECKOro yHuBepcurera, Onecca, YKpauHa.

AHHOTANUA

AKTYyaJIbHOCTB. PaccMOTpeH mpoliecc MHOMOKPUTEPUAIbHOIO aHalU3a PELICHUI 110 TepPUTOPUATBHOMY IIAaHMPOBAHUIO U pa-
LHOHANBHOMY Pa3MEIEHHIO MPOCTPAHCTBEHHBIX 00BEKTOB, OCHOBAHHBINA Ha MOJETHUPOBAHUH CBOUCTB TeppuTopuu. Llenb paboTel —
pa3paboTKa TEXHOJIOTHH MHOTOKPUTEPHAILHOTO aHAIHM3a PEIIeHNH 0 TepPUTOPHATIBHOMY IIIaHUPOBAHHIO HA OCHOBE amapara Teo-
UM HEUYETKUX MHOXECTB U QYHKIMI reonH()OPMAI[IOHHOTO aHAIN3a.

Metona. IIpemioxeH 00BEKTHO-POCTPAHCTBEHHBIH MOAX0A K ()OPMHUPOBAHUIO MHOXKECTBA aTbTEPHATHB M KPHTEPHEB, B COOT-
BETCTBHHU C KOTOPBIM IIPOIIECC MHOTOKPHTEPHAIBEHOTO aHAIH3a PelIeHNH pa3OMBaeTCs Ha JBa JTara: MaKpo- ¥ MHKpOaHAIn3. JTamn
MaKpoaHaIn3a MPEeAIoNaraeT OeHNBAHUE YKOJOTHIECKAX U COIMANbHO-9KOHOMHYECKUX CBOWHCTB TEPPUTOPHH C IOMOIIBIO (QyHK-
Ui reoMoieNTpoBanus. B pabore maHO (hopManm3oBaHHOE OIMCAHME ITAlla MAaKpOaHA W32, BKIIIOYAst METObI OIEHKH KaueCTBCH-
HOTO ¥ KOJIMYECTBEHHOTO BIIMSHUS IPOCTPAHCTBEHHBIX 00OBEKTOB Ha CBOWCTBA TEPPUTOPUH H JICKOMITO3MIIMN OOBEKTOB Ha TEMaTH-
YecKue CJIou KputepueB. Ha sTarme MUKpoaHann3a BBIIONHIETCS PAaH)KHPOBAaHUE aNbTEPHATUB C yYETOM BHIOPAaHHOW CTpaTEeruy MpH-
HATHA pelleHud. PaccMOTpeH MeTos cTaHgapTH3auuy aTpuOyTOB KPUTEPHUEB C NMOMOLIBI0 (QYHKIHI IPUHAUICKHOCTH K HEYETKOMY
MHOXECTBY, a Takoke MOAU(UKAIMA MeToa pacyeTa Ko3(hGUIMEHTOB OTHOCHTEIEHONH BaXXHOCTH (BECOB) KPUTEPHEB, C YYETOM IPO-
CTPAHCTBEHHON HEOMHOPOJHOCTH MPENIOYTEHHH JHIla, TPUHUMAIOMIETO pemeHus. [IpoBeneH cpaBHUTENBHBIA aHAIN3 METOJOB ar-
PETHPOBaHU ¢ Pa3IuIHOIl (popMoi KOMIpOMICCa MEXKTY OIEHKAMH albTepPHATUB 110 Pa3HBIM KpUTEpHsiM. OCOOEHHOCTHIO MPECTaB-
JICHHOM TEXHOJIOTUH I'€ONPOCTPAHCTBEHHOIO MHOTOKPUTEPHAIBHOIO aHaau3a PELICHUH 10 TePpUTOPUAILHOMY ILUIAHUPOBAHUIO SB-
JISIeTCSI BOSMOXKHOCTB €€ HHTET ALY B COBPEMEHHBIE TeOHMH(pOPMAOHHBIE CHCTEMBI.

PesyabTarsl. [Iponenypa reonpocTpaHCTBEHHOIO MHOTOKPHTEPHAIBHOTO aHAIM3a PELICHUH peann3oBaHa B cpene reouHdop-
mannoHHoi cuctembl ESRI ArcGIS 10.5 u uccnenoBana npH pelieHuy pOCTPAaHCTBEHHONW NPOOJIEMBI PAllMOHATIBHOTO Pa3MEIeHUs
TIPEATPHUSTHSL.

BriBoabl. [IpeanoxeHnHbIi 00BEKTHO-IIPOCTPAHCTBEHHBIH MMOIX0/1 K MHOTOKPUTEPHATIHLHOMY aHANIU3Y PEIICHUH I03BOJISIET SIBHO
YYUTBIBAaTh MPOCTPAHCTBEHHYIO HEOJHOPOJHOCTh reorpaduueckux JAaHHBIX, KOTOpasl SBISETCS Pe3yJIbTaTOM BIHSHHUS HAa CBOMCTBA
TEPPUTOPHH PACHONIOKEHHBIX Ha Hel reorpauIecKux 0ObeKTOB. Pa3paboTaHHas TEXHOIOTHS MOXKET OBITh MCIONB30BaHA TIPH pe-
IIEHUH IIUPOKOTo Kpyra npobiieM, CBI3aHHBIX ¢ OIpe/ielIeHIeM HanOoliee PaloHaTIbHOTO Pa3MEIIeHUS Pa3IHIHBIX 00BEKTOB KalH-
TaJILHOTO CTPOUTENECTBA U HHPPACTPYKTYPEL
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ABSTRACT

Context. The problem of automation of the generation of natural and anthropogenic landscapes is considered. The subject of the
research is methods of procedural generation of landscapes that quickly and realistically visualize natural and anthropogenic objects
taking into account different levels of detail.

Objective. The goal of the work is to improve the rendering quality and efficiency of the procedural generation process of land-
scape surfaces at any level of detail based on the implementation of the developed method.

Method. The proposed method of visualization involves the construction of a natural landscape using Bezier curves and surfaces
and manual editing of individual segments; use of software agents that are responsible for individual steps of generating anthropo-
genic objects; adaptation of anthropogenic objects to the characteristics of natural landscapes; containerization of three-dimensional
objects, which is used in various steps to organize the storage and loading of objects efficiently. A generated heightmap based on the
Perlin noise algorithm is used to construct surfaces on individual segments of the natural landscape. Landscape processing software
agents are used to unify the design of algorithms for creating and processing information about anthropogenic objects. Correct appli-
cation operation and error resistance is guaranteed due to the inheritance of a specific interface by all implementations of agents.

Containerization with two-level caching ensures the efficiency of display detailing.

Results. The developed method is implemented programmatically, and its efficiency is investigated for different variants of input
data, which to the greatest extent determine the complexity of visualization objects.

Conclusions. The conducted experiments confirmed the efficiency of the proposed algorithmic software and its viability in prac-
tice in solving problems of automated landscape generation. Prospects for further research include improvement and expansion of the
algorithms for procedural landscape generation, functionality complication of manual visualized object processing, and division of

individual objects into separate hierarchies of containers.

KEYWORDS: object visualization, segments, levels of detail, Bezier curves, software agents, containerization.

ABBREVIATIONS
LOD is a level of detail;
PRNG is a pseudorandom number generator;
DDA is a digital differential analyser.

NOMENCLATURE

ch is a number of generated segments;

n is a number of points in a row or a column of the
heightmap;

hy, is a surface height at the point (x, y);

step is a step between nodes in the height map (x and
»)

seed is a input parameter for generating pseudo-
random numbers;

chunkSize is a segment side size;

curvesPerChunkSize is a number of Bezier curves
modelling the surface per landscape segment;

bezierCurveDivisions is a number of pieces to divide
the Bezier curve into, used in algorithms for converting to
a three-dimensional model or elevation map;

By, P, are start and end points of the third-order Bezier

curve, which is used to describe segments of the natural
landscape;
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Ci, G, are checkpoints that do not belong to the third-
order Bezier curve used to describe segments of the natu-
ral landscape;

B(1) is a parametric Bezier curve;

[3,3 (1) is a third order Bernstein polynomials;

a is a constant that specifies the "tightness" of the
curve;

K is a constant used in the condition of continuity of
curves;

d is a maximum allowed distance between cities in the
case of laying a road between them,;

ris a city range;

Cy is a model visualization complexity.

INTRODUCTION

As a result of constant technical and scientific pro-
gress, the tasks of modelling and generation of three-
dimensional virtual worlds are gaining popularity not only
in the game industry or cinema but also in the fields of
education, science, architecture, design, and more. This
trend necessitates not only the manual creation of highly
realistic models of landscapes, natural and anthropogenic
objects through available hardware but also the produc-
tive performance of their automatic generation and visu-
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alization with different levels of detail. In addition to per-
formance, other requirements for visualization software
systems are essential. In particular: a sufficient level of
uniqueness of anthropogenic objects; their automatic ad-
aptation to the characteristics of the landscape on which
they are located; high realism of visualization; the ability
to supplement the system with new algorithms [1-3].

Automated systems for landscape visualization have
become widespread compared to the manual creation of
three-dimensional worlds due to their simplicity and
speed. The quality of the images used depends on the ac-
curacy of their perception by users of educational or sci-
entific programs, the profitability of the game or movie,
as well as the further development of appropriate software
systems.

The main problems of the available solutions are their
insufficient realism for large scales, limited means for
providing details in the results, the price of full versions
of the relevant software. Also, these software applications
have closed-source, hard-to-extend libraries of landscape
generation algorithms, which reduces the flexibility of
development. Within projects that require relatively small
landscapes, existing solutions can be applied effectively
despite existing shortcomings.

This area of research is promising, as, on the one
hand, it is necessary to improve the appearance of models,
and, on the other hand, it is impossible to go beyond the
possible number of calculations, i.e., it is necessary to
develop new models and more optimized algorithms. De-
veloping a new, optimized method of landscape genera-
tion is an urgent task both from a scientific and practical
point of view.

The object of research is the task of generating natural
and anthropogenic landscapes. The research subject is
landscape generation methods that quickly and realisti-
cally visualize objects taking into account different levels
of detail. The work aims to improve the quality of reflec-
tion and efficiency of the process of landscape surface
generation at any level of detail.

1 PROBLEM STATEMENT

According to the purpose of work, the following tasks
are solved:

1) determination of functional requirements to the sys-
tem of landscape visualization based on the analysis of
popular software systems of such purpose;

2) modelling of landscape surfaces;

3) modelling of anthropogenic objects according to
the landscape;

4) development of a containerization method for ob-
jects in three-dimensional scenes with different levels of
detail;

5) software implementation of methods for three-
dimensional model visualization based on generated ob-
ject data.

The inputs that directly describe the objects for the
visualization system are:

— landscape segment size chunkSize €[2;2'];
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— the size of the

ments regionSize & [chunkSize;2'°];

region of landscape seg-

— the number of curves modeling the surface per land-
scape segment curvesPerChunkSize €[2;20] ;

— parameter of maximum height (also depth) when us-
ing noise functions max Height € [200;5000] ;

— landscape segment height offset for the noise func-
tion zOffset € [0;1000];

— parameter for the coordinate step in the noise func-
tion noiseStepDivisor € [500;5000];

— the distance to which the city extends its influence to
the generation cityEffectRange € [chunkSize;regionSize] ;

— the minimum distance between roads in the city
roadMinDistance € [0,chunkSize];

- minimum road width
roadMinWidth < [0;chunkSize] ;
- maximum road width

roadMaxWidth € [ Min;chunkSize] ;

— maximum distance between cities for construction
of long-distance communication

maxNearbyCityDistance € [chunkSize;2"] ;

— the minimum width of the architectural element
architectureMinWidth € [0; chunkSize] ;

— the maximum width of the architectural element
architectureMaxWidth [ Min; chunkSize] ;

— the minimum area of the architectural element
architectureMinArea € [0; chunkSize] .

2 REVIEW OF THE LITERATURE

At the beginning of the researched problem (the
1980s), algorithms of calculation and representation of
fixed primitive landscapes were considered. An algorithm
for dividing the surface into triangles with its subsequent
vertical deformation with the help of fractal noise was
created [4], and methods for collecting, storing, and proc-
essing landscapes were developed [5].

The intensive advancement of software tools for visu-
alization of natural and anthropogenic landscapes requires
the development of visualization methods that provide
high-quality images and, at the same time, their cost-
effectiveness in terms of computing resources [3, 6—12].

The most common functions of software applications
for landscape visualization include:

1) generating a three-dimensional landscape of a spe-
cific size based on parameters (e.g., mountain locality
based on relief data);

2) loading an existing landscape for processing;

3) processing of the landscape utilizing manual re-
editing with available tools and automated systems;

4) generating and processing landscape characteristics,
such as water bodies, climate, soils, erosion and more;

5) visualizing the treated landscape, presenting, and
preserving the obtained result;

6) generating the scenery of the landscape surface tak-
ing into account its characteristics (in particular, trees,
hills, ravines, dams, etc. are generated);
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7) generating three-dimensional objects of architecture
and infrastructure taking into account the characteristics
of the landscape:

7.1) designating anthropogenic areas of the landscape;

7.2) generating infrastructure objects, namely roads,
communication lines, power grids, and other connections,
taking into account the properties and curvature of the
landscape;

7.3) generating architectural objects, in particular
buildings for industrial, residential, commercial and cul-
tural purposes, objects of transport and means of commu-
nication, taking into account the characteristics of the
landscape;

7.4) generating anthropogenic scenery: lamps, green-
ery, parks;

7.5) visualizing generated three-dimensional objects;

7.6) saving the generated three-dimensional objects.

Generation and visualization of anthropogenic objects
is the most extensive and complex process in software
systems, which requires the most time and money [13,
14].

Software systems for generating three-dimensional an-
thropogenic objects have the following advantages:

— Flexibility of application. Objects generated in such
systems are not static three-dimensional models but pa-
rameterized system objects with additional data that can
be modified to achieve the desired result.

— Using templates. After manually changing the gen-
eration parameters of architectural and infrastructural
objects, they can be saved as templates for later use,
which speeds up the work with the system.

— Levels of detail. Generation algorithms support dif-
ferent levels of detail of generated three-dimensional ob-
jects, allowing more flexible use of the system.

— Integration into general-purpose software.

Despite the advantages described above, systems for
generating three-dimensional objects of architecture and
infrastructure have some disadvantages:

— Dependence of the visualization quality and effi-
ciency on the machine's computing power.

— High cost of memory resources to ensure realism.

— Presence of artifacts. Errors occur when generating
architectural and infrastructural objects. Generation re-
sults require manual verification and adjustment.

The popular main algorithms for containerizing three-
dimensional scenes are Object Container Streaming from
Cloud Imperium Games, Asset Streaming from Umbra
Software, and Partitioned Scene Loading from Unreal
Engine. Among their disadvantages is the high probability
of data corruption during the transfer of containers; closed
software source code, which makes it impossible to use
the software in other systems; redundancy of information
due to the need for metadata about the components in the
files; uneven distribution of objects in sections [15-17].

3 MATERIALS AND METHODS
The proposed method of visualization involves:
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1) construction of a natural landscape with the help of
curves and Bezier surfaces and manual editing of individ-
ual segments;

2) the use of software agents that are responsible for
individual steps in the generation of anthropogenic ob-
jects;

3) adaptation of anthropogenic objects to the charac-
teristics of natural landscapes;

4) containerization of three-dimensional objects,
which is used in various steps to organize the storage and
loading of objects effectively.

The advantages of this method are:

— Realistic images due to high-quality consideration of
landscape characteristics in the visualization of anthropo-
genic objects, which involves the use of optimal segmen-
tation and containerization.

— Effective display detail based on containerization
with two-level caching.

— Flexibility and ability to develop through the use of
software agents.

The algorithm for constructing surfaces for individual
parts of a natural landscape segment consists of the fol-
lowing steps:

Step I: Procedural generation of the primary height-
map.

The “chunkSize” parameter determines the size of the
generated altitude map. The parameters for generating the
heightmap based on the Perlin noise algorithm are set: the
input parameter “seed” and the coordinates of the re-
quested segment (x,y).

The height value at points (X, y) is calculated using the
following function:

hy, = Noise(seed,x,y). @)

Step II: Selection of control points based on the
heightmap to specify Bezier curves describing a segment
of the natural landscape.

The number of points required to describe one row or
column of the heightmap is calculated:

n = 3-curvesPerChunkSize+1. 2)

The step for the heightmap is calculated as follows:

chunkSize

Step =

—. 3
3. curvesPerChunkSize

Using formulas (1)—(3) and the points of the segment
Py, which are used to describe the curve, we can define
the following statements:

b :P(xivyj’hx,»x/)r i, j=1,...n, x;=0, x;}=x; | tstep,
x,=chunkSize, y,=0, y;=y;,+step, y,=chunkSize.

It is assumed that the four points used to describe the
third-order Bezier curve are taken from the heightmap
points Pj;, and they pass through this curve. The landscape
segments generation algorithm automatically calculates
the control points {C;, C,} for the selected four points
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{}30,131,152,133} from the array of values P, through which

the curve passes:

B —13Ry + 21+ 341, +13)R
3L +1)

C ; “4)

2P — 2B, + (212 +3L1, +13)P.
C2:3123(3 3 2)2, 5)

35 +1)

where [; = |131 —I3l-_l|a , used value a=0.5.

After calculations (4), (5) the curve is described by
control points: {130,C1,C2,153} .

For each pair of curves that have a common point, the
control points are modified to ensure the continuity of
parametric curves:

B, ()=K"B(1). (6)

If a3 is the end point of curve B(f), a2 is the control
point of curve By(?), B0 is the starting point of curve B,(f),
B1 is the control point of curve By(f), then condition (6) is
as follows:

|03—02|=K-|B1-PO]. (7)

All these points form the description basis for the
segment in further processing (export or editing). The
height values are found using the local coordinates of the
calculated control points within the segment, rounding
them to integers and using them as indices for the two-
dimensional array of the heightmap. The control points
are modified for each pair of curves with a common point
to ensure the curve continuity.

Step III: Joins with previous segments. If there are ad-
jacent segments to the requested one, the values of the cur-
rent control points are modified so that there is a smooth
interpolation on the boundaries of the segments (7).

Step IV: Formation of the vector polygonal model for
the generated segment.

Every four calculated control points on each axis of
the plane on individual fragments of the segment (Step II)
form a bicubic Bezier surface, the parametric form of
which is as follows:

3 3
Quy) =Y Y B () B () B .

i=0 j=0

When converted to a vector polygonal model, each bi-
cubic surface is considered as a set of control points that
form Bezier curves in the x direction.

The input data for converting a landscape segment in-
to a vector polygon model are the calculated control
points in the Step II. The output data is a set of elemen-
tary polygons in the form of an array of vertices and an
array of indices of these vertices.

Creating a vector polygonal model consists of the fol-
lowing calculations:
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1) The primary Bezier curves are constructed based on
the control points of the Bezier surface in the x-direction.
The number of such curves is equal to curvesPerChunks-
Size'n. For example, the curve Q; is built based on points
P, i=1,...,4. The last control point of each curve con-
structed in the x-direction is the first for the next curve,
except the last.

2) Depending on the bezierCurveDivisions parameter,
the intermediate points L, of each curve constructed in
substep 1) are calculated. These intermediate points are
stored in a one-dimensional array M of size N,,, which is
calculated by the formula (8):

N,, = bezierCurveDivisions®, if curvesPerChunkSize = 1

N,, = (curvesPerChunkSize - bezierCurveDivisions — 1)2 , (®
if curvesPerChunkSize > 1
3) To determine simple polygons an array of indices /

is formed for vertices from array M. The total number of
vertices on the segment side is calculated by the formula

):
k = bezierCurveDivisions, if curvesPerChunkSize =1
k = curvesPerChunkSize - bezierCurveDivisions —1,  (9)
if curvesPerChunkSize > 1.

The number of polygons is determined by the formula

(10):

N, =2- curvesPerChunkSize® - (bezierCurveDivisions —1)*. (10)

Passing along the grid of polygons is in the x-direction
the indices of the vertices a, b, ¢, d of two triangles are
calculated according to formulas (9), (11). These triangles
form a square (Fig. 1).

c d

Figure 1 — Indexed polygons that form square
Indices (in the direction x — A and in the direction y —

p) of the square formed by the triangles of the polygon
are used to calculate:

(1:}\.+(H—1)'k, )\'ZlaNTa “:laNT

b=a+k, (an
c=a+l,
d=a+k+1.

The results of the described calculations for the values
of bezierCurveDivisions=5 and curvesPerChunks-
Size = 1 are shown in Fig. 2.
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Figure 2 — Example of the vector polygonal model

Information about the fully generated and processed
segment is returned to the caller for further processing
(visualization or export).

Pre-generated or manually edited landscape segments
can be exported to a three-dimensional polygonal model.

For the landscape generation module, it is necessary to
retrieve information about the same landscape segment.
To not perform generation steps each time, the caching
logic for the manually created or edited information is
used, which will ensure the processing of repeated queries
on landscape segments as a simple search in the cache.

Landscape processing software agents are used to uni-
fy the design of algorithms for creating and processing
information about anthropogenic objects. Correct applica-
tion operation and error resistance is guaranteed due to
the inheritance of a specific interface by all implementa-
tions of agents.

At the user’s request, the system prepares the land-
scape segments to create anthropogenic objects and alter-
nately uses pre-selected agents. After that, the system
cache of landscape segments is updated, and the response
is returned to the user (Fig. 3).

4: Agent application

l@ 1: Client request | Mediator S: Cache update | Landscape
—1 service | cache
?:Segmentswithobjecl_ T = &: Updated
- landscape segments
User w ‘t_:'n.,
&7 S
[1- =] W
3 &= r =
e L
(1] o
SR
=1
=
Software
agent
registry

Figure 3 — Communication UML-diagram of the product upon a
request from the user

The algorithms and the corresponding software agents
that use them are responsible for the following steps:
1) preliminary preparation the landscape segment;
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2) determination the city locations;

3) construction of transit roads within cities;

4) construction of roads between cities;

5) determination of road intersections;

6) determination of the boundaries of urban city
blocks by crossroads and transit roads;

7) construction of architecture for each city block of
the city;

8) algorithms for building three-dimensional models
adapting to the landscape based on the received informa-
tion about objects.

Based on these steps, software agents can create a va-
riety of information about architectural and infrastructural
objects and ensure the high performance of the applica-
tion.

The first step in creating information is to obtain the
parameters that are needed for the generation. After that,
the user needs to get a prepared landscape segment with
the coordinates specified in the request. The preparation
includes creating a segment hull, determining its identifi-
cation number, and obtaining its heightmap. The height-
map is used to adapt to the properties of the landscape
when creating three-dimensional models of different lev-
els of detail.

The creation of anthropogenic objects begins with the
generation of cities. The essence of this algorithm is the
choice of the city location within the region. After execu-
tion, the algorithm returns an array of cities belonging to
the segment. Each entity of the city has filled in informa-
tion belonging to the corresponding data structure. The
algorithm consists of several sequential steps that use
PRNG (Fig. 4).

The algorithm for laying roads in the city depends di-
rectly on the type of city generated in the previous step.
The work created a type of city with Manhattan markings,
i.e., parallel roads and rectangular city blocks. Laying
roads for such a city is reduced to determining the dis-
tances between parallel streets, creating roads, and cutting
roads outside the segment (Fig. 5).

For visual correctness and realism, the generation of
long-distance connections requires a preliminary genera-
tion of roads in the city. Then intercity roads will join
them, correctly continuing their direction.

In order to correctly build long-distance connections,
the user needs to have a list of city roads in their boundary
segments. This list is acquired by passing the segments in
the DDA algorithm towards another city to check whether
a particular segment is on the edge. Next, Bezier curves
are built to pave a smooth road.

The algorithm for determining intersections searches
for road intersections according to the formula for the
intersection of two segments. It is key to the next step in
defining city blocks, as roads and intersections can quick-
ly identify their boundaries.

An algorithm for building city blocks is needed to de-
termine the boundaries within which architectural objects
can be built. City blocks are built between roads and in-
tersections, which ensures the absence of roads and build-
ings clipping.
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The algorithm for constructing city blocks is some-
what more complex than the previous ones. In the case of
expanding the system by other software agents, it must
correctly build city blocks at complex intersections and
city forms. It is based on the Delaunay triangulation algo-
rithm, which optimally divides a two-dimensional array of
vertices into triangles, where the vertices of the city inter-
section are taken as vertices. From these triangles, city
blocks are then formed by merging adjacent ones (Fig. 6).

Since the points-nodes of a nonconvex polygon give
the city block boundaries, the algorithm for determining
the city block boundaries is reduced to the construction of
cyclic paths on the grid of intersections and roads that
form a connected graph. Users can use two methods to
provide this feature: inspecting intersections along roads
and looking for closed loops, or triangulating a graph and
then merging triangles into polygons. Since the first op-
tion requires the construction of graph edges on roads
between different segments, which is computationally
more complex, the second option was chosen, namely the
Delaunay triangulation. This method of dividing a grid of
points into triangles fulfils the task and allows users to
quickly calculate adjacent triangles, making it easier to
combine them. Once the triangles are combined into pol-
ygons, the city block information is stored in the segment.

Unlike previous algorithms, the algorithm for building
architecture in a city block works within the boundaries of
the city block, not the landscape segment. It arranges ar-

chitectural elements by selecting their coordinates and
type using PRNG.

The last step is to clean up unnecessary information in

the landscape segment. Roads that do not border intersec-
tions or city blocks are discarded, intersections are
merged with roads, and temporary additional information
used by a software agent is removed.

To ensure the objects’ realism, adaptation to the sur-

rounding landscape takes place, the advantages of which
are determined by the division of the landscape into rec-
tangular segments. The algorithms use cubic spline inter-
polation to determine the height of the terrain from the
nearest control points of the simulated surfaces. At the
same time, the small size of the segment allows users to
make queries and calculations quickly. Caching the
heightmap in containers allows the system not to calculate
it every time. In addition, taking into account the height
values at the points of the segment, the number of the
order of 10* due to caching allows avoiding display errors
(caves under the ground, overhangs in cliffs, etc.). Thus,
the speed of adaptation is not limited by the size of the
generated landscape, and, accordingly, the memory con-
sumption — by the number of control points.

The developed containerization algorithms provide the

following features:

1) creating a hierarchy of containers for a given three-

dimensional scene;

2) storing three-dimensional models and other con-

tainers inside a container;

PRNG Generation of
|r\|t|aluz§t|011 N city x, y \.\futhm .re Xy of the cit " Return an
by region the region in this segment? empty array
coordinates using PRNG
l Yes
Translate x, y into Select the type and Return the ¥
the local . .
. properties of the array with End
coordinates of the . . :
city using PRNG the city
segment
Figure 4 — Block diagram of the city generation algorithm
(.;.Qt alist of Generate roads Trim polygonal lines of Return the
Start cities around| —» . —> ! ; End
by city type roads outside the segment received roads

the segment

s
E Generate Generate

5§ S . Translate data parallel road Translate Return the
=] o . . .
o 2 into local city | . —— . —— into segment array of m
25 e coordinates streets using properties coordinates roads
§ b= PRNG using PRNG

Figure 5 — Block diagram of road construction within a city
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triangulation

Build a

Return an convex
array of shapes hull of the
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Figure 6 — Block diagram of city block construction
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3) calculating bounding volume for each container,
which contains all three-dimensional models of the con-
tainer;

4) creating a two-tier cache to optimize the process of
loading and storing containers (the first tier of the cache
stores objects in RAM, the second tier — in the file sys-
tem);

5) saving containers in a file system in binary format
(serialization);

6) saving and loading different levels of detail of ob-
jects inside containers.

The container is presented as a data model and con-
tains information about the segment, its three-dimensional
model, the current level of detail, the identifier, and other
containers (Fig. 7).

Main
container of
the scene

==

Container of segment 2

—

Container of segment 1

\

Container of segment 3

Does not contain 30
models, keeps the
bounding volume general
to all children's containers

Does not contain 30
models, keeps the
bounding volume general
to all children's containers

City container

Does not contain 3D
maodels and the bounding
volume

" Road container
City container
Contain 3D model of a
road and a bounding
volume

Contain 30 model of a city
and a bounding volume

Contain 30 model of a city
and a bounding volume

Figure 7 — Container hierarchy example

The architecture of the software system that imple-
ments the described algorithms is a session-based client-
server. There is a three-tier model based on software
agents for creating and editing the properties of anthropo-
genic objects on the server side. The highest model tier,
the service layer, is implemented based on the REST par-
adigm, which is used at the endpoints handlers of the ses-
sion server for the software system in which the applica-
tion is integrated. The business logic tier is at the middle
tier with predefined algorithms for creating information
about three-dimensional anthropogenic objects and a set
of software agents for processing landscape segments.
The lowest tier contains the data layer with a description
of the data structures used in the application.

The software system supports the construction of
bounding volumes and different levels of detail, resulting
in a reduction in the data amount that needs to be down-
loaded. An efficient binary format is used for storing con-
tainers. The cache implementation consists of two levels
and allows you to optimize the process of saving three-
dimensional models. All this allows to speed up the ren-
dering of virtual scenes, which is an essential indicator for
the systems of generation and visualization of natural and
anthropogenic landscapes.

4 EXPERIMENTS
The developed algorithms are software pieces imple-
mented in the form of the LandscapeGen software system,
the server part of which consists of three components

(Fig. 8):
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— LandscapeGen: Terrain — a component that contains
services for generating landscape surfaces using Bezier
curves and planes;

— LandscapeGen: Infrastructure — a component that
provides services for generating anthropogenic objects of
architecture and infrastructure based on ready-made land-
scape data;

— LandscapeGen: Containerization — a component that
provides services for containerization of three-
dimensional objects, their storage, and loading.

<<componentss @

LandscapeGen Server

linfrastructureService

<<COMponent> }@

LandscapeGen;
Infrastructure

I

| I
<<component>>{]
IMerrainService

LandscapeGen:
Terrain E] O

<CCOMpPonent» @

LandscapeGen:
Containerization

ICachesService

A = IContainerService
ITerrainService linfrastructureService

<ar omponent»@

REST API

4<cu|n|.|unent>>g

LandscapeGen
Client

Figure 8 — Component diagram of LandscapeGen software
system

The experiments were performed on a computer with
the following characteristics: CPU Intel 17 9750H, GPU
Nvidia 1660TI, RAM 16GB DDR4, Drive SSD NVME2
1TB. City centres were selected as the locations where the
generation takes place in terms of the most significant
computing power requirements. Parameters that signifi-
cantly affect the generation time and do not give only a
visual difference were selected for experiments. These
include city range (r), the maximum allowed distance
between cities in case of road construction (d), level of
detail, and the number of generated segments (ch).

The complexity of the visualization model is calcu-
lated taking into account the maximum possible level of
detail (10d,4y):

_r-d-ch-(lod,,, —lod +1)
- 256 '

CM

A total of about 300 visualization experiments were
performed for the following cases: without the containeri-
zation cache use, with the use of cache in RAM and hard
drive. Used lod,,,x=5, implemented levels of detail- min,
low, medium, high, max. The minimum lod is for viewing
the song from a distance.

The time costs for visualization of one segment for
differentd, r, chat their maximum possible val-
ues, 4096, 1024, 25,  respectively, = were  recorded
(Table 1).
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5 RESULTS Among the parameters that determine the quality of

Anthropogenic and natural landscapes visualized by the obtained images used for modelling natural surfaces

the LandscapeGen system are characterized by the ab-  are: the number of Bezier curves per side of the segment,

sence of artifacts, adaptation of anthropogenic objects to  the noise reduction factor for landscape generation, the

natural landscapes (Fig. 9). Noise functions, which return  number of control points per segment. The use of these

the height value at the specified coordinates, are used to  settings is not limited by the amount of memory, as cach-
ensure the natural landscape automatic generation of the  ing methods are used.

virtual world. A programming interface from the noisejs The dependence of time costs for visualization of nat-
library is used to work with specific functions implemen-  ural and anthropogenic landscapes on the complex char-
tations: Perlin noise and Simplex noise. acteristics of the complexity of the visualization model is

analysed (Fig. 10).

Table 1 — Comparison of time spent for different types of visualization

Visualization Average Maximum time (ps) for the segment and the The minimum time (ps) for the segment and the
type time for corresponding parameters at which it is corresponding parameters at which it is

segment (us) achieved achieved

time,, timeyayx Cy d r ch lod timeyin Cy d r ch lod

Without the con- 68424 205935 | 192 | 4096 | 512 1 0 75084 108 | 4608 | 768 1 4
tainerization cache
use
RAM cache 16 52 162 | 4096 | 1024 1 3 2 1600 | 4096 | 512 25 4
Hard drive cache 4352 | 1024 25 4

Containerization
Bound ng Volumes Visible

Min LOD Distanc

Medium LOD Distance

Max LOD Distance

——-", 1ot ':"';l'f'i . Hibe

b c
Figure 9 — Examples of visualization:
a — anthropogenic and natural objects in the LandscapeGen program window; b — relief of Bezier surfaces; ¢ — visualization of the urban
landscape adapted to a relief (16 curves per segment, Perlin noise smoothing factor 500)
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Figure 10 — Generation time dependency on the complexity of objects:
a — for one segment without the use of caching; b — for one or more segments with RAM caching

6 DISCUSSION

The obtained results of the LandscapeGen software
system confirm the effectiveness of the developed method
of visualization using containerization.

The average rendering time for hard disk caching ex-
periments is about seven times shorter than the rendering
time without caching. At the same time, using cache in
RAM reduces rendering time by about 500 times com-
pared to hard disk caching.

Most time is spent on non-caching cases for a mini-
mum level of detail. Moreover, for insignificant values of
complexity (up to 144), caching gives an advantage of 4
times the display time (Fig. 7, a, b).

A dramatic increase in the complexity of the visualiza-
tion model does not significantly affect the visualization
time of one segment (Fig. 7, b). In the case of using cach-
ing, increasing the complexity of the visualization model
by 150 times increases the time only by three. Therefore,
the system scales well with different complexity of visu-
alization models.

The proposed method efficiently stores and loads
three-dimensional objects, which is especially important
to consider the trends of increasing the volume of three-
dimensional scenes and growing requirements for detail-
ing objects.

CONCLUSIONS

A unique feature of the developed software system
LandscapeGen is the generation of three-dimensional
objects with different levels of detail based on software
agents, taking into account the characteristics of the land-
scape. The architecture of the system allows expanding
the functionality of the system further.

The scientific novelty of the obtained results lies in
developing a method for landscapes surfaces generation,
which allows controlling the quantitative and qualitative
indicators of modelling, resulting in increased realism of
the display result and productivity of the visualization
process at different levels of detail.

The practical significance of obtained results lies in
developing a software system for the automatic genera-
tion of natural and anthropogenic landscapes. The ob-
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tained visualizations can be used as a basis for further
creation of virtual landscapes, video, photo, and game
materials by landscape designers, artists, developers of
virtual worlds.

Prospects for further research are the development
of algorithms for the procedural generation of natural
landscapes, particularly the addition of all ecosystems and
appropriate algorithms for adaptation to natural land-
scapes.
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AHOTAIIA

AKTyanbHicTh. Po3riisHyTO 3amady aBroMaru3anii reHepyBaHHs IPUPOJHIX Ta aHTponoreHHux Janamadris. [Ipeqmerom no-
CIIIDKEHHSI € TPOLEyPHI METOIM reHepaii Janamadry, o IIBUAKO Ta PEATICTHYHO Bi3yalli3yloTh 00’ €KTH 3 BpPaxyBaHHIM Pi3HHX
piBHiB feramizawii. Mera poGOTH — MiABUILEHHS SIKOCTI BiToOpakeHHs Ta e(peKTUBHOCTI IIpoLiecy reHepaii JaHamadTy moBepXxoHb
npu OyAb-sIKOMY PiBHI JeTtasizaii.

MeTton. 3anponoHOBaHUI MeTO] Bi3yamisauii nepegdavyae moOyaoBy NPUPOAHBOTO JTaHAMA(TY 3 JOMIOMOTOI KPHBHX Ta IIOBEP-
XOHb be3’e Ta pydHe pemaryBaHHS OKPEMHX CETMEHTIB; BUKOPHCTAHHS MPOTPAMHUX areHTIB, sKi BiAMIOBIZAIOTH 32 OKPEMi KPOKHU
reHepanii aHTPOIOTeHHUX 00 €KTIB; aJanTallilo aHTPOIIOTEHHUX 00’ €KTIB JI0 XapaKTepPUCTUK MPUPOIHIX JIaHAMA(TiB; KOHTEHHEPH-
3aIif0 TPUBUMIPHUX 00 €KTIB, [0 BUKOPUCTOBYETHCS Ha PI3HUX KpOKax s epeKTHBHOI opraHizamii 30epexeHHs Ta 3aBaHTAKCHHS
006’exTiB. [[1151 M0OYI0BH IOBEPXOHb Ha OKPEMHX CETMEHTaX IPUPOIHBOTO JIAaHAMA(TY BUKOPHCTOBYETHCS 3T€éHEPOBaHa KapTy BUCOT
Ha OCHOBI anroputmy Iymy I[lepnuna. IIporpamui arentu Juii oOpoOKH JNaHAMA(TY 3aCTOCOBYIOThCS JUlsl yHidikanii modynoBu
QJITOPUTMIB CTBOPEHHS Ta 00poOKH iHpOpMaLil IPO aHTPOIIOreHHI 00’ €KTH. 3aBIsIKH YCIaAKyBaHHIO KOHKPETHOTO iHTepdeiicy yci-
Ma peaiizallisiMi arcHTiB, rapaHTy€eThCs KOPEKTHA poOOTa 3aCTOCYHKY Ta CTiHKicTh 10 mommiok. EdexTuBHicTh neranmizamii Bimo-
OpakeHHS 3a0e3Meuy€eThCsl KOHTEHHEPU3aIi€lo 3 IBOPIBHEBIM KEIITyBaHHIM.

PesyabTaT. Po3pobienuii MeToa peaaizoBaHO IPOrpaMHO 1 JOCTiIKEHO HOTo e(eKTHBHICTD Ul Pi3HUX BapiaHTIB BXiAHUX Ja-
HUX, [0 y HalHOUIBIIiH Mipl BU3HAYAIOTH CKJIAJHICTH 00 €KTIB Bisyaizaril.

BucHoBku. TIpoBeeHi eKCIEpUMEHTH MiATBEPANIIH [IPALe3JaTHICT 3alPOIIOHOBAHOTO AITOPUTMIYHOTO 3a0e3MeUeHHS 1 J03BO-
JISIFOTH PEKOMEHIYBaTH HOro [UIsl BUKOPHCTAHHS Ha [PAKTHII IPU BUPIILICHHI 3a/1a4 aBTOMATH30BaHoi reHepanii sanamadris. Ilepe-
MEKTHBU HOJAJIBIINX JOCTIIKEHh MOXYTh MOJISIFATH Y BIOCKOHAJCHHI Ta PO3LIMPCHHI aIrOPUTMIB IMPOLEAYPHOrO I'€HEpYBaHHS
naHamadTy, GyHKIIOHATY PyYHOTO ONPALIOBAHHS, PO3AIJIEHHI OKPeMHX 00’ €KTIB Ha iepapxii KOHTEHHEPIB.
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AHHOTALUA

AKTyanbHOCTb. PaccMoTpeHa 3a1aua aBTOMAaTH3aIMU TeHEPHPOBAHNS IPHPOAHBIX M aHTPOIIOTEHHBIX JaHAmadToB. IIpeqvmerom
HCCIIENOBAHNS SBISIIOTCS TIPOIEAypHbIE METOABI reHepanuy JaHamadra, OBICTPO M PEaTMCTHYHO BH3YaIM3UPYIOIUX OOBEKTHI C
Y4YEeTOM pa3HBIX YpoBHEH aeranmsanud. Llemb paGoTsl — MOBBIICHNE KauecTBa OTpaskeHUs U 3P (EKTUBHOCTH Hpoliecca TeHepauu
naHanadTa IOBEPXHOCTEH MPH JII0OOM ypOBHE A€TaIM3alNY.

Merton. [IpeanoxxeHHBIIl METOA BU3yaIH3allMy MpeIIoiaraeT NOCTPOSHUE PUPOIHOro JaHAmA(Ta ¢ IIOMOIIBI0 KPUBBIX U I10-
BepxHoCTell be3be n pydHoe pefakTHpOBaHHE OTAEIBHBIX CETMEHTOB; HCIOJIB30BAaHUE IPOrPAMMHBIX areHTOB, OTBEYAIONIHUX 3a OT-
JeTbHBIE IIaru MO TeHepalluy aHTPOIIOTEeHHBIX OOBEKTOB; aAaNTalMI0 AHTPOIOI€HHBIX O0OBEKTOB K XapaKTEPHUCTHKAM MPHUPOIHBIX
TaHAMmAaTOB; KOHTEHHEPHU3AINIO TPEXMEPHBIX 00BEKTOB, KOTOpAst HCTIOIB3YETCs Ha Pa3HBIX Marax A 3 QexkTHBHOI opraHu3anuu
XpaHEHHUS U 3arpy3Ku 00beKTOB. [l HOCTPOEHHS MOBEPXHOCTEH HAa OTAENBHBIX CETMEHTAX MPUPOIHOTO JaHAmadTa HCIONb3yeTcs
CTeHEepUpPOBaHHAs KapTa BBICOT Ha OCHOBE airopurMma Iryma Ilepmuna. IIporpamMMusie areHTs! it 00paboTKy TaHmmadTa mpuMe-
HSIIOTCS I YHU(HKAIIMY TOCTPOEHHS aITOPUTMOB CO3JaHUsI U 00paboTky MH(pOpManuu 06 aHTPOIOreHHBIX 00beKkTax. biaromaps
HAacJIeI0BaHUIO0 KOHKPETHOTO MHTepdelica BCeMH pean3alisiMi areHTOB TapaHTHPYETCsl KOppeKTHas paboTa MPUIOKEHHs U YCTOM-
YHUBOCTH K OIIKOKaM. DP(EeKTUBHOCTD eTaNIn3annul 0TOOpasKeHNUs 00eCTIeuBaeTCsl KOHTEHHepH3alei ¢ By XypOBHEBBIM K3LINPO-
BaHUEM.

PesyabTarhl. PazpaboTaHHbIil MeTOX peaiM30BaH NPOrPaMMHO, UCCIENOBAHO ero 3(G(GEeKTHBHOCTD M Pa3iIMYHbIX BapHAHTOB
BXOJHBIX JaHHBIX, B HAUOOJIBIIEH CTENEHH OIIPEACIISIONINX CIOKHOCTh OOBEKTOB BU3YalIH3aIHN.

BoiBoapbl. [IpoBeeHHbIE SKCIIEPUMEHTHI HOATBEPANIH pab0TOCIIOCOOHOCTh MPEIIAraeMoro aarOpHTMUYECKOTrO 00ecTiedeH s U T10-
3BOJISIIOT PEKOMEHJI0BATh €T0 JUISl MCIIOIb30BaHMUs Ha MPAKTHKE IIPU PEIICHUH 3a[a4 aBTOMATH3UPOBAHHON IeHepaluy JIaHIIIadToB.
IlepcriexkTyBBl JAIPHEHINNX KUCCIACAOBAHUNA MOTYT 3aKIIOYaThCi B COBEPIICHCTBOBAHUM U PACIIUPEHUM AJITOPUTMOB IIPOLIELYPHOrO
reHepupoBaHus JaHmadTa, GyHKIMOHANA PyYHOU POPAaOOTKHU, pa3ieIeHHH OTIEIbHBIX OOBEKTOB Ha HEpapXHU KOHTEHHEPOB.

KJUIIOUEBBIE CJIOBA: Busyanusamus o0bEKTOB, CETMEHT, YPOBEHb JeTalHu3aliy, KpuBble besbe, mporpaMMHBIN areHt, KOH-
TelHepu3auusl.
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ABSTRACT

Context. The topical problem of sensitive information protection during data transmission in local and global communication
systems was considered. The case of detection of stego images formed according to novel steganographic (embedding) methods was
analyzed. The object of research is special methods of stego images features pre-processing (calibration) that are used for improving
detection accuracy of modern statistical stegdetectors.

Objective. The purpose of the work is performance analysis of applying special types of image calibration methods, namely di-
vergent reference techniques, for revealing stego images formed according to adaptive embedding methods.

Method. The considered divergent reference methods are aimed at search an appropriate transformation for cover and stego im-
ages features that allows increasing Euclidean distance between them. This can be achieved by re-projection of estimated features
into a high-dimensional space where cover and stego features may have higher inter-cluster distances. The work is devoted to analy-
sis of such methods, namely by applying the inverse Fast Johnson-Lindenstrauss transform for estimation preimages of cover and
stego images features. The transform allows considerably decreasing computation complexity of features calibration procedure while
providing a fixed level of relative positions changes for cover and stego images features vectors, which is of particular interest in
steganalysis.

Results. The dependencies of detection accuracy, namely Matthews correlation coefficient, on cover image payload and dimen-
sionality of estimated preimages for feature vector were obtained. The case of usage state-of-the-art HUGO, S-UNIWARD, MG and
MiPOD embedding methods for message hiding into a cover image was considered. Also, the variants of stego image features pre-
processing by full access to stego encoder for a steganalytic as well as limited a prior information about used embedding method
were analyzed.

Conclusions. The obtained experimental results proved effectiveness of proposed approach in the most difficult case of limited a
prior information about used embedding method and low cover image payload (less than 10%). The prospects for further research
may include investigation of applying special methods for features preimages estimation in a high-dimensional space for improving

detection accuracy for advanced embedding methods.

KEYWORDS: digital image steganalysis, adaptive embedding method, image calibration, dimensionality reduction.

ABBREVIATIONS
ASM is an adaptive steganographic method;
Cl is a cover image;
CNN is a convolutional neural network;
DI is a digital image;
DR is the divergent reference calibration method;
FJLT is the Fast Johnson-Lindenstrauss transform;
GMM is the Gaussian Mixture model;
HPF is a high-pass filter;
JLL is the Johnson-Lindenstrauss lemma;
MCC is the Matthews correlation coefficient;
SD is a stegdetector;
SI is sensitive information.

NOMENCLATURE

A, is a cover image payload;

pii(*) is a cost function for estimation CI alteration due
to individual stego bit hiding into (,/)" pixel of CI;

u, v, w are weights;

C() is an image calibration operator;

C is the set of three-elements cliques for four-pixels
adjacency directions;

D is an array of differences between adjacency pixels
values;

D(X Y ) is an empirical distortion estimation func-

tion;

© Progonov D. O., 2022
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3 represents brightness range for 8-bits grayscale im-
age;

k is the number of parameters for the SPAM model,;

M is a binary message to be embedded;

M, M’ are adjacency matrices for Markov model by
scanning grayscale image from left-bottom to right-top
and from right-top to left-bottom directions respectively;

M¢, M? are adjacency matrices for Markov model by
scanning grayscale image from left-top to right-bottom
and from right-bottom to left-top directions correspond-
ingly;

P, is the detection error;

Pr, is the probability of false alarm during detection
(assignment cover image as stego one);

Pyp is the probability of missed detection (assignment
of stego image as cover one);

T is a threshold;

X is a cover image;

Y is a stego image;

Pr(a) is the probability of event a.

INTRODUCTION
Ensuring the reliable protection of sensitive
information, which is processed in the critical information
infrastructure  of public institutions and private
organizations, is extremely important and urgent task
today. Particular attention is paid to counteracting to SI
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leakage during data exchange in communication systems,
in particular the detection of latent (steganographic)
transmission of SI embedded in multimedia cover files,
such as digital images [1, 2]. The solution of this problem
is significantly complicated by the widespread usage of
attackers the advanced adaptive steganographic methods.
The feature of these methods is the minimization of cover
image statistical parameters alteration during message
embedding, which leads to a significant reduction of
modern stegdetectors accuracy.

The object of study is methods for revealing of stego
images according to modern ASM. These methods are
based on analysis of differences between statistical, spec-
tral and structural parameters of the current DI and avail-
able examples of cover or stego images.

Ensuring high accuracy of stego images detection re-
quires usage enormous ensembles of high-pass filters in
order to detect weak (anomalous) changes in statistical,
spectral and structural parameters of the CI, caused by
stegodata embedding. The high complexity of the forma-
tion of these ensembles to minimize a stego image detec-
tion error in the case of limited a priori data about used
ASM determines the urgency of the problem of finding
pre-processing (calibration) methods of DI that can relia-
bly detect weak distortions of CI.

The subject of study is methods for DI calibration
aimed at detecting weak changes of image’s parameters
alterations caused by message hiding according to ASM.

Given the mentioned limitations of usage ensembles
of HPF to detect stego images formed according to the
advanced ASM, it is of interest to investigate the effec-
tiveness of special calibration methods usage. In particu-
lar, there is presented limited information in the literature
about calibration methods aimed at increasing the dis-
tance between the multidimensional vectors (statistical
parameters) of cover and stego images [3]. These methods
allow increasing the differences between the statistical
parameters of the cover and formed stego images without
the need to use compute-intensive procedures for high-
frequency filtering of a DI in order to extract components
that are usually used for message hiding.

The purpose of the work is performance analysis of
applying special types of image calibration methods to
improve the detection accuracy for stego images formed
according to ASM.

1 PROBLEM STATEMENT
For a given set of cover X, and stego Y, images
(X,,Y,)e 3", i €[1;Q] the task of stegdetector training

can be presented as the optimization problem [4, 5]:

P, =Igin(P|:A+PMD(PFA))/2‘ ()

FA

Solving of (1) is done under constrain of applying to
images a predefined image calibration transformation
C(): gMN 5 gMN,
© Progonov D. O., 2022
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Selection of calibration transformation C(-) should be
done according to known a priori information about used
embedding method. Nevertheless, this information is lim-
ited or even absent in most cases. Therefore, the choice of
appropriate transformation C(-) that allows solving prob-
lem (1) in case of limited a priori information about steg-
anographic method remains an open question.

The work is devoted to performance analysis of usage
special types of image calibration methods that are based
on image’s vectors (statistical features) preimages estima-
tion into a high-dimensional space in order to emphasize
differences between features of cover and stego images.

2 REVIEW OF THE LITERATURE

The feature of advanced methods for message embed-
ding into a cover image is preserving minimal impact on
cover’s statistical features [4, 5]. This is achieved by care-
fully selection of cover’s pixels to be altered with usage
of empirical functions D(X,Y) for estimation cover image
alterations. Detection of these alterations is non-trivial
task due to limited information about used functions
D(X,Y). Therefore, special attention is paid on images
pre-processing (calibration) methods that allow revealing
mentioned alterations for further analysis.

One of most effective methods for image calibration
was proposed for SRM statistical model of a cover image
[6]. Feature of such methods is usage of redundant set of
HPF for image’s context suppression. Despite high detec-
tion accuracy, practical usage of SRM-based models is
limited due to high computation complexity and necessity
to update set of HPF for minimization stego image detec-
tion error for each embedding method.

Further evolution of SRM-based model is applying of
modern convolutional neural networks for learning ap-
propriate filters (convolutional kernels) during SD tuning
[7, 8]. Applying of well-known backpropagation method
allows considerable reducing time-consuming manual
selection of an appropriate HPF for minimization of de-
tection error. In spite of CNN’s high detection accuracy,
they remain vulnerable to differences between statistical
features of training and testing sets of DI (domain adapta-
tion problem). Therefore, applying of computation-
intensive transfer learning methods is required for preven-
tion negative impact of this problem.

Given mentioned limitation of modern methods for DI
calibration, it is of interest to use special types of image
calibration methods, namely the divergent reference
methods [3]. These methods are aimed at increasing the
distance between the distributions of statistical parameters
of cover and stego images by applying of an appropriate
transformation for features vectors. Modern approaches to
the design of such calibration methods require usage of a
priori data about statistical parameters of cover and stego
images in order to choose an appropriate transformation
method [8, 9]. As a result, the presence of complete / par-
tial overlap of clusters of vectors (statistical features) of
cover/stego images leads to a significant reduction in the
effectiveness of such calibration methods. To overcome
this limitation, we proposed to use methods for image’s



e-ISSN 1607-3274 PapioenexTpoHika, inpopmaTuka, ynpasmainss. 2022. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 2

vectors (statistical features) preimages estimation from a
high-dimensional space while preserving theirs relative
positions. Therefore, the work is devoted to performance
analysis of such approach to image calibration for im-
proving performance of modern SD.

3 MATERIALS AND METHODS

The development of effective and computationally
cheap image calibration methods requires review and
classification of known approaches to solving this
problem. This allows establishing the advantages and
identifies limitations in the practical application of known
calibration methods.

The classification of modern calibration methods for
digital images was proposed in the work [3]:

1. Parallel reference — usage of calibration methods
leads only to a parallel shift of vectors for cover and stego
images, which does not increase the accuracy of the SD;

2. Divergent reference — aimed at enhancing the
differences between cover and stego images by increasing
distance metric between these vectors;

3. Eraser — as a result of usage of such methods the
distance between vectors of cover/stego images
considerably decreases, up to their full alignment;

4. Cover estimate — are aimed at estimation features of
cover images from the current (noised) image.
Correspondingly, applying of such methods preserves
minimal changes of cover’s images, while leads to
considerable changes of stego ones;

5. Stego estimate — are aimed at detection and
extraction image’s alterations caused by message hiding.
Therefore, usage of such methods preserves minimal
changes of stego images, while features of cover image
are changed significantly.

The schematic representation of the mutual positions
of vectors corresponding to cover/stego statistical features
by applying of considered calibration methods is shown in
Fig. 1.

The calibration methods that relates to parallel
reference and eraser cases are rarely used today due to
considerable decreasing of stegdetector performance. The
image calibration methods based on applying of
ensembles of HPF are related to the stego estimation case
due to detection and extraction of DI alterations caused by
message hiding [10-12]. On the other hand, cover
estimation calibration methods are not widely adopted in
SD today due to theirs “aggressive” characters —
removing both internal noise and alterations caused by
message hiding [13].

In general, current researches of stego images
calibration methods is aimed at finding methods
belonging to the DR case (Fig. 1) — the search of methods
that enhance the differences between features of
cover/stego images, namely to cluster corresponding
multidimensional vectors in different parts of the feature
space. Therefore, these calibration methods make it
possible to use simple (linear) methods of features
classification and preserving low detection errors.
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Figure 1 — Schematic representation of cover and stego images
features shift caused by calibration methods applying.
According to paper [3]

The DR-based calibration methods can be
implemented by projections of the corresponding vectors
from current to a higher dimension space. Thus, despite
the relatively small differences between these vectors in
the current space, their preimages from a higher
dimension space may have significantly greater
differences.

Therefore, it is represent the interest to investigate
performance of modern methods for vectors re-projection
into a higher dimension space. These methods can be
represented as  “inversion” of the well-known
dimensionality reduction techniques that are aimed at
preserving relative location of features. One of the most
known methods for solving this task is based on Johnson-
Lindenstrauss lemma concerning low-distortion embed-
dings of points from high-dimensional into low-
dimensional Euclidean space [14]. The feature of JLL is
preservation of projected clusters relevant structure that
makes it promising method for wide range of
dimensionality reduction technique. Also, the JLL is
based on construction the projection matrix that can be
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inverted with usage of Moore-Penrose method [15].
Therefore, the JLL can be adapted for the estimation of
cover and stego images feature vectors preimages that
take special interest for improving SD performance.

By the Johnson-Lindenstrauss lemma [16], » points in
Euclidean space can be projected from the original d di-
mensions down to lower & = O(g >logn) dimensions while
just incurring a distortion of at most (+¢€) in their pairwise
distances, where 0<e<l. Based on the JLL, Alion and
Chazelle [17, 18] proposed the Fast Johnson-
Lindenstrauss transform for a low-distortion embedding
of lpd into lpk (p equals 1 or 2).

The FILT is based on preconditioning of a sparse pro-
jection matrix with a randomized Fourier transform. Note
that we will only consider the /, case (p = 2) because of
processing two-dimensional matrices of pixels brightness.
For the /; case, please refer to [17].

The FJLT is denoted as ®,,=FJLT(n, d, €), that can
be obtained as a product of three real-valued matrices:

D@y =Pyr-Hyr-Dyr,

where matrices P and D, are random and matrix H; 7
is deterministic [17, 18], namely:

— Matrix Pj;r is a k-by-d matrix whose elements P;
are drawn independently from Normal distribution
N(0, ¢ ") with zero-mean and variance ¢ with probabil-
ity ¢, and equal zeros with probability (g—1), where

q :min{clog2 n/d,l}

for a large enough constant c.
— Matrix Hy;7 is d-by-d normalized Hadamard matrix
with the elements as

Hy = R (_1)<i—1,j—1> ,

where <i,j> is the dot-product of the m-bit vectors of (i,))
expressed in binary format.

— Matrix Dy; 7 is a d-by-d diagonal matrix, where each
diagonal element D; is drawn independently from {-1,
+1} with probability 0.5.

Therefore, the FILT output is a k-by-d matrix, where
d is the original dimension number of the data and & is
the lower dimension number, which is set to be
(c's * log n). Here, n is the number of data points, ¢ is the
distortion rate, and ¢’ is a constant. Given any data point
X from a d-dimension space, it is intuitively mapped to
the data point X' at a lower k-dimension space by the
FILT and the distortion of their pairwise distances could
be estimated with JLL [17, 18].

We considered usage of standard SPAM statistical
model of DI for estimation images statistical features. The
SPAM model is based on usage Markov chains theory for
estimation cross-correlation of adjacent pixels brightness
[19]. The calculation of SPAM-features starts by compu-
tation the difference array D by processing an image in
row- and column-wise orders. For example, the array D
for the case of row-wise processing (left-to-right pixels
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scanning) of the grayscale image U with size M'N pixels
can be calculated as [19]:

.
D;j=Ui;=Uiju,

UeSM'N,ie[l;M],je[l;N—l].

Then, the array D is modelled with usage of first-order
and second-order Markov processes that produces F; and
F, features respectively [19]. For the considered example,
it leads to:

M, :Pr(D_’ L =u D =v),

i,j+

M—)

_ —> _ e _ - _
wvw = PT(Di,_;'+2 =u|D; =Dy = W),

u,v,we[—T;T],TeN.

If probabilities Pr(ij.:v) or Pr(D?

p— = p—
i = VD= W)

H - -
are equal to zero, corresponding values M, and M,
equal to zero as well. The same approach can be used for

estimation F; and F, features for other scanning direc-
tions, namely ¢ € {—), -, T,J/} .

Finally, estimated features F; and F, are averaged for
decreasing dimensionality of SPAM-features. This proce-
dure is based on the standard assumption that statistics in
natural images are symmetric with respect to mirroring
and flipping [19] is used. Thus, we can separately averag-
ing matrices for horizontal, vertical and diagonal direc-
tions to form the final features:

F . :(M_> +MC M MY )/4,

b . d
By o = (M7 +MP MM ) 4,

Number of parameters for the first-order SPAM model
is &=(2T+1)?, while for the second-order one — k=(27+1)°.

4 EXPERIMENTS

Performance analysis of proposed method for images
features DR-calibration was performed on ALASKA
dataset [20]. The sub-set of 10,000 grayscale images with
size 512-512 pixels was pseudo randomly chosen from the
dataset. The case of message embedding into CI with us-
age of advanced adaptive embedding methods HUGO
[21], S-UNIWARD [22], MG [23] and MiPOD [24] was
considered. The CI payload A, was changed in the fol-
lowing range — 3%, 5%, 10%, 20%, 30%, 40%, 50%.

The feature of considered embedding methods is
minimization of total cost by a binary message

Me {O,I}K hiding into a cover grayscale image X [25]:

‘M‘:const

D(X,Y)=3, .pi;(X.Y) min. )
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Ideally, cost function p(-) in (2) can estimate both CI
alteration due to changing of individual pixel, and non-
linear interaction between these changes [25]. The former
estimation can be done with usage of widespread statisti-
cal models of CI [1], while the latter one requires com-
pute-intensive analysis of pixels changes combinations
that becomes intractable even for short messages M
(about 100 bits) [25]. Therefore, the simplified function
p() that estimate only CI distortions caused by individual
stego bit embedding is used in most real cases.

The HUGO embedding method is based on minimiza-
tion of CI distortion under constrains of message length
by alteration of pixels brightness levels [21]. On the other
hand, the S-UNIWARD method uses similar approach by
manipulation of CI decomposition coefficients, obtained
after two-dimensional discrete wavelet transformation
[22]. In contrast, the MG and MiPOD embedding meth-
ods use Gaussian Mixture model for estimate statistical
features of CI intrinsic noises [23, 24]. Usage of GMM
allows both estimation alterations of CI statistical features
caused by message hiding, and tracking of expected de-
tection accuracy for formed stego images.

In most cases, selection of cover image pixels to be
used during message embedding (2) is performed by heu-
ristic rules. These rules assess noise level in a local
neighborhood of (i,/)™ pixel [25] that allows achieving
close to state-of-the-art security of formed stego images
and preserving computation effective optimization meth-
ods for cost estimation.

The stegdetector was tested according to cross-
validation procedure by minimization of detection error
P, (1) [26]. The dataset was divided 10 times into training
(70%) and testing (30%) sub-sets during cross-validation
for estimation averaged values of P.. The SD includes
ensemble classifier with Fisher Linear Discriminant base
learner [26] trained with second-order SPAM model [19]
with threshold parameter 7=3, leading to 686 features.

The SD performance significantly depends on fraction
F, of cover-stego images features pairs utilized during
training stage [27]:

|{(X’Y) : (Xi’Yi )’i € Strain}

F, = -100%, (3)
|Strain|
where S;., — set of images used during training of

stegdetector; Y; — stego images formed from the i cover
image X,.

The F, parameter varies from 0% (absent of cover-
stego images pairs in training set) to 100% (training set
consists only from cover-stego images pairs). The former
case corresponds to the situation when steganalytic does
not have access to stego encoder and may use only col-
lected stego images. The latter one relates to the situation
when steganalytics have access to stego encoder and they
can generate a stego image for any CI.

The Matthews correlation coefficient was used as per-
formance metric for trained SD [28]:

© Progonov D. O., 2022
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mcc = Frefin = Frp - Fry
Nucce
Nyree =(Prp + Prp)-(Prp + Pry ) %

x(Pry + Pep)-(Poy + Pry )

where Prp, Pry are probabilities of correct classification
of stego and cover images; Prp, Pry are probabilities of
false alarm (misclassification of cover image as a stego
one) and miss detection (misclassification of stego image
as a cover one). The value of MCC index (4) varies from
(-1), which corresponds to the case of incorrect
classification of cover images as stego ones and vice
versa, to (+1), which corresponds to the correct
classification of both cover and stego images. The special
case is value MCC = 0, which corresponds to the case of
assigning the studied image to cover/stego images classes
randomly (Prp= Pry).

The estimated features were calibrated with usage of
inverse FILT by increasing of features dimensionality up
to 10% in comparison with initial SPAM features — from
686 to 761 with step of 5. The transformation matrix T for
estimation preimages of features was performed with us-
age of Moore-Penrose procedure [29]. Due to stochastic
nature of FJLT, the SD performance was estimated by 10
times generation of transformation matrix 7" and using of
median values of detection error P, (1).

5 RESULTS
After testing of stegdetector trained with initial and
projected SPAM features the dependencies of MCC val-
ues on CI payload were plotted. The dependencies of
MCC mean values on cover image payload for considered
embedding methods HUGO, S-UNIWARD, MG and Mi-
POD for the case F,=100% are presented at Fig. 2-3.

% 761

’ “4)

10,08

{ 0.06

004

002

3 s 10 15 20 25 30 5 40 45 50

The cover image payload, %

|15

{ 0.1

0.05

35 100 15 20 25 30 35 40 45 S0
The cover image payload, %
b
Figure 2 — The dependencies of Matthews correlation coefficient
mean values on cover image payload for HUGO (a) and
S-UNIWARD (b) embedding methods for the case F,=100% on
ALASKA dataset
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Usage of inverse transformation matrix T,,, leads to
negligible changes of MCC index (AMCC < 107) for all
considered embedding methods (Fig. 2-3). Therefore, we
may conclude that usage of DR-features based on features
projection into high-dimensional space does not allow
improving detection accuracy of SD.

For comparison, the dependencies of MCC mean val-
ues on cover image payload for considered embedding
methods HUGO, S-UNIWARD, MG and MiPOD for the
case F,=0% are presented at Fig. 4-5.
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Figure 4 — The dependencies of Matthews correlation coeffi
cient mean values on cover image payload for HUGO (a) and S-
UNIWARD (b) embedding methods for the case F,=0% on
ALASKA dataset.
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In contrast to the previous case (Fig. 2-3), projection of
SPAM-features into high-dimensional space allows
improving values of MCC index (Fig. 4-5) even by
negligible changes of inverse transformation matrix T,
size. The biggest impact on MCC values was obtain for low
(less than 10%) and medium (less than 20%) cover image
payload — increasing dimensionality of used features allows
increasing MCC index up to 0.04 for advanced MG (Fig.
5a) and MiPOD (Fig. 5b) embedding methods. On the
other hand, changing of MCC for high cover image payload
(more than 20%) by usage of inverse transformation matrix
T, is much smaller (AMCC <2 - 10’2).

6 DISCUSSION

Providing reliable detection of stego images formed
according to advanced ASM requires utilization of huge
ensembles of HPS [7]. This complicates tuning of stegde-
tectors due to necessity to time-consuming preselection of
HPS for minimization detection errors. Proposed method
of DR-calibration for analyzed images allows improving
detection accuracy by search an appropriate transforma-
tion for increasing distance between clusters of estimated
features for cover and stego images. In general case, the
DR-calibration requires utilization of prior information
about used embedding method for estimation mutual posi-
tions of these clusters. This makes such methods in ap-
propriate candidates for real cases when steganalytics
have limited or even no access to stego encoder.

Proposed DR-calibration method is based on inverse
FILT for estimations preimages of cover/stego statistical
features from high-dimensional space. Usage of this
method allows preserving similar detection accuracy for
the case when steganalytics have full access to stego en-
coder (Fig. 2) and they can embed a payload for an arbi-
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trary cover image. On the other hand, applying of inverse
transformation matrix T;,, estimated by inverse FJLT al-
lows improving detection accuracy (AMCC < 4 - 107?) in
most difficult case of limited a prior information about
used embedding method (Fig. 3) — the value F,=0% (3)
corresponds to the case of limited ability of steganalytics
to form stego images for an arbitrary cover image.

Despite revealed effectiveness of applying of inverse
FILT, practical application of such method may require
compute-intensive pre-processing step. This is connected
with stochastic nature of transformation matrix T genera-
tion by FILT [18] — the probability of successful genera-
tion (matrix T preserves mutual location of features clus-
ters corresponds to cover/stego images) is at least 2/3.
This is arisen from the features random projection by JLL
and could be amplified to (1-9) for any >0, if we repeat
the construction O(log(1/ d)) times [17].

Additional increasing of detection accuracy by usage
of proposed approach can be achieved by preselection of
generated inverse transformation matrix T;,, by the crite-
rion of preserving same or increasing inter-distance be-
tween clusters of preimages for cover/stego images fea-
tures. This can be achieved by corresponding increasing
of procedure duration that may be critical for some appli-
cations, like fast re-tuning of SD.

Therefore, we may conclude that usage of proposed
inverse FJLT allows improving detection accuracy for the
most difficult cases of limited a prior information about
embedding method (F,=0%) and low cover image pay-
load (less than 10%).

The future research directions may include compara-
tive analysis of other methods for estimation features pre-
images in high-dimensional space, such as kernel princi-
pal component analysis (kernel-PCA) [30], multidimen-
sional scaling [31], matrix completion scheme [32] to
name a few. Also, it is represent the interest to estimate
performance of proposed DR-calibration method in case
of processing real digital images that characterized by
high variability of statistical and spectral features.

CONCLUSIONS

The topical problem of improving accuracy for mod-
ern stegdetectors in case of processing stego images
formed by adaptive embedding methods was considered.
The case of applying special types of stego image calibra-
tion techniques was investigated.

The scientific novelty of obtained results is perform-
ance analysis of special types of digital image calibration,
namely divergent reference methods. There is proposed to
use inverse Fast Johnson-Lindenstrauss Transform that
allows estimating preimages for image’s feature from
high-dimensional space for increasing Euclidean dis-
tances between features clusters correspond to cover/stego
images. Proposed approach allows improving detection
accuracy for novel embedding methods in the most diffi-
cult cases of limited a prior information about embedding
method (£,=0%) and low cover image payload (less than
10%). This allows improving performance of statistical
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stegdetectors for revealing stego images formed according
to advanced embedding methods.

The practical significance of obtained experimental
results is estimations of stego images detection error by
usage of inverse FJLT. These results allow establishing
achievable detection accuracy by usage of DR-based
stego image calibration methods for state-of-the-art adap-
tive embedding methods HUGO, S-UNIWAR, MG and
MiPOD.

Prospects for further research are to investigate ef-
fectiveness of special methods for features preimages
estimation in high-dimensional space as well as perform-
ance analysis of DR-based stego image calibration meth-
ods by processing of real digital images that characterized
by high variability of statistical features.
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E®EKTUBHICTHh METO/IIB IIONMEPEIHBOI OBPOBKU CTETAHOTPAM, 3ACHOBAHUX HA BU3HAUEHHI

IPOOBPA3Y BEKTOPIB CTATUCTHYHHNX ITAPAMETPIB 305PAKEHB ¥V ITPOCTOPI BUIIOI PO3MIPHOCTI
IIporonos JI. O. — xaHI. TEeXH. HAYK, JOICHT, JONEHT kKadeapu iHpopmalliitHoi Oe3neku HallioHaIbHOTO TEXHIYHOTO YHIBEPCH-
tery Ykpainu «KuiBcbkuit nonitexniunuii inctutyT imeHi Iropst Cikopebkoro», Kuis, Ykpaina.

AHOTAIIA

AKTyaJbHicTb. PO3MIIAHYTO akTyansHy mpoOieMy 3axucTy KOH(DiAeHIiHOI iHpopMarii mia yac mepeaadi JaHuX y JIOKaJTbHUAX
Ta T100aJbHUX CHCTEMax 3B’sI3Ky. JlOCIiKeHO BUIAJ0K BHUSBICHHS CTEraHOTpaM, c()OPMOBAHMX 3TiHO HOBITHIX aialTUBHUX CTe-
raHorpaiqaux MeToxiB. O6’€KTOM JOCHIIIKEHHS € CHenialbHi MEeTOAN OOPOOKH CTaTHCTUYHHX ITapaMeTpiB CTEraHOTpaM, IO BUKO-
PHUCTOBYIOTBHCS JUIsI HiIBUIIEHHS TOYHOCTI pOOOTH Cy4aCHHX CTaTHCTUYHHX CTEroJleTeKTopiB. MeToto po6oTH € aHaii3 eeKTUBHOCTI
3aCTOCYBaHHs CIEL[IaJIbHIX METO/IB MONepeHb0i 00poouyn udpoBHX 300paXKeHb JUIsl MiIBUICHHS TOYHOCTI BHSBJICHHS CTEraHOTI-
pam, chopMOBaHHX 3 BUKOPHCTAHHAM aJalITHBHUX CTEraHOTpadidHUX METOLIB.

Metopa. Po3riisiHyTo BUKOPHCTaHHS METO/IB, CIPSMOBAHHX Ha 301IbIICHHS €BKJIJOBOI BiZICTaHI MK BEKTOpaMH (CTATHCTHIHH-
MH TIapameTpaMu) 300pa’KeHb-KOHTEHHEPIB Ta CTETaHOrpaM IIIIXOM BH3HAUEHHS MPOOOpa3iB aHWX BEKTOPIB 3 0araTOBUMIpHHX
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IIPOCTOPIB BAIIOi po3MipHOCTI. s BUpiNIeHHS NaHOi 3a1adi 3aIpOIIOHOBAHO BUKOPHCTOBYBATH 3BOPOTHE IepeTBOpeHHs J[KOHCO-
Ha-JlinneHmTpayca. 3alpoONOHOBaHUH METOJ| J03BOJISIE CYTTEBO 3MEHIIMTH OOYMCIIIOBAJIBHY CKIAJHICTh HNPOLEIypH IONEpeaHbol
00pOOKHU TOCTIIKYBAaHUX 300payKeHb TIPH 3a0e3MeUCHHI () IKCOBAHOTO PiBHS 3MiH B3aEMHOTO MOJIOKCHHS BEKTOPIB, SKi BiMOBIIaI0Th
300paKeHHAM-KOHTEIIHEpaM Ta CTeraHorpaMam, 110 CTAHOBUTb OCOOJIMBHUI iHTEpeC NpHU MPOBECHHI CTEroaHanizy.

Pe3yabraTn. OTpuMaHO 3a1€KHOCTI TOYHOCTI BUSIBJICHHS CTEraHOTpaM, a came KoediuieHta kopemnswii MeTbio3a, Bif CTyNeHs
3aIlOBHEHHS 300pa)KEHHS-KOHTEIHEPY CTETOJaHUMH IPH BUKOPHCTaHHI 3alPONOHOBAHOTO METOAY OOpOOKH 300pakeHb, a TaKOXK
(hopMyBaHHS CTEraHOTpaM 3TiTHO HOBITHIX cTeranorpagiuaux merogis HUGO, S-UNIWARD, MG ta MiPOD. BusnadeHno gocspkHi
MEKI TOYHOCTI BUSIBJICHHS CTETAaHOTpaM IPH 3aCTOCYBAHHI 3aIIPOIIOHOBAHOTO METOJY Y HaWOIIbII CKIIQJHOMY BHIIAJKY 0OMEXEHOC-
Ti anpiOPHHUX JaHUX MO0 BUKOPUCTAHOTO CTEraHOTPaiqvHOTO METOY.

BucHoBku. Pe3ynprati npoBeieHNX eKCHEPUMEHTAIBHUX JOCIIUKEHb HMiATBEPIMIN e()eKTUBHICTh 3alPOIIOHOBAHOTO IiIXOLY
HaBiTh y HaWOUIBII CKJIQ[HOMY BHIIAIKY IPOBEJCHHS CTEroaHatizy, a caMe 0OMEXEHOCTI anpiopHUX JAHUX IOJO0 BUKOPHCTAHOTO
CTeraHorpadiyHOro METoAy Ta HU3BKOIO CTYINEHS 3allOBHEHHS 300paXKeHHSA-KOHTEeHHepy crerozanumu (MeHue 10%). ITonanbummit
iHTepeC CTAHOBUTH MOPIBHUIbHUI aHasi3 eeKTHBHOCTI BUKOPUCTAHHS CIICL[iali30BaHUX METO/IB BU3HAYCHHS PO0Opa3iB BEKTOPIB
(cTaTHCTHYHHMX TapaMeTpiB) IOCHiIKYBaHHX 300pa)KCHb 3 METOIO MiJBUIICHHS TOYHOCTI BUSBICHHS CTEraHorpam, chopMoBaHHX
3TiIHO HOBITHIX CTeraHorpagigHuX METOIIB.

KJIIOYOBI CJIOBA: creroananis, mudposi 300pakeHHs, alalTHBHI cTeraHorpadidHi MeTOA!, METOIHM TIONIepeIHBO0I 00pOOKH
300pa)keHHs1, METOIAN 3MEHIICHHS PO3MIPHOCTI 6araTOBUMipHHUX BEKTOPIB.

YK 004.056
3®PEKTUBHOCTH METOJOB ITPEJABAPUTEJILHOW OBPABOTKHA CTETAHOI'PAM, OCHOBAHHBIX HA
ONPEJEJEHAA TIPOOBPA30B BEKTOPOB CTATHCTHUYECKUX MAPAMETPOB U30BPAKEHUI B
MPOCTPAHCTBE BBICHIE PASMEPHOCTH
IIporonos JI. A. — KaHJ. TeXH. HayK, TOLUEHT, JOIEHT Kaeapsl HHPOPMATMOHHOH Ge30macHocTH HannoHasHOTO TeXHIYECKO-
ro yHuBepcurera Ykpaunsl «Kuesckuil nonurexuuueckuit ”HCTUTYT uMeHd Urops Cuxopckoro», Kues, Ykpauna.

AHHOTAIUA

AKTyanbHOCTb. PaccMoTpeHa akTyanbHas mpobieMa 3alluThl KOH(GUASHINAIbHOW HHPOPMALMK TIPH Iepeaade JaHHBIX B JIO-
KaJIbHBIX M INI0OQJIBHBIX CHCTEMax CBs3M. MccnenoBaH ciayuail 0OHapyXKeHHS cTeraHorpamm, cOPMHPOBAHHBIX COIVIACHO HOBEH-
IIMM aJanTUBHBIM cTeraHorpaduueckum MetonaM. OOBEKTOM HCCIENOBAHUS SBIAIOTCS CIEIUAlbHbIE METOABI 0OPabOTKM CTaTH-
CTHYECKHX MapaMeTpoB CTETAHOTPAMM, HAIPABICHHBIC HA IOBBINIEHHE TOYHOCTH PabOTHI COBPEMEHHBIX CTETOAETEKTOPOB. Llensio
pabothl sBnsiercst aHauu3 3()(HEKTHBHOCTH MPUMEHEHHS CHENHAIBHBIX METOAOB IpEeABapUTENbHOI 00paboTku MU(POBEIX M300pa-
JKEHHUH I TIOBBIICHAS! TOYHOCTH OOHAPY)KEHHUS CTETaHOTpaMM, C(OPMHUPOBAHHBIX C HCIIOIL30BAaHUEM aIallTUBHBIX CTEraHoOrpadu-
YECKUX METOJIOB.

MeTtoa. PaccMoTpeHO HCIONIB30BaHNE METO/OB, HANPABICHHBIX HA YBEJIMUCHHE €BKIMIOBOTO PACCTOSIHUS MEXIY BEKTOpaMHU
(cTaTHCTHYECKUMU MapaMeTpaMu) H300pakeHNI-KOHTEHHEPOB U CTEraHOTIPaMM, ITyTeM OIpeIeNIeHHs IPO0OPa30B JaHHBIX BEKTOPOB
U3 NIPOCTPAHCTB OoJiee BHICOKOM pa3MepHOCTH. J[jist pelieHus JaHHOM 3a/1a4y IPeUI0KEHO HCII0b30BaTh 00paTHOE MpeoOpa3oBaHue
JlxoHcoHa-JIunaenmTpayca. IIpeioxkeHHbI METO MO3BOIAET CYIIECTBEHHO YMEHBIIHUTH BBIYUCIUTENBHYIO CI0KHOCTD MIPOLIELY-
PBI TIpe/IBAPUTENBHON 00paOOTKH HCCIeayeMbIX H300paXKeHuit Ipu obecreueHnn (UKCHPOBAHHOTO YPOBHS M3MEHEHUI B3aUMHOTO
TIOJIO’KEHUSI BEKTOPOB, COOTBETCTBYIOMNX H300paKCHUSIM-KOHTEIfHEpaM M CTeraHOrpaMMaM, 4TO TPEACTaBISIET OCOOBIH HHTEpec
TIPY TIPOBEICHUN CTETOAHAIN3A.

Pe3yabTatsl. [loxydeHsl 3aBUCHMOCTH TOYHOCTH OOHAPY>KEHNUS CTETaHOTPaMM, a UMEHHO Ko3((HIHeHTa Koppensinui MaThro-
ca, OT CTETIEHH 3aIl0JIHEHUs H300paKeHUS-KOHTEHHEpa CTEr0JaHbIMH IPH HCIIOJIB30BAaHUH NTPEATI0KECHHOTO MeTo1a 00paboTku u30-
OpaxeHui, a Takke (GOPMHUPOBaHKs CTETAHOTPAMM COTJIACHO HOBeWImM creraHorpadudeckum meronam HUGO, S-UNIWARD,
MG u MiPOD. OnpeneneHsl JOCTHKUMBIE TPaHHUIBI TOYHOCTH OOHAPYKEHUsI CTEraHOTpaMM NP IPHMEHEHHH IpeularaeMoro Me-
TOZa B HauboJee CIOKHOM CIIy4ae OrpPaHMYEHHOCTH AIPHOPHBIX JAHHBIX OTHOCHTEIBHO MCIIOJIB30BAaHHOIO CTEraHOrpadHyecKoro
METOIa.

BobiBoabI. Pe3ynpTaTsl IPOBEICHHBIX 3KCIEPUMEHTATBHBIX HCCIEI0BAHHUI MOATBEPANIN (D (HEKTUBHOCTD MIPETAraeMoro moj-
X0/1a Jaxxe B HanOoJee CIOKHOM CITydae NMPOBEICHHS CTETOaHANN3a, @ IMEHHO OTPaHUYCHHOCTH alpPHOPHBIX JAHHBIX OTHOCHTENb-
HOTO HCIIOJB30BAHHOTO CTETaHOrPa)UuecKoro MeTojJa M HU3KOW CTENEHU 3allOJHEHMs N300paKeHUs-KOHTEHHepa CTeroJaHHbBIMU
(menee 10%). JlampHeHmuii UHTEpeC MPEACTABISICT CPAaBHUTEIBHBIN aHanmn3 3(QQEeKTHBHOCTH MPUMEHEHHS CIEeNUaTH3UPOBAHHBIX
METOJIOB OIpEeAENICHUs IIPO0OPa30B BEKTOPOB (CTATUCTHYECKUX MApaMETPOB) M3ydaeMbIX M300paKeHUH C IEIbI0 MOBBIIICHHS TOY-
HOCTH OOHapy>KEHUsI CTEraHoOTrpaMM, C(OPMUPOBAHHBIX COTJIACHO HOBEHIINM CTEraHOrpaGuiecKUM MeToaM.

KJUIIOUEBBIE CJIOBA: creroananus, uudpoBbie H300paxeHusl, aJalTUBHbIEC CTeraHOrpadHyecKiue METO/Ibl, METO/IbI IIPEe/iBa-
pUTENBHON 00pabOTKU N300paXKEHHsI, METO/Ibl YMEHBIIEHHUS PAa3MEPHOCTH MHOTOMEPHBIX BEKTOPOB.
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ABSTRACT

Context. In the software development process, the choice of a software development methodology is one of the important stages
that significantly affects the success/failure of the project. The choice of the optimal development methodology depends on many
factors and is a time-consuming and nontrivial task.

Objective. Therefore, there is a need to develop an effective and flexible software tool for selecting the best software
development methodology that would automate this process and take into account the key characteristics of the project.

Method. This article presents an algorithm for selecting a software development methodology using methods of multi-criteria
analysis and expert evaluation, which provides for gathering of the expert evaluation and implements the process of selecting the
methodology using such methods as AHP, TOPSIS and Weighted Sum.

Results. Using the above-mentioned algorithm, a software system was developed for selecting the best software development
methodology depending on the characteristics of the project, where the criteria weights provided by experts were taken into account
and the AHP method was applied to determine user priorities regarding the criteria for the methodology comparison. The TOPSIS
and Weighted Sum method were chosen to calculate the estimates of the methodology selection. The software tool provides for the
output of useful details of the selection results, namely, an expert evaluation of the specified parameter values in relation to all
methodologies, and it can be used to improve the efficiency of the software development process in terms of automating the
provision of recommendations to IT project managers.

Conclusions. The algorithm for selecting a software development methodology was developed, which, unlike the existing ones,
provided for gathering of expert evaluation, taking into account the values of the criteria set by a user independently, and
implemented the process of selecting the methodologies using such methods of multi-criteria analysis as AHP, TOPSIS and weighted
sum. Using the above algorithm, a software system was developed for selecting the best software development methodology,
depending on the characteristics of the project, where the criteria weights provided by experts were taken into account, and the AHP
method was applied to determine user priorities for methodology comparison criteria. TOPSIS and weighted sum methods and were
chosen to calculate the scores of methodology choice. The software tool provides for the output of useful details about the selection
results, namely, an expert evaluation of the set parameter values regarding all methodologies.

KEYWORDS: software, software development methodologies, software engineering.

ABBREVIATIONS NIS is a negative ideal solution.
TOPSIS is a Technique for Order of Preference by
Similarity to Ideal Solution; NOMENCLATURE
AHP is a Analytic Hierarchy Process; p, — priority evaluation of alternative a;

CASE is a computer-aided software engineering;
PAPRIKA is a Potentially All Pairwise Rankings of
all possible Alternatives;
XP is a Extreme Programming;
DSDM is a Dynamic Systems Development Method;
RAD is a Rapid Application Development; )
ROC is a Rank Order Centroid; m-= number.of alternatives; . L.
SDLC is a Software Development life cycle; i - qormahsed value of evaluation of alternative i by
DBMS is a Database Management System; criterion J; .
SWEBOK is a Software Engineering Body of Knowl- ¥ —set of altgrngtlves;
edge; N — set of criteria.
PRINCE is a PRojects IN Controlled Environments;
PMBOK is a Project Management Body of Knowl- . INTRODUCTION
edge; With every passing year, the soffnzvare development
SMARTER is a Specific, Measurable, Achievable, ~Process become's more complex, requiring dee?per knowl-
Realistic, Time bound, Evaluate, and Reviewed: edge and experience from developers and project manag-
PIS is a positive ideal solution; ers. The software creation is a series of processes result-
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Xai — evaluation of alternative a by criterion i;

w; — weight of criterion i;

N — number of criteria;

Xij — evaluation of alternative (methodology) i by crite-
rion j;
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ing in the development of a software product. These proc-
esses are based mainly on software engineering technolo-
gies. The software development process can begin with
the development of a software system from scratch, or
new software is developed based on existing software
systems by modifying them. The software development
process, like any other intellectual activity, is based on
such human factors as judgements and conclusions, i.e., is
creative. As a result, the attempts to automate this process
have met with only limited success. CASE tools can help
in the implementation of some stages of the software de-
velopment process, but they do not help much at those
stages where the factor of a creative approach to devel-
opment is essential [1]. The procedure for selecting a spe-
cific software development methodology also plays a sig-
nificant role in the above-mentioned process. The success
of the software product implementation depends on it,
making this stage very important. However, due to a large
number of existing methodologies, it really becomes a
challenge for managers and developers to determine the
one that would best suit the project task and development
team. The reason is that different types of software pro-
jects require different approaches, since each category of
projects has different priorities and goals; in addition,
clear and standardized criteria for selecting a software
development methodology have not yet been specified
[2-4]. Therefore, the algorithmic support and software
development for the selection of the most suitable soft-
ware development methodology depending on the charac-
teristics of the project and for various types of projects is
an urgent scientific task.

Based on this, the object of the research is the proc-
ess of selecting the methodology of software develop-
ment, the subject of the research are algorithms, meth-
ods and tools for selecting the methodology of software
development, taking into account the characteristics of the
project; the aim of the research is to develop an effective
and flexible tool for selecting the optimal methodology
for software development, taking into account the charac-
teristics of the project.

2 PROBLEM STATEMENT

Given: the set Y = {Yy, Y5, ..., Y;} of alternatives
(software development methodologies) and the set of
N = {Nj, N, ..., N3} criteria (project characteristics) with
the weight of the i-th criterion w;.

The task is to build a hierarchy in the form of a multi-
tree and calculate the global priorities of alternatives — the
priorities of alternatives for the whole hierarchy. The in-
put data are the results of a survey of experts in the form
of matrices of pairwise comparisons at all nodes of the
hierarchy. Hierarchical synthesis is used to weigh the own
vectors of matrices of pairwise comparisons, as well as to
calculate the general priorities of alternatives. As a result
of constructing a hierarchy and implementing paired
comparisons, matrices of paired comparisons should be
constructed for all vertices of the hierarchy except leaves.
The pairwise comparison method to calculate the aggre-
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gate evaluation (global priority) of alternatives (develop-
ment methodologies) should be applied.

3 REVIEW OF THE LITERATURE

Currently, various approaches are used to automate
and optimize the choice of a software development meth-
odology. One of them is rule-based expert systems [5].
Such criteria as application size, risks, project complexity,
reliability, time, team size and expertise are taken into
account, and a cascade model, spiral model, incremental
model, XP, Scrum or RAD model can be proposed based
on these characteristics. The expert system [5] uses a
modular rule-based architecture. The questionnaire con-
sists of different questions about the characteristics of the
project: system type, system size, level of possible risks,
complexity, reliability, etc. The experts can update or add
any question from this repository. The “rule repository” is
maintained as a set of “if...then” rules, it provides recom-
mendations according to the characteristics of the project.
The “set of facts” contains facts about recommendations
for different possible values in rules. The answers pro-
vided by a user are placed in the relevant rules of the “rule
repository”, which are used by the “rule engine” for com-
paring the “set of facts”, structuring and displaying rec-
ommendations to a user through the display module
(“SDLC recommendation display module”) [5]. The main
disadvantage of this type of system is the difficulty of
filling a knowledge base. Upon the selection, as many
existing software development methodologies as possible
should be considered, and also many different criteria
should be taken into consideration depending on the char-
acteristics of the project. When trying to make the knowl-
edge base as complete as possible, it is extremely difficult
to predict all the details, especially considering that expert
opinions often differ. Besides, users cannot change the
priority of criteria in this type of system.

Another approach is described in the work [2], where
an approach to solving the problem of choosing the agile
methodology for small and medium-sized projects is pro-
posed, using the multi-criteria method based on
SMARTER. The proposed method for the methodology
selection consists of the following stages [2]:

1. Determining a set of criteria: 13 criteria are pro-
posed related to the setting up of work on the project, the
complexity of the project and change management;

2. Developing alternative solutions: the choice is lim-
ited to four agile methodologies: DSDM, Scrum, XP and
Crystal;

3. Creating an evaluation matrix: the evaluation of
methodologies in relation to criteria is based on the num-
ber of scientific papers, which indicate that a certain value
of the criterion is suitable for a certain software develop-
ment methodology;

4. The relative importance of criteria is determined,
and values of criteria weights are calculated using the
ROC method;

5. The multi-attribute value of the function of each of
the alternatives is set by the aggregation of functions;
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As a result, the alternatives are ranked from best to
worst [2].

Also, in [6], for the selection of practices for organiz-
ing the software development process, it is proposed to
use the PAPRIKA method. 31 practices are evaluated in
pairs against 11 criteria. The tool interviews users and,
based on the answers, forms a list of practices that it rec-
ommends using in project development. The PAPRIKA
method is based on users expressing their preferences
with respect to the relative importance of the criteria or
attributes of interest for the made decision or choice, by
pairwise comparison (ranking) of alternatives [6].

In [7], a method for selecting a project testing tech-
nique is described, using the AHP hierarchy analysis
technique and TOPSIS method. TOPSIS is based on the
concept that the ideal alternative has the shortest distance
from the positive ideal solution and the longest distance
from the negative ideal solution. AHP is used to calculate
the criteria weights. AHP uses the relative consistency
ratio to verify the consistency of the criteria weights.

In turn, a tool that uses the method of selecting a pro-
ject management methodology based on fuzzy representa-
tions is described in the work [7]. The method uses a
questionnaire with questions related to the number of
people involved in the project, the customer’s experience
of working with the team, evaluation of the project team’s
competence by the project manager, project reporting and
likelihood of risk events. For each situation specified in
the questionnaire, using a survey of expert opinion, the
membership functions of all project management method-
ologies considered are determined, i.e., their applicability
to a particular situation. In accordance with the answers to
the questions of the questionnaire for the project, the
membership functions of the project evaluation for each
of its parameters are formed. For all the methodologies
considered, their total weighted distances from the project
evaluation according to the questionnaire are calculated
using the Euclidean and Hamming distances. The ap-
proach with the calculated minimum distances is se-
lected [8].

M. Despa in his work [9] conducted a comparative
analysis of software development methodologies with an
emphasis on the features of project management. The
author presented and compared the stages of the devel-
opment process for such methodologies as waterfall, pro-
totyping, iterative and incremental, spiral, rapid applica-
tion development, extreme programming, V-model,
scrum, cleanroom, dynamic systems development meth-
odology, rational unified process, lean software develop-
ment, test-driven development, behavior-driven develop-
ment, feature-driven development, model-driven engi-
neering, crystal methods, joint application development,
adaptive software development, open source software
development and Microsoft Solutions Framework. Such
factors affecting the software development process as
frequent software requirements changes, high dynamics
of the technology stack and development standards, quali-
fications of the development team and the team globaliza-
tion and dispersion were considered in the study [9]. The
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author describes in detail the characteristics, advantages,
and disadvantages of each of the investigated methodolo-
gies. The advantages of traditional methodologies [9]
include ease of understanding and implementation, avail-
ability of substantial documentation and ease of tracking,
evaluation, and reporting. The agile methodologies, in
turn, provide greater flexibility and can easily adapt to
changes, contributing to earlier release of working code,
better self-organization of teams and adaptive planning.

G.S. Matharu with co-authors [10] explore the issue of
choosing between such agile software development meth-
odologies as Scrum, Kanban, and extreme programming.
The paper presents a detailed comparison of these meth-
odologies in terms of such parameters as design ap-
proaches, customer cooperation, project complexity, team
roles, team interaction, approach to workflow organiza-
tion, requirements management, coding, and testing ap-
proaches, etc. The authors [10] indicate and analyse com-
panies that use the above software development ap-
proaches. The authors showed that currently the most
widespread in the industry are the approaches based on
the Scrum methodology.

L. R. Vijayasarathy and C.W. Butler [11] study the
factors influencing the selection of the best software de-
velopment methodology. The authors investigated the
problems of the influence of a software project organiza-
tional structure and characteristics of the team and the
project itself on determining the best software develop-
ment methodology. The study was conducted by inter-
viewing project managers and members of the develop-
ment team on the choice of methodologies. The results
[11] show that although the agile methodologies such as
the Agile Unified Process or Scrum have become increas-
ingly popular in the last decade, traditional methodolo-
gies, including the waterfall model, are still popular in the
software development industry. The companies also often
adopt a hybrid approach using different methodologies in
the same project. Besides, the choice of methodology is
associated with certain organizational, project and team
characteristics and remains an urgent task of software
engineering [11].

The work [12] is dedicated to the issues of modelling
the software development methodologies. The authors
note that although modern modelling approaches must
have a strong theoretical foundation, they do contain
many vague concepts or even contradictions. C. Gon-
zalez-Perez and B. Henderson-Sellers present an approach
that analyses the basic concepts of structural models and
modelling in software engineering using representation
theory. The authors investigated different types of inter-
pretive reflections needed to track model entities with the
entities they represent. The paper also explains the differ-
ence between forward- and backward-looking models and
considers the need to integrate products and processes
into methodologies.

The article [13] analyses the software development
methodologies and their main stages. The authors com-
pare international approaches, standards, and practices for
software development with the standards and practices
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used in Pakistan. The comparative analysis shows the
gaps and shortcomings of the practices adopted in Paki-
stan and the ways to improve them.

Another aspect of research in the field of software de-
velopment methodologies is considered in the article [14],
which examines the issue of ensuring that the skills and
competencies of students of higher education institutions
meet the requirements and expectations of the labour
market. K. Saeedi and A. Visvizi emphasize the key role
of teaching the software development processes and tech-
nologies for industry, economics, students, and universi-
ties. The paper points out the importance and relevance of
agile development methodologies scrum, at the present
stage. By analysing the problems and challenges of
switching to agile software development methodologies in
software projects, the article [14] concludes that software
development and methodology for its development form
the thrust of a multi-stakeholder ecosystem that defines
today’s digital economy and society.

Based on the foregoing, a conclusion can be made that
high activity in the field of software development has led
to the emergence of a large number of methodologies, and
now the choice of a suitable approach remains a problem
[15], because it usually requires quite extensive experi-
ence in software development. It is also worth noting that
the problem of choosing a software development method-
ology is the reason for the studies, the purpose of which is
to create a universal method for selecting the software
development methodology. They can be divided into two
types: rule-based expert systems and tools using multi-
criteria analysis methods. The disadvantage of using clas-
sical expert systems is the complexity of filling them with
a large amount of data and inability of users to influence
the priority of criteria. In contrast to them, the existing
approaches to the choice of software development meth-
odologies, which use the methods of multi-criteria analy-
sis, provide for the possibility of establishing criteria
weights, but most of them still rely on the opinion of only
one expert and a fixed set of criteria. Since there are many
methodologies, the expert opinions may differ regarding
the optimal values of criteria for a particular methodol-
ogy. Besides, the criteria, possible values for which can-
not be easily expressed in numbers, may also be consid-
ered. Therefore, there is a need to create a flexible tool
that would be free of these limitations and allow automat-
ing the selection of the software development methodol-
ogy, which is the most favourable for a certain project.

4 MATERIALS AND METHODS

It was decided to use the following methods of multi-
criteria analysis for the process of selecting the best
methodology: analytic hierarchy process, weighted sum
method, TOPSIS and methods for expert evaluation. The
AHP, developed by Thomas L. Saaty, is a well-known
technique for multi-criteria decision making [16]. One of
the distinguishing features of the AHP is the creation of a
pairwise comparison matrix using a verbal scale. In the
standard version of the method, the normalised eigenvec-
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tor of this matrix allows calculating the score of each al-
ternative and weight of each criterion.

The weighted sum method is the most popular method
of multi-criteria analysis due to its simplicity. As the
name suggests, this is simply the sum of the weighted
scores:

n
pa:zxaiWin )
i=1

We assume that the goal is to maximize all criteria.

The TOPSIS method is focused on evaluating the al-
ternative in terms of the best and worst points [6].

1. The normalization of evaluation by criteria is car-
ried out:

N,
ij o X_2_ s )
Zi=1 ]
2. The weighted normalised decision matrix is calcu-
lated considering criteria weights:
Uij=anijWheI'€ i=1,...,m;j=l,...,n. (3)
3. The PIS and NIS are determined:

max min

A+

- 9 A_ -
'Uij 'Uij
4. The distance of alternatives to PIS and NIS is calcu-
lated:

n
di =[S U - AN j=L...m. 4)
=

n
o7 = 35— A, =1 )
i=1

5. The integral index (proximity index) is determined
for each compared alternative:

-
R =—"1—. 6)
I di7 + diJr

The proximity index is between 0 and 1, where 1 is
the best alternative.

5 EXPERIMENTS

Experts evaluate the extent to which it is permissible
to use a certain methodology for each characteristic of the
project, i.e., each possible value of the criterion.

The test data presented in the work [8] were used as
the baseline, namely: 7 methodologies, a list of 23 criteria
and their possible values, criteria weights, evaluation of
values of criteria in relation to methodologies. A detailed
list of project characteristics according to which the
methodology is selected, is given in Table 1. Each of



e-ISSN 1607-3274 PapioenexTpoHika, inpopmaTuka, ynpasmainss. 2022. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 2

them has four stages of gradation presented in the table.
The weights of expert opinion may vary. Given these

weights, the expert evaluation is aggregated.

It was decided to use the AHP to calculate the weights
of criteria used to evaluate alternatives. The user makes a
pairwise comparison of the criteria, and the absolute
weights of criteria are calculated using the AHP. The

consistency of the weights obtained. This ensures that the
weights are consistent.

Based on the user-defined values of criteria, their

pairwise comparison is made on a scale from 1 to 9. The
AHP uses a consistency ratio as a measure to check the

Table 1 — Parameter values

weights and expert evaluation, the system calculates the
score for each methodology using the weighted sum and
TOPSIS methods. The higher the score, the better the
applicability of the methodology to the project.

organizational risks (disrup-
tion of funding, delivery of

resources, inaccurate
prioritizing, etc.)

occur (10%)

occurrence is equal (50%)

occur (75%)

N Parameter Possible values

1. Project cost < 100,000 100,000-300,000 300,000 — 1,000,000 > 1,000,000

2. Requirements change per- <7% 7%-25% 25%—45% > 45%
cent/month

3. Number of people involved <10 per 10-30 per 30-100 per > 100 per
in the project

4. Consequences in case of loss of comfort in work Loss of insignificant sum Loss of irreplaceable Loss of life
unsatisfactory project out- of money sum of money
come

5. Work experience in the given | No work experience Experience of working in Experience of working | Experience of
field the field for less than 2 in the field from 2 to 5 | working in the field

years years from 2 to 5 years

6. Requirements to the realiza- The period is unlimited Not very urgent Urgent Very urgent
tion period of the project

7. Teams ability to work effec- Able to work effectively | Able to work effectively in | Able to work effec- Able to work ef-
tively in freedom or order in full order middle order tively in partial order fectively in full

freedom

8. Understanding of require- Almost do not Understand the re- Understand the Have good under-
ments, adapting ability, understand the quirements, can follow requirements, can standing of the
initiative requirements; require them, but require regular follow them, do not requirements; can

frequent explanations control require regular control | follow them without

and constant control regular control; can
suggest better
alternatives

9. Probability of occurrence of Risk is not likely to Probability of risk Risk is highly likely to | Risk will most
managerial risks (inefficient occur (10%) occurrence is equal (50%) occur (75%) probably occur
planning, controlling, com- (>95%)
munication problems, etc.)

10. | Knowledge of applied tools Tools and methods, Tools and methods, Tools and methods, Tools and methods,
and methods applied in the given applied in the project, are used in the project, are | are known to the

project, have never been | known to the team but known to the team but | team and have been
used before and are have never been used are rarely used widely used before
unknown to the team before

11. | Means of communication Written reports. Formal Voice communication Online text communi- | Direct communi-

record-keeping cation cation

12. | Frequency of reporting to the | Reports on every Reports on completing the Reports on the readi- Reports about
Customer operation blocks of work ness of a component project finish

of projects product
13. | Understanding the scope of There is a full list of There is a detailed list of There is an approxi- The team under-
works works; further works, further alternation mate list of project stands the project
alternation is impossible is possible works goal and several
ways for its
achievement

14. | Requirements to the project Highest international International requirements National requirements | Local requirements
quality requirements

15. | Probability of occurrence of Risk is not likely to Probability of risk Risk is highly likely to | Risk will most
technical, manufacturing or occur (10%) occurrence is equal (50%) occur (75%) probably occur
qualitative risks >95%)

16. | Probability of occurrence of Risk is not likely to Probability of risk Risk is highly likely to | Risk will most
external risks (disruption of occur (10%) occurrence is equal (50%) occur (75%) probably occur
work by contractors, unfa- >95%)
vourable political, etc.)

17. | Probability of occurrence of Risk is not likely to Probability of risk Risk is highly likely to | Risk will most

probably occur
>95%)
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Table 1 — Parameter values (continuation)

N Parameter Possible values
18. Requirements to the precise The deadline should | Insignificant deviation Considerable devia- | Compliance with the
compliance with a deadline be strictly met from the deadline is al- tion from the dead- deadline is now
lowed line is allowed strictly required
19. | Ability to admit mistakes Do not admit mak- Rarely admit their mistakes | Openly admit mak- Openly admin making
ings mistakes and but try t never make them ing mistakes and try | mistakes and always
cannot learn from again to never make them learn from them
them again
20. | Learning ability It is hard for the For some members of the Easily absorb new The team can easily
team to learn new team, it is hard to learns knowledge, can absorb information,
knowledge and new information and adjust to changes always tries to learn
technologies, and to technologies, but the team something new; can
adjust to changes can adjust to changes well adjust to the
changes
21. | Experience of cooperation Have never worked Worked together on the Worked together on | Worked together on
together creation of a product but in | the creation of one the creation of several
the different field product in a field of | projects in the field of
interest interest
22. | Teams ability to clearly formulate | Cannot clearly for- Can clearly formulate their | Can clearly formu- Can clearly formulate,
and openly express ideas mulate ideas and ideas but rarely express late their ideas and openly express and
rarely express them them openly express them | justify their ideas
23. | Customers experience of working | Has never worked Worked with some Worked with the One or more common
with this project team with this team members of the team project team leader projects with the
whole project team

6 RESULTS

To create a tool to automate the selection of the best
software development methodology for the project, an
appropriate algorithm was developed, which provided for
the gathering of expert evaluation and implemented the
process of selecting methodologies using such multi-
criteria analysis methods as AHP and weighted sum. It
consists of 11 steps; its block diagram is shown in Fig. 1.

1. Filling the database with description of software
development methodologies.

2. Filling the database with a set of necessary criteria,
by which the characteristics of projects will be deter-
mined, with the relevant setting of initial values.

3. Setting the default weights for the criteria and, if
required, the weights for individual possible values of
criteria.

4. Gathering the expert evaluation of all possible val-
ues of criteria in relation to all methodologies available in
the database.

5. A user must set the values of criteria in accordance
with the characteristics of the project; if required, a user
can omit some of the criteria.

6. If required, a user can determine the weights of cri-
teria independently, using the AHP method. If a user re-
fuses, then the weight of criteria takes on the default val-
ues.

7. If a user agrees to determine the weights of criteria
independently:

a) A user must compare in pairs the importance of all
specified criteria with each other.

b) The relative consistency of the weights is deter-
mined, if it is > 0.2, then the weights are not consistent,
and a user should start the process of comparison from the
beginning or allow the default values of the weights to be
set.

8. The decision matrix with mxn dimension is deter-
mined, where m is the number of methodologies, n is the
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number of criteria, the values of which are set by a user.
The matrix consists of evaluation of the established values
of criteria in relation to methodologies.

9. The scores for methodologies are determined using
the weighted sum method.

10. The scores for the methodology are determined us-
ing the TOPSIS method:

a) A weighted normalised matrix is determined.

b) The positive and negative ideal solution is deter-
mined.

¢) The Euclidean distance and relative proximity of
each of the alternatives (methodologies) to ideal solutions
are calculated.

11. The methodologies are sorted from the best (with
the highest scores) to the worst (with the lowest scores),
and details on the scores of the established values of crite-
ria are provided.

For the purpose of the software implementation of the
above algorithm, a software system was developed in the
form of a web application with a client-server architec-
ture, therefore, any modern web browser with the Internet
access can be its operating environment. For technical
implementation, the Ruby programming language version
2.6.5 was chosen with the Ruby on Rails framework ver-
sion 6.0.3.3. PostgreSQL version 13.1 was used as a
DBMS.

The main features of the software product are the in-
troduction by experts of membership functions for each
known criterion regarding each methodology in the sys-
tem; adding new methodologies and criteria; determining
the criteria weights by default; determining the criteria
weights based on comparison of criteria by a user; input
of criteria values by a user; selection and output of the
results of the methodology selection. The form for creat-
ing a new project is presented in Fig. 2.
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By clicking on a specific project, a user will be redi-
rected to the stage corresponding to the status of the pro-
ject. This can be:

— filling out a questionnaire about the project (Fig. 3);

— comparison of the importance of parameters
(Fig. 4);

— page with results (Fig. 5).

The questionnaire for setting the parameter values is
displayed as shown in Fig. 3. The name of the project is
indicated at the top of the page, below it there is a pro-
gress bar displaying the percentage of questions (parame-
ters) answered by a user, below it there is the name of a
parameter and available answer choices, as well as the
submit and skip buttons.

Figure 4 shows the interface for the pairwise compari-
son of parameters. It contains the names of parameters
and their set values, as well as a slider to estimate the de-
gree of importance of one parameter with respect to the
other one.

Figure 5 shows the results page. The left pane displays
a list of methodologies, sorted from best to worst. After

clicking on one of them, the right panel displays their
values and scores of the set parameter values in relation to
this methodology.

The questionnaire for establishing expert evaluation is
shown in Fig. 6.

The developed algorithm for selecting a software de-
velopment methodology uses the weighted sum and
TOPSIS methods to find the best alternative, i.e., meth-
odology. To determine the weights of criteria by a user,
the AHP method is used. The decision matrix is formed of
the estimates of the criteria values in relation to the meth-
odologies determined with the help of experts.

To check the accuracy of the recommendations pro-
vided by the software tool, the extent to which it meets
the expectations of users - managers and project develop-
ers, and its reaction to data changes, the test data pre-
sented in the work [8] were used, namely: 7 methodolo-
gies, a list of 23 criteria and their possible values, criteria
weights, evaluation of criteria values in relation to meth-
odologies.

ware development methodologies.
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Methodology with the highest scores
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!
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Figure 1 — Block diagram of the algorithm for selection of a software development methodology

© Seniv M. M., Kovtoniuk A. M., Yakovyna V. S., 2022
DOI 10.15588/1607-3274-2022-2-17

181



e-ISSN 1607-3274 PagioenexTpoHika, iHpopmaTuka, yrnpapminas. 2022. Ne
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne

]
e §

SDLC 728
o

WHOLESUM

34.0%
Parameter: Ability to admit mistakes
HISTORY Do not admit makings mistakes and cannot learn from them

e Rarely admit their mistakes but try t never make them again

© openly admit making mistakes and try to never make them again
Cyfluencer

Openly admin making mistakes and always learn from them

Figure 2 — List of projects Figure 3 — Setting of parameter values

Wholesum

Apartoline

solc 488 : e

EXPERT &\J LG ouT —

"WHOLESUM" RESULTS

Understanding the scope of slightly less important than  Understanding of requirements,
works adapting ability, initiative Borend Scrum 0.3
There Is a full list of works; Understand the requirements, can
further alternation Is impossible follow tham, but require regular
control

PMBOK Guide

Nurnber of peaple invalved in the

Fram 30 10 100 peracns
- _ S021500 nce of warking with Vo ke ot

) - Work experience in the gven fied
“ B

Kanban

Experiance of cocperation

PRINCE2

Krawledgs of applind toals arnd

o

Fasily
Learring ability knavi= 1 tn a0

Figure 4 — Comparison of parameter importance Figure 5 — Page of the methodology selection results

Table — 2 Table of comparison of methodology scores

soic Zas R —— Methodol- | Results in | A developed software tool
— ogy the work [9] | Weighted Sum | TOPSIS | Average
PMBOK 0.341 0.165 0.347 0.256
ESTIMATION FOR XP 1SO21500 0.341 0.165 0.347 0.256
281% PRINCE2 0.276 0.143 0.314 0.228
Parameter: Learning ability SWEBOK 0.361 0.193 0.376 0.285
The Teamn can Easily Abserb Information, Always Tries = Scrum 0.900 0.371 0.764 0.567
T Learn Someting New: Can Wl Adjust To The : : XP 0.732 0.190 0.404 0.297
Kanban 0.663 0.233 0.514 0.373
Easily Absorb Mew Knowledge, Can Adjust To Changes & =
TBE e e CrT Tao el Qo Lo 3 : The comparison table shows that the recommended
SIS methodology is the same in all cases. For clarity, this data
Technalogius, Ane To Adjst T Changss : is presented in Fig. 7-9 by means of diagrams.

It is also worth comparing the order of ranked meth-

“ odologies (Table 3).

Figure 6 — Filling in the scores by an expert Table.3 Comparison of the order of ranked methodologies

No. | From the | A developed software tool
. work [9] Weighted Sum TOPSIS Average
Table 2 shows the results of calculating the scores us- 1 Sorum 3 crugm Sorum S Cmmg

ing the approach described in [8] and a tool developed by ) XP Kanban Kanban Kanban
us using the weighted sum and TOPSIS methods. 3 Kanban SWEBOK XP XP

4 SWEBOK | XP SWEBOK | SWEBOK

5 PMBOK PMBOK PMBOK PMBOK

6 1SO21500 1SO21500 1SO21500 1S0O21500

7 PRINCE2 PRINCE2 PRINCE2 PRINCE2
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It can be seen from the comparison that the methodol-
ogy recommended by both approaches is the same, but the
following two positions differ: in the work [8], the second
position is occupied by XP, and the third — by Kanban; in
the result of the selection made by our system, on the con-
trary: Kanban — ranks second and XP ranks third. We can
conclude from this research that the system works cor-
rectly regarding the results of the work [9].

Also, to verify the operation of the system, its opera-
tion was tested using the data of real projects, three ano-
nymized commercial projects from LinkUp company
(https://linkupst.com/).

Project No. 1. Web platform for planning meals for
groups of people. Main characteristics of the project:

—no experience of work with the customer;

— domain knowledge;

— the team has already worked, having the same com-
position, with the same tools;

— clear and almost completely known requirements;

— project is not very urgent and does not require strict
adherence to deadlines;

— existing risks associated with third-party service;

— communication in the form of correspondence;

— reporting after the implementation of individual
components of the product.

Criteria weights: By default. Expected result: Scrum.
Results — (Table 4)

Table 4 — The result of selection of methodology for the project

No. 1

Ne| Weighted Sum TOPSIS Average

1.| SWEBOK | 0.2913 | Scrum 0.5526 | Scrum 0.4106
2.11S0O21500 |0.2696 | SWEBOK | 0.5204 | SWEBOK | 0.4059
3.| PMBOK |[0.2696 | PMBOK |0.4894 | PMBOK | 0.3795
4. | Scrum 0.2685 | 1SO21500 | 0.4894 | 1SO21500 | 0.3795
5. | PRINCE2 |0.2619 | Kanban 0.4885 | PRINCE2 | 0.3723
6. | Kanban 0.2141 | PRINCE2 | 0.4826 | Kanban 0.3513
7. | XP 0.2059 | XP 0.4633 | XP 0.3346

Project No. 2. Web-based rental platform. Main
characteristics of the project:

—no experience of work with the customer;

— minimum domain knowledge;

— a large team;

— requirements are known in large part;

—urgent;

— expensive;

— no significant risks;

— weekly calls;

— reporting every two weeks.

Criteria weights: By default.
SWEBOK. Results — (Table 5)

Expected result:

Table 5 — The result of selection of methodology for the project

No. 2

Ne Weighted Sum TOPSIS

1. SWEBOK 0.3565 SWEBOK 0.6810
2. | PRINCE2 0.3424 PRINCE2 0.6612
3. | 1ISO21500 0.3304 1S021500 0.6251
4. PMBOK 0.3304 PMBOK 0.4347
5. | Scrum 0.2087 Scrum 0.4346
6. | Kanban 0.1467 Kanban 0.2962
7. | XP 0.1441 XP 0.2900
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Project No. 3. Mobile game. Main characteristics of
the project:

— customer’s experience of work with the team;

— good domain knowledge;

— a small team consisting of the developers who have
already worked together on games;

— most requirements are known;

— not very urgent, but adherence to deadlines is re-
quired;

— no significant risks;

— communication in the form of correspondence and
weekly calls;

— reporting every week.

Criteria weights: By default. Expected result: Kanban.
Results — (Table 6).

Table 6 — The result of selection of methodology for the project

No. 3
Ne | Weighted Sum TOPSIS
1. Scrum 0.3185 Scrum 0.6837
2. Kanban 0.2543 Kanban 0.5067
3. SWEBOK 0.2489 SWEBOK 0.3974
4. PRINCE2 0.2250 XP 0.3935
5. XP 0.2250 PRINCE2 0.3697
6. PMBOK 0.2228 PMBOK 0.3639
7. 1S0O21500 0.2228 1S021500 0.3639
7 DISCUSSION

Thus, for the first project, the expected result showed
only the selection by means of the TOPSIS method,
whereas the weighted sum method produced fundamen-
tally different results. This can be explained by the fact
that some criteria compensate for the others in the
weighted sum method.

As for the second project, users obtained the expected
result. However, on the page with the results, users can
see that SWEBOK may not meet some of their require-
ments (Fig. 10). It can be seen that SWEBOK is a bad
option for urgent projects, and it does not require the team
to be able to quickly learn new things. The users should
consider these details when making the final decision on
the selection of a software development methodology.

In the third case, a person who was making decisions
expected that the recommended methodology would be
Kanban, but in the selection with TOPSIS and weighted
sum methods, the scrum methodology ranked first. In this
case, a user can check why this happened, what values of
criteria and to what extent satisfy the methodology by
Kanban (Fig. 11).

Thus, a user sees from the results that the following
criteria were unsatisfactory for Kanban:

— ability of the team to work without control — Kanban
requires the team to work independently and be self-
organized without the need of being monitored;

— reporting frequency — Kanban provides for the re-
porting to be carried out at the end of the project or a
large part of the project, but not after every operation;

— understanding of the scope of work — it makes sense
to use Kanban if there is a lot of uncertainty about how to
implement the product;
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— ability to learn — Kanban is usually used in cases
when all team members are able to quickly learn new
things;

— adherence to deadlines — Kanban is used in cases
when it is not required to strictly adhere to the deadlines,
including the intermediate ones;

— frequency of requirements changes — Kanban is an
effective solution in cases when frequent changes in re-
quirements are expected. If during the project the re-
quirements remain mostly unchanged, then one of the
main advantages of Kanban will not be demonstrated.

The system was tested for the same project but with
different criteria weights (Table 7).

In this case, most of the criteria were suitable for the
Scrum methodology, therefore, irrespective of the way the
criteria weights were arranged, in all cases the Scrum
methodology ranked first. The XP methodology was the
least suitable in all cases. The weights of criteria influ-
enced all other positions in the ranked list of methodolo-
gies.

The critical characteristics for a respective methodol-
ogy were also determined for each of the projects
(Table 8).

Thus, the results of the verification allow us to ensure
that in more than 50% of cases the expectations matched
the results, namely: for the first project the results met the
expectations, for the second — the expected methodology
took the second place, for the third one — the expected
methodology of the project was recommended by the se-
lection using the TOPSIS method, but not the Weighted
Sum — this is justified by the fact that the Weighted Sum
method is characterized by compensation between the
criteria, therefore we can draw a conclusion, that the re-
sults calculated by means of TOPSIS method provide
more adequate recommendations. Besides that, the ex-
periment was held, which identified the same values of
the criteria, but different weights, and which revealed that
the system responds to such changes, but if a certain
methodology has a very large advantage over others, the

FMBOK EMEK

15021500
15021500

P 2
HINGS PRINCE2

SWEBOK SWEBH

Scrum
Senim

XP W

Kanban Kaanban

0.75 1

o

01

Figure 7 — Scores of methodologies in the
work [8]
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Figure 8 — Scores of methodologies
using the weighted sum method

weights do not have much effect on the “victory” of this
methodology.

An experiment was also conducted with the change of
weights of the criteria while their values remained un-
changed, the result of which suggests that the weights of
the criteria significantly affect the selection result, espe-
cially when the values of the criteria satisfy and do not
satisfy each of the methodologies almost equally.

CONCLUSIONS

This paper solves the problem of developing an effec-
tive and flexible tool for selecting of the most appropriate
methodology for software development considering the
characteristics of the project. To solve this problem the
analysis of the existing approaches to the selection of
software development methodology was carried out, as a
reslt of which it was determined that most of these ap-
proaches are focused on the selection of a certain meth-
odology out of the fixed set, and they consider a limited
range of criteria. We have also developed the algorithm
and software system for the selection of the best method-
ology of software development depending on the charac-
teristics of the project, where the criteria weights provided
by the experts were considered and the AHP method was
applied to determine user priorities for methodology com-
parison criteria. TOPSIS and weighted sum methods were
chosen to calculate the scores of methodology choice. The
software tool provides for the output of useful details
about the selection results, namely, an expert evaluation
of the set parameter values regarding all methodologies.
The verification of the developed software system was
performed based on the test data of the paper [8], which
showed almost an exact match of recommendations of the
best methodologies for this project and on the real pro-
jects by the comparison of expected results of the user
with the results the user received with the help of the de-
veloped software tool. The results of the verification were
the following: more than in 50% of cases, the expectation
matched the results.

PMBOK
15021500
FRINCE2
SWEBOK

Sorum
P

Kanhan

Figure 9 — Scores of methodologies using
the TOPSIS method
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Table 7 — Comparison of results with different versions of criterion weights

No. Weights by default Same weight (= 1) User weights
1 Scrum 0.5782 Scrum 0.6018 Scrum 0.5562
2 Kanban 0.5193 SWEBOK 0.4838 PMBOK 0.5167
3 SWEBOK 0.4796 Kanban 0.4824 1SO21500 0.5167
4 PRINCE2 0.4562 PMBOK 0.4771 SWEBOK 0.5154
5 PMBOK 0.4458 1SO21500 0.4771 PRINCE2 0.4874
6 1SO21500 0.44588 PRINCE2 0.4536 Kanban 0.4302
7 XP 0.3843 XP 0.4126 XP 0.3880

Table 8 — The critical characteristics for a respective methodology for each of the projects

Project No. 1 (Scrum)

Project No. 2 (SWEBOK)

Project No. 3 (Kanban)

Requirements change percent/month

Requirements change percent/month

Teams ability to work effectively in freedom
or order

Work experience in the given field
or order

Teams ability to work effectively in freedom

Frequency of reporting to the Customer

Understanding of the scope of works
ability, initiative

Understanding of requirements, adapting

Understanding of the scope of works

Experience of cooperation

Frequency of reporting to the Customer

Learning ability

Customers experience of working with this

Customers experience of working with this

Requirements to the precise compliance with

project team project team a deadline
Requirements change percent/month
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YIK 004.05; 004.4

3ACOBM MIABOPY METOJOJIOITi PO3POBJIEHHS IPOT'PAMHOI'O 3ABE3IEYEHHSI 3 YPAXYBAHHSAM

XAPAKTEPUCTHUK TPOEKTY

CeniB M. M. — kaHa. TeXH. HayK, AOIEHT, AoueHT kadenpu [IporpamHoro 3abe3nedyenns, HanionansHmii yHiBepcuteT «JIbBiB-
ChKa TOJIiTeXHiKa», JIbBiB, YKpaiHa.

KoBToniok A. M. — marictp imxeHepii nmporpamtoro 3abe3neuenns, Hamionansanii yHiBepcuTeT «JIBBIBChKA MOIITEXHIKAY,
JIbBiB, YKpaiHa.

SxoBuHa B. C. — 1-p TexH. Hayk, npodecop, npodecop kapenpu Crucrem mTy4HOTrO iHTeNeKkTy, HarioHanpHull yHIBEpcUTET
«JIpBiBCBKa momiTexHiKka», JIbBiB, Ykpaina; DakyibTeT MaTeMaTHKU Ta KOMII IOTEPHHX HayK, Bapmincbko-Masypcbkuii YHiBepcu-
tet B OnbliiuHi, [Tombiia.

AHOTANLIA

AkTyaabHicTb. B mporeci po3podku mporpamHoro 3ade3nedeHHs BUOIp METOIOJIOTI HOro po3poOIeHHS € OTHUM 3 BaXKIHBHX
eTamiB, SKUH CyTTEBO BIUIMBAE Ha YCHIX/TIPOBA NMpoekTy. Bubip ontuMansHOl MeTomoIorii po3poOKy 3aexuTh Bi 6aratbox (ax-
TOPIB Ta € TPYAOMICTKOIO | HETPHBIAILHOIO 33/1aU€IO0.

Mera. BignosinHo, icHye notpeba y po3po0ieHHi eeKTHBHOrO Ta THYYKOTO HPOrpaMHOro 3aco0y Ui Migdopy ONTHMAabHOT
METOI0JIOT1T PO3POOIICHHS! IPOrpaMHOro 3a0e3NeyeHHs], SIKii O aBTOMaTH3yBaB JaHHH MPOIIEC a TAKOXK BPaXOBYBaB KJIIOYOBI Xapa-
KTEPUCTHKH [POEKTY.

Metoa. B nauiii po6oTi npencTaBieHo alropuTM IMi00py METO0JIOril po3poOIeHHs MPOrpaMHOro 3abe3neueHHs 3 BUKOPUC-
TaHHAM METOJIB 0araTOKPUTEPiaTbHOTO aHANI3y Ta €KCIEePTHUX OILIHOK, SKUi nmependadae 30ip OMIHOK €KCIIEPTIB Ta peanizye mpo-
nec migbopy mMeronoorii 3a mormomoroto Meronis AHP, TOPSIS ta Weighted Sum.

Pe3yabTaTn. 3 BUKOPHCTaHHSIM BHINE3a3HAYEHOTO JITOPUTMY OyJIO pOo3pOo0IEHO MPOrpaMHy CHCTEMY VIS MiA00py ONTHMAIBHOT
METOJI0JIOTIT pO3pOOIICHHS IPOTrpaMHOTO 3a0e3IeUeHHs B 3aJIeXKHOCTI Bil XapaKTePUCTHK MPOEKTY, 1€ BPaXOBAaHO BAarW KpUTEIiB,
HaJjaHi eKCIiepTaMHu, a TaKoX 3acTocoBaHo Metol AHP juis BU3Ha4eHHSI KOPHCTYBALBKHX MPIOPUTETIB KPUTEPITB MOPIBHSIHHS METO-
Josorii. J{ist o6urcIIeHHs OIiHOK BUOOPY METOI0MI0Tii Oysio o6pano meton 3BaxeHoi cymu Ta TOPSIS. Iporpamuuii 3acié mepea-
Oauae BHUBEJECHHS KOPHCHHUX JETAICH MPO Pe3yslbTaTH Mifdopy, a caMe eKCIepTHY OLIHKY 3aJlaHUX 3HA4eHb MapaMeTpiB BiHOCHO
BCiX METOJI0JIOTiH, Ta MOXe OyTH BUKOPHCTAHHUI TS MiJABUIIEHHS e(EeKTUBHOCTI MpoLecy pO3pOOIEeHHS IPOrpaMHOro 3abe3neyeHHs
B YAaCTHHI aBTOMATH3allii HaJaHHS peKOMEeHAaIii kepiBHUKaM [ T-nipoekTis.

BucnoBku. Po3pobieno anroputm ais BHOOPY METOIOJOTII po3poOIeHHST MPOTrpaMHOTO 3a0e3NeUeHHs, SKUid, Ha BiIMIHY Bij
icHyrounX, nepeabadae 30ip OIHOK €KCIIEPTIB, BPaXOBYIOUH NP IEOMY 3HaUCHHS KPHUTEPIiB, 3aJaHAX KOPUCTYBAadYeM CaMOCTIHHO, 1
peaiizye mporiec migxbopy MeTO0JIOTiH BUKOPUCTOBYIOUH MeToau OaraTtokputepiansHoro aHamizy AHP, TOPSIS ta Weighted Sum.
3 BUKOPHCTAHHSM BUIIECONMCAHOTO aJIrOpUTMY OYJI0 po3po0IIeHO MPOrpaMHy CHCTEMY I Mi00py ONTUMAILHOT METOMO0JIOTIi po3-
poOIIeHHs TPOrpaMHOro 3a0e3MeUeHHs B 3aJI€)KHOCTI BiJl XapaKTEPUCTHUK IPOEKTY, JIe BPAaXOBAHO BarW KPUTEpiiB, HaJaHi eKcrepTa-
MH, a TaKoX 3actocoBano Meton AHP a1 Bu3Ha4YeHHs KOPUCTYBAlbKUX HNPIOPUTETIB KPUTEPIiB HMOPIBHAHHS MeTonoorii. s 06-
YHCIICHHS OL[IHOK BHOOPY MeToouoriit Oyno obpano meton 3Baxkenoi cymu ta TOPSIS. Iporpamuuii 3aci6 nepenbadae BUBEICHHS
KOPHCHHX JIeTajlell PO pe3yIbTaTH MiA00py, a caMe eKCIePTHY OLIHKY 3aJaHuX 3HAaueHb MapaMeTpPiB BiTHOCHO BCiX METOJIOJIOTIH.

KJIFOYOBI CJIOBA: nporpamHe 3a0e3Me4YeHHs; METOIO0JIOTIi pO3pOOKH MPOTrpaMHOro 3a0e3eueHHs; iHKeHepisi IPOrpaMHOTO
3a0e3neueHHs.

VK 004.05; 004.4
CPEJACTBA IOABOPA METOJ0OJIOI'MU PABPABOTKHU TPOTPAMMHOI'O OBECIIEYEHUSA C YYETOM
XAPAKTEPUCTHUK ITPOEKTA

CenuB M. M. — kaHA. TexH. HayK, JOLEHT, IoueHT kadeapsl IIporpammuoro obecneuenusi, HarmoHanbHbBI yHUBEPCUTET
«JIpBOBCKast moaUTEXHKUKA», JIbBOB, YKpauHa.

KoBToHI0K A. M. — MarucTp MHXEHEPUH IPOrpaMMHOTO obecriedeHus, HanmoHanbHbI yHHBEpCHTET «JIbBOBCKAsI MOTUTEXHU-
ka», JIbBOB, YKpauHa.

SAxosuna B. C. — 1-p TexH. Hayk, npodeccop, npodeccop kadeapsr CucteM UCKyCCTBEHHOTO HHTEIIeKTa, HarmonansHeIH yHH-
BepcuteT «JIbBOBCKasl MOIUTEXHUKA», JIbBOB, Ykpanna; dakynpTeT MaTeMaTHKH U KOMIIBIOTEPHBIX HayK, BapMmuncko-Ma3sypckuii
Yuusepcuter B OnbuiTsine, [lonbma.
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AHHOTADIUA

AKTyanbsHOCTB. B mponecce pa3paboTku nporpaMMHOro obecnedeH s BHIOOp METOJOIOTHHU €r0 pa3padoTKH SIBISIETCS OMHUM H3
Ba)KHBIX ATAIOB, CYIIECTBEHHO BIMSIONIMX HA YCIEX/IMPOBa MPoeKTa. BBIOOP ONTHMAIBHON METOMOJIOTUH pa3pabOTKH 3aBHCUT OT
MHOTUX (paKTOPOB U SIBISICTCS TPYJOSMKOW M HETPHUBHUAIIBHOW 3a1a4ueid.

Ieab. COOTBETCTBEHHO, CYLIECTBYET HOTPEOHOCTh B pa3paboTke 3((GEeKTUBHOTO M MMOKOro MPOrpaMMHOIO CPEeACTBA VIS I10-
noopa ONTHMANBHONH METONOJIOTHH Pa3pabOTKU MPOrpaMMHOTO obOecredeHusi, KOTopoe Obl aBTOMATU3UPOBANIO JaHHBINA HpoLecc a
TaKoKe YUUTHIBAJIO KITFOUECBHIE XapaKTEPUCTHKH IPOCKTA.

Metoa. B nanHoit paboTe npencTaBiieH alrOpUTM MOAO0PA METOAOIOTHH Pa3paboTKU MPOTrpaMMHOTO 00ECIIeYEHH s C UCIIOIb30-
BaHHMEM METOJ0B MHOTOKPH-TEPHAILHOI0 aHAIN3a U 3KCIEPTHBIX OLCHOK, NIPEAyCMaTPHUBAIOMINIl COOp OIIEHOK HKCIICPTOB U peajv-
3YIOIINH MPoIece Moa00pa METO0I0THH ¢ oMok metogoB AHP, TOPSIS u Weighted Sum.

Pe3yabTathl. C MCHONB30BaHMEM BBIMICYIIOMSIHYTOTO alropuTMa Oblia pa3paboTaHa IporpaMMHas CHCTeMa Uil oabopa oI-
THUMaJIbHOM METOMOJIOTUH Pa3pabOTKU MPOrpaMMHOr0 00eCHedeHHsl B 3aBUCUMOCTH OT XapaKTEePHUCTHK MPOEKTa, IJIe YUTEHBI BECHI
KPHTEpPHEB, MPEIOCTAaBICHHbIE SKCIEPTaMH, a Takxke NpuMeHeH meton AHP nna ompeneneHust monp30BaTENbCKHX MPHOPUTETOB
KPHTEPHEB CPABHEHUSI METOJONOTHH. Iyl BEIYMCICHHS OLEHOK BHIOOpA METOMOJOTHH OBLI BHIOpPAH METO[ B3BEHICHHOW CyMMBI U
TOPSIS. IlporpaMmmHOeE CpeACTBO MPEIOIATAaCT BHIBOJ MOJIC3HBIX eTalell 0 pe3yibTaTax moadopa, a IMEHHO SKCIIEPTHYIO OLECHKY
3aJaHHBIX 3HAYEHHUH ITapaMeTPOB OTHOCHUTEIILHO BCEX METOJOJIOTHH, M MOXKET OBITh HCIONB30BaH JUIS MOBBIMIEHHS Y dexTHBHOCTH
npornecca pa3paboTKU MPOrpaMMHOTO OOECTICUeHNUs B YaCTH aBTOMATH3aliK NPEIOCTaBICHHS peKoMeHaanuii pyxoBoautensm UT-
IPOEKTOB.

BeiBoabl Pazpaboran anropurm BbIOOpa METOIOJIOTUH pa3pabOTKU MPOOrPaMMHOI0 00ECIeUeHHUs], KOTOPbIH, B OTIIMYHE OT CYLIEeCTBY-
omux, npeaycMarpuBact CGOp OLICHOK DKCIICPTOB, YUUTBIBAS ITPHU DTOM 3HAYCHUEC KPUTCPHUCB, 3a/IaHHBIX I10JIb30BATEIIEM CAMOCTOATCIIBHO, U
peanu3yeT mporecc mo00pa METOAOIOTHIA UCTIONB3Ys MEeTO bl MHOTOKpHUTepuanbHoro anamuza AHP, TOPSIS u Weighted Sum. C ucnosns-
30BaHMEM BBILICONMMCAHHOTO aJITOpUTMa ObUIa pa3paboTaHa MPOrpaMMHasi CUCTEMa JUIsl 10100pa ONTUMAlIbHOM METOI0JIOTMU pa3paboTKu
IIporpaMMHOIo obOecrieueHus B 3aBUCUMOCTH OT XapaKTEPUCTHUK ITPOEKTA, I'’/I€ YUTCHbI BECbl KPUTCPUEB, IIPEAOCTABIICHHBIE DKCIIEpTAMH, a
TAKXXE IMPUMCEHCH MCETOJ AHP JUIST OIIPCACIICHUS IOJIb30BATC/IbCKUX MPUOPUTETOB KPUTCPUCB CPABHECHUSL MCTOHOHOFHﬁ. HJ’IS{ BBIYHUCIICHUS
OIIEHOK BBIOOpa MeTO0JI0TUH OBLT BEIOpaH MeToA B3BeleHHO# cymmbl U TOPSIS. TIporpaMmmuoe cpeacTBo mpeaycMaTpUBaeT BBIBO MOJIe-
3HBIX JIeTallell 0 pe3yJibTaTax mojadopa, a MIMEHHO YKCIIEPTHYIO OIICHKY 3a/IaHHBIX 3HAYCHHI apaMETPOB B OTHOLIICHUH BCEX METOIOJIOTHH.

KJ/IIOYEBBIE CJIOBA: nporpaMmMmHOe 00ecIieueHre; METOIOIOTHH Pa3pabOTKU HPOTrPaMMHOIO 00ECIICUEHNUS; HEXKEHEPHs IPOTpaM-
MHOT'0 00€CTICUeHUS.
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ABSTRACT

Context. The problem of information-extreme machine learning of the functional diagnosis system is considered by the example
of recognizing the technical state of a laser printer by typical defects of the printed material. The object of the research is the process
of hierarchical machine learning of the functional diagnosis system of an electromechanical device.

Objective. The main objective is to improve the functional efficiency of machine learning during functional diagnostics system
retraining using automatically forming a new hierarchical data structure for an expanded alphabet of recognition classes.

Method. A method of information-extreme hierarchical machine learning of the system of functional diagnosis of a laser printer
based on typical defects of the printed material is proposed. The method was developed with functional approach of modeling the
cognitive processes of natural intelligence, which makes it possible to give the diagnostic system the properties of adaptability under
arbitrary initial conditions for the formation of images of printing defects and flexibility during retraining of the system due to an
increase in the power of the alphabet of recognition classes. The method is based on the principle of maximizing the amount of
information in the process of machine learning. The process of information-extreme machine learning is considered as an iterative
procedure for optimizing the parameters of the functioning of the functional diagnostics system according to the information
criterion. As a criterion for optimizing machine learning parameters, a modified Kullback’s information measure is considered,
which is a functional of the exact characteristics of classification solutions. According to the proposed categorical functional model,
an information-extreme machine learning algorithm has been developed based on a hierarchical data structure in the form of a binary
decomposition tree. The use of such a data structure makes it possible to split a large number of recognition classes into pairs of
nearest neighbors, for which the optimization of machine learning parameters is carried out according to a linear algorithm of the
required depth.

Results. Information, algorithmic software for the system of functional diagnostics of a laser printer based on images of typical
defects in printed material has been developed. The influence of machine learning parameters on the functional efficiency of the
system of functional diagnostics of a laser printer based on images of defects in printed material has been investigated.

Conclusions. The results of physical modeling have confirmed the efficiency of the proposed method of information-extreme
machine learning of the system of functional diagnosis of a laser printer based on typical defects in printed material and can be
recommended for practical use. The prospect of increasing the functional efficiency of information-extremal learning of the
functional diagnostics system is to increase the depth of machine learning by optimizing additional parameters of the system’s
functions, including the parameters of the formation of the input training matrix.

KEYWORDS: information-extreme machine learning, categorical functional model, information criterion, control tolerance
system, functional diagnostics, laser printer.

ABBREVIATIONS S is a set of strata of decursive tree;
[EI-technology is an information-extreme intellectual s is a number of the stratum of decursive tree;
technology; my is a serial number of the recognition class in the s-

SCD ia s system of control tolerances;

. . . . th stratum;
SFD is a system of functional diagnostics. um;

X is an averaged vector of recognition class
NOMENCLATURE features XS

M is a set of recognition classes; dy s s aradius of the hyperspherical container of

m is a number of the recognition class; B

N is a set of recognition features in the structured the recognition class xj,  ,,

vector; 8y, s is a parameter equal to half of the control field of
i is a number of the recognition feature;

J is a set of structured vectors of recognition features;
J is a number of the structured vector;

H is a set of tiers of decursive tree;

h 1is a number of the tier of decursive tree; of tolerances for recognition features;

tolerances on the characteristics of the recognition classes
of the s-th stratum of the A-th tier;

Oy 1is a parameter equal to half the normalized field
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Ej, s, m, 18 an information criterion for optimizing

maching learning parameters for the recognition

class Xh, somg s

G is a working (permissible) area for determining
the function of the information criterion of optimization;

G, is an allowable range of values of the radius of the
containers of the recognition classes;

G is a set of input factors;

T is a set of moments of time reading information;

Q is a space of recognition signs;

Z 1is a set of technical conditions of the object of
diagnosis;

Y is an input training matrix;

X is a working binary training matrix;

g is a decursive tree construction operator;

/1 is a training matrix formation operator;

f> is an operator of binary training matrix formation

I 8 is a set C of statistical hypotheses;
S‘Q‘ is a set O of exact characteristics;

Gs, 5, s 1s a valid range of parameter values Op,s;
d is a parameter that characterizes in code units the

value of the radius of the containers of the recognition
classes;

NG

h,s,m
k-th step of machine learning;
()
B h,s,m;
the k-th step of machine learning;
p 1s a small enough number that is entered to avoid

is an error of the first kind, calculated in the

s

is an error of the second kind, calculated in

division by zero;

J

x( ) is a recognizable vector of signs;

W, 1is an membership function of the vector A7) of

the recognition class x© ;

58, Mg

dp,s,m, is are optimal values of the recognition class

container x© ;
, 8, Mg

L is a set of steps of the machine algorithm for
sequential optimization of control tolerances;

[ is a number of the step of machine algorithm;

® is a repeat operation symbol;

Dl* is an extreme value of the first reliability;
B* is an extreme value of the error of the second kind;
M,  is a set of recognition classes in the s-th stratum

of the A-th tier;
my, ¢ is a number of the recognition class in the s-th

stratum of the /-th tier;
{k} is a set of steps of machine learning;
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>SIM| - L. .
RM| s a fuzzy division of the feature space into M
recognition classes;

Y"® is an input training matrix of recognition classes
S strata of decursive tree;

X s a binary training matrix of recognition classes
S of decursive tree strata;

E is a term set of values of the information criterion;

R is an operator of construction of division %R/ of
space of signs on recognition classes;

Y is an operator for testing the basic statistical
hypothesis about the affiliation of the vector *a,s,m, of

.. ()
the recognition class X, h, sk m, >

y is an operator of formation of a set of exact

characteristics for the set system of estimations of
decisions;

¢ is an operator for calculating the information
criterion for optimizing the parameters of machine
learning;

Vm, i 18 a value of the i-th diagnostic feature of the
average of the educational matrix vector y, of the
recognition class X, ;

U is an operator that regulates the process of machine
learning;

M,  is a number of recognition classes of the s-th
stratum of the A-th tier.

INTRODUCTION

No matter how reliable a laser printer is, over time it
loses its initial stability. Defects can be caused by
individual pieces of equipment, consumables, printing
materials, internal or external software, and
environmental conditions. Therefore, the creation of SFD
laser printer by analyzing the image of the printed
material is an urgent task. The main way to solve this
problem is to apply ideas and methods of data mining
based on machine learning and pattern recognition.

A  method of hierarchical information-extreme
machine learning for task of information synthesis of SFD
laser printer by defects in printed material is proposed.

The object of research is the process of SFD
hierarchical machine learning.

The recognition classes alphabet expansion leads to
increase the degree of their intersection in the fixed
diagnostic features space and to reduce the full probability
of correct diagnosis. One of the ways to increase the
functional efficiency of SFD machine learning is a
transforming a linear data structures to hierarchical ones.
However, the existing methods of data mining, including
artificial neural networks, have a problem of retraining
the system. The solution of this problem requires
reprogramming of the intelligent system by changing its
structure or functional model.

The subject of research is the method of SFD
information-extreme hierarchical machine learning.
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The known divisive or agglomerative hierarchical
machine learning methods have functional efficiency that
significantly depends on the power of the recognition
classes alphabet. Therefore, important tasks are to reduce
the impact of the alphabet’s power for high efficiency and
rapidity of diagnostic solutions.

The purpose of the work is to increase the functional
efficiency of SFD machine learning during its retraining
after expanding the recognition classes alphabet by
automatically forming a new hierarchical data structure.

1 PROBLEM STATEMENT

Consider the formalized formulation of the problem of
information synthesis capable of learning the SFD of a
laser printer based on images of defects in printed
material. L

Let the alphabet {X.|m=1,M}, of recognition
classes, which characterize the different technical states of
the laser printer be given. Based on the results of scanning
the images of defects in the printed material of the laser
printer, the input training matrix of brightness is formed
|y 1i=1,N;j=1,J ||, in which ith column of the

m,
matrix is a training sample, and j-th row is a structured
vector of features of the recognition class X ;; .

By constructing a decursive hierarchical structure, it is
necessary to divide the alphabet {X ,(;,} into pairs of the

nearest neighboring recognition classes.

According to the concept of IEI-technology, the input
training matrix is transformed into a working binary
matrix, which in the process of machine learning is
adapted to the maximum reliability of diagnostic
solutions. Let the depth of machine learning be equal to
two levels. At the first level, the optimal (hereinafter in
the informational sense) geometric parameters of
hyperspherical containers of recognition classes are
determined, and at the second level, the system of control
tolerances for recognition features is determined. In this
case, the vector of operating parameters that affect the
functional efficiency of machine learning system to
recognize the vectors of class features X}(l)’ sm, has the

form

8h,s =< xh,s,mgdh,s,msﬂah,s > (D
The restrictions are imposed on the parameters of the
system, which will be called machine learning
parameters:
—the radius d), ; ,, of the recognition class container
XO

s m OUSt be less than the center-to-center distance to
L8, mg

its nearest neighbor of the corresponding stratum;
— the range of parameter values §,, is given by the
inequality

Sp s <11/ 2.
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In the process of machine learning SFD is necessary:
1) optimize the parameters of vector (1) according to

the alphabetical average of recognition {X Z “m )
information criteria
_ 12
Ens=— Z max Eh, s, mg (dh, s, mg ); )
m=1 GE [ d,s '

2) according to the optimal geometric parameters of
the containers of recognition classes obtained in the
process of machine learning to build decisive rules for
each stratum of the hierarchical structure, which
guarantee a high total probability of making the correct
diagnostic decisions.

3) at the stage of examination it is necessary to make a
classification decision on the belonging of the recognized
recognition to one of the classes of the formed alphabet of
the corresponding final stratum,;

4) automatically form a decursive hierarchical data
structure that contains the learning matrix of the new
recognition class and retrain the SFD.

Thus, the task of information-extreme synthesis of
learnable SFD is to optimize the parameters of its
machine learning by approaching the global maximum of
the information criterion (2) to its maximum limit value.

2 REVIEW OF THE LITERATURE

A detailed analysis of the causes of possible defects of
the material printed on a typical laser printer is considered
in [1, 2]. In practice, diagnosing a laser printer for defects
in printed material requires a high level of
professionalism and experience from the person
performing the repair. However, the search for the cause
of the defect is usually associated with the need to study
the technical condition of the components and devices of
the laser printer and test the system software. At the
current level of development of information technology,
increasing the efficiency of troubleshooting machines and
complex devices is achieved through computer-integrated
systems of functional diagnostics (SFD) [3, 4]. As the
main way of information synthesis of SFD is the use of
intelligent information technologies of data analysis [5—
7]. At the same time, the most widespread methods of
machine learning and pattern recognition [8, 9].
Algorithms of machine learning based on neural networks
[10-12] and the method of reference vectors [13, 14] are
known, but due to the many dimensions of the feature
dictionary and significant intersection of recognition
classes, they do not allow to achieve high enough image
recognition reliability. In [15-17], the application of
fuzzy neural networks for functional diagnostics is

considered, but there is also the problem of
multidimensionality, which significantly limits the
capability of fuzzy logic.

In [18, 19] to reduce the impact of

multidimensionality, it is proposed to use input data
extractors built on artificial networks, but this approach
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can lead to loss of information. The use of ideas and
methods of the so-called IEI-data analysis technology,
which is based on maximizing the information capacity of
the system in the process of its machine learning [20-22],
should be considered as a promising area. The main
paradigm of information-extreme machine learning, as in
neuro-like structures, is the adaptation of the input
mathematical description of the system to the maximum
reliability of pattern recognition. But in contrast to neuro-
like structures, the decision-making rules constructed
within the framework of the geometric approach are
practically invariant to the multidimensionality of the
dictionary of features. Since the use of functional
diagnostics is expedient at high power of the alphabet of
recognition classes, which characterize the possible
technical conditions of the device, it is necessary to
retrain the SFD in automatic mode. To this end, [23-25]
considers the functioning of the SFD in the mode of
information-extreme hierarchical machine learning, which
allows you to automatically retrain the system when
expanding the alphabet of recognition classes. But these
works do not explore the problem of building a new
hierarchical data structure, which inevitably arises when
retraining SFD.

The article considers the problem of increasing the
functional efficiency of information-extreme machine
learning by automatically forming a new hierarchical data
structure when retraining SFD through the expansion of
the alphabet of recognition classes.

3 MATERIALS AND METHODS

The method of information synthesis of SFD will be
considered as part of IEl-technology based on
maximizing the information capacity of the system in the
process of information-extreme machine learning. It is
known that with increasing the power of the alphabet of
recognition classes and the constant space of diagnostic
features increases the degree of intersection of recognition
classes. Since in [21] the degree of intersection of
recognition classes is characterized by the ratio of the
total probability P, of making erroneous diagnostic
decisions to the total probability P, of making correct
diagnostic decisions, the reliability of diagnosis,
respectively, due to increasing probability P, will
decrease. A recognized way to reduce the impact of the
multidimensionality of the recognition alphabet on the
functional efficiency of machine learning is the transition
from a linear data structure to a hierarchical.

Consider the possibility of automating the formation
of the input learning matrix by expanding the alphabet of
recognition classes by implementing the method of
information-extreme  machine learning using a
hierarchical data structure in the form of a binary
decursive information tree. The data structure in the form
of a binary tree will be called decursive, in which, in
contrast to the recursive attribute from the top of the
upper tier is transferred to the top of its stratum of the
lower tier. In our case, the learning matrices of the
corresponding recognition classes are considered as
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attributes of the vertices. Final executions from which
attributes are not transferred will be called final. Thus, as
the power of the recognition class alphabet increases, the
decursive hierarchical structure is divided into strata, each
of which consists of the two closest in binary space
Hamming features of the recognition classes. This allows
for their classification to use a linear algorithm of
information-extreme machine learning of the required
depth. In contrast to neuro-like structures, the depth of
information-extreme machine learning is determined not
by the number of hidden layers, but by the number of
machine learning parameters that are optimized by the
information criterion.

The incidence matrix A={a, .} of a decursive tree will
be determined as follows:

ax, .= 1, if the beginning of the edge g connects to the
vertex 1 and has a direction from the vertex =;

ax, .=—1, if the end (arrow) of the rib ¢ connects to
another vertex and has a direction from the vertex m;

a, .= 0, if the beginning of the edge ¢ does not
connect to the vertex T;

ax, .= *, if the beginning of the edge ¢ connects with
the vertex @ and has a direction from the vertex @ to the
vertex of the stratum of the lower tier with the same
attribute.

For the incident matrix of a decursive tree the specific
difference from the oriented graph establishes the
following lemma.

Lemma. For a decursive graph with ¢ edges, the
number of columns of the incident matrix that have zero
sum of elements is equal to ¢— 7', where ©° — the number
of vertices that pass their attributes.

The functional categorical model of information-
extreme machine learning according to the hierarchical
data structure will be presented in the form of an oriented
graph of mappings by machine learning operators of the
corresponding sets one on top of the other

]B:<G, T, Q, Z’ H’ Y‘S‘: X|S|7 g7ﬁ7ﬁ>’

The categorical model of information-extreme
machine learning of SFD according to the decursive
hierarchical structure of data is shown in Fig. 1.

Hy

Figure 1 — Categorical model of SFD machine learning

Shown in Fig. 1 the operator g from the source of
information, which is given by the Cartesian product of
sets Tx G x Q x Z, forms a decursive binary tree H,
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and the operator f; forms the input fuzzy learning matrices
of the corresponding strata Y. The operator f; by
comparing the recognition features with their specified
control tolerances forms a set of X' binary working
matrices, which in the process of machine learning
through allowable transformations are adapted to the
maximum possible probability of making the correct
classification decisions. The term set E, the elements of
which are calculated at each step of machine learning
values of the information criterion, according to the
principle of complete composition is common to all
contours of optimization of learning parameters. The

operator r: E — RIM! At each step of machine learning
restores in the radial basis of the binary space of
Hamming signs containers of recognition classes, which

form a partition ‘JT{'M'. The operator & displays the

partition R on the fuzzy distribution of binary vectors
of recognition classes {XZ o m ) Next, the operator

viX, s—1 Il tests the basic statistical hypothesis

y:x) ¢ x© . The operator y determines the set of
h, s, mg h, s, m

accuracy characteristics 3¢, where O=C°, and the
operator ¢ calculates the set E of values of the
information criterion of optimization, which is a
functional of the accuracy characteristics. The control
tolerance optimization loop is closed by a term set D, the
elements of which are the values of the control tolerances
on the recognition features. The operator uy regulates the
process of machine learning.

Thus, the proposed categorical model of information-
extreme machine learning allows directly in the operating
mode to automatically retrain SFD when expanding the
alphabet of recognition classes.

Information-extreme machine learning according to
the hierarchical data structure in the form of a binary
decursive tree is carried out according to the scheme:

1) the average vectors {y, |m =1,M} of structured
diagnostic features are determined by the input training
matrices of the initial alphabet recognition classes;

2) for a given parameter § of the field of control
tolerances are calculated for each i-th feature of the vector
Vm lower Apg,, ; and upper A, ; control tolerances for
diagnostic features according to the formulas

AHKm,i :ym, i 8> ABKm,[ :ym, i + 8:

a set of {x,} binary averaged vectors of diagnostic
features is formed as a rule

xm,i

LA Ay i < Yimyi < Apgm, i
0, if otherwise;

3) the vectors of the set {x,} are ordered by
increasing the code distance from the zero binary vector;
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4) binary ordered vectors of diagnostic features are
divided into two approximately equal groups, which
determine the two branches of the binary decursive tree;

5) as attributes of vertices of the first (upper
according to dendrographic classification) tier of a
decursive tree containing one stratum, educational
matrices of recognition classes are selected, the averaged
vectors of features of which are adjacent for each group;

6) strata of the lower tiers of each branch of the tree
contain in addition to the transported from the upper tier
of the training matrix also the training matrix of the
nearest neighboring in its group recognition class;

7) the construction of the tree continues until the
final strata are formed, which contain training matrices of
all recognition classes from the initial complete alphabet
(X0

Thus, the binary decursive tree constructed according
to the above scheme divides the given alphabet of high
power into strata, each of which contains the two nearest
neighboring classes. As a result, the necessary condition
is created for the construction of highly reliable decision
rules for each stratum by information-extreme machine
learning according to a linear algorithm.

According to the categorical model (Fig. 1), the
information-extreme algorithm of SFD machine learning
according to the hierarchical data structure will be
presented in the form of a procedure for finding the global
maximum averaged alphabetically {Xh0 o) Classes of

s Mg

recognition of the corresponding stratum criterion (2):

5 =arg max { max Eh,‘ d)}.
Kohs gGa. h.s{ £NGy (D} (3)

Thus, in contrast to the linear algorithm, in which the
optimal value of the parameter § is determined for the
entire alphabet of recognition classes, in information-
extreme machine learning on a hierarchical decursive data
structure, the parameter & is determined for each stratum
separately.

The internal cycle of procedure (3) implements the
basic algorithm, the functions of which are the calculation
at each step of machine learning criterion (2), finding its
global maximum and determining the optimal geometric
parameters of the containers of recognition classes.

The input data of the basic algorithm are an array of
implementations {y%)i m=LM;i=L,N,j=1n}> 2
system of control tolerances {dx ;} for diagnostic features
and levels of selection {p,, ;} of coordinates of binary
averaged feature vectors, which in our case by default are
equal to p,, ;= 0,5.

Optimization of geometric parameters of containers of
recognition classes takes place according to the following
main stages of the basic algorithm of machine learning:

1) formation of the input structured learning matrix;

2) determination of average implementations of
recognition classes;

3) the formation of a binary training matrix with a
given system of control tolerances for diagnostic signs;
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4) determination of averaged binary feature vectors,
the coordinates of which are calculated by statistical
averaging of the corresponding binary training samples;

5) determining the center-to-center distances for a
given alphabet of recognition classes by calculating the
code distances between the averaged vectors of features
of recognition classes.

6) calculation at each step of learning the average
information criterion for optimizing the parameters of
machine learning;

7) search for the global maximum of the average
information criterion for optimizing the parameters of
machine learning, which is in the working (permissible)
area of determining the function of the criterion;

8) determination of optimal radius of containers of
recognition classes, which at each step of machine
learning are restored in the radial basis of the space of
diagnostic features by iterative procedure

* — -
dh,S,m:arg max Ehys(dh,s,m)’m:LMh $°
GyNGy ’

“4)

9) STOP.

In the external cycle of procedure (3) the operator of
change of the parameter 6, , of the field of control
tolerances is realized until the value of the information
criterion of optimization of parameters of machine
learning does not reach the maximum value.

As a criterion for optimizing the parameters of
machine learning SFD for each stratum of the decursive
hierarchical data structure was used a modified Kulback’s
information measure, which for equally probable two
alternative hypotheses has the form

1
S =52l @B, @)
2l @B, @110 5)
x1087 —.
ol @+pP L (@)]+107
When calculating the information criterion of

optimization (5) in the process of implementing the
machine learning algorithm due to the limited random
samples in the training matrix instead of the exact
characteristics used their estimates.

According to the optimal geometric parameters of
hyperspherical containers of recognition classes, decisive
rules in the form of implication are constructed

vxp g € R e )M Gif [, >0)&

(6)

, 8, M

& (n,, =maxip,, |mg =1,2}] then x/) e X
fmp

).

s

else x) ¢ XZ

s, m

In expression (6) function p,, the affiliation of the
vector x” to the hyperspherical container of the
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recognition class x©
58, My

is determined by the formula

AV @x; )
Wy = l_ﬁ. @)

*
dh,s,m

Thus, the vector of features Y ) belongs to the class
from the given alphabet of the corresponding stratum, for
which the membership function (6) is positive and
maximal. In addition, built on the geometric approach of
the decision rules (6) allow you to make diagnostic
decisions in real time, which is relevant in functional
diagnosis.

4 EXPERIMENTS
As an example of the implementation of information-
extreme machine learning SFD images of seven printing
defects were considered, which characterized the
corresponding recognition classes, arranged according to
the above scheme of construction of the variation series
and shown in Fig. 2.

e f
Figure 2 — Image of printing defects: a — class X 10 ;
b — class X§ ; ¢ —class Xg) ; d —class Xff ; e —class Xg) ;
f—class Xg ; g —class X?

The following are the factors that determine the causes
of defects in printed material:

1) damaged coating of the photoconductor, which
causes a defect on the edge of the printed image in the
form of repeating black stripes (recognition class X} );

2) amaged corotron (charge roller), in which
repeated vertical stripes are visible in the middle of the
printed image (recognition class X5 );

3) damage to the thermal film, in the case of which
horizontal black lines appear on the printed image
(recognition class X3 );

4)  worn drum coating, which causes the appearance
of wide repeating black stripes on the edge of the printed
image (recognition class X} );

5)  worn corotron, which leads to the appearance of

repeating spots on the printed image (recognition class
X3);
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6) incorrectly installed bushing on the corotron,
which leads to the black color of part of the printed image
(recognition class X¢ );

7) poor quality toner cartridge, which causes the
appearance of wavy lines and blurs on the printed image
(recognition class X7 ).

The input training matrix was formed by reading the
brightness of the pixels of parts of the images of the
printed material with the dimension of 100 x100 pixels
that contained defects, shown in Fig. 2. Since the images
are considered stationary in brightness, their scanning was
carried out in the Cartesian coordinate system. In
addition, its transposed matrix was attached to the input
training matrix, which allowed to double the space of
diagnostic features and thus, in accordance with the
maximum-distance principle of recognition theory, create
the necessary conditions to increase the average interclass
code distance.

In order to test the functional efficiency of the
proposed method, information-extreme machine learning
of the SFD was first implemented according to the
hierarchical decursive structure of the first five and
seventh shown in Fig. 2 recognition classes. In Fig. 3
shows the initial decursive data structure, built according
to the above algorithm.

Figure 3 — Hierarchical data structure for the six classes

Analysis of fig. 3 shows that the alphabet of the six
recognition classes was divided into four final strata, each
consisting of the two nearest neighboring classes. If one
class is included in the two final stratas, then when
constructing the decision rules (6) the membership
function (7) is chosen with the optimal geometric
parameters of the class for which the radius determined
by procedure (4) is minimal.

In order to test the algorithm of information-extreme
machine learning of the SFD of the printer, the sixth class
of recognition was added to the alphabet. (Fig. 2f). Since
the fifth class was the nearest neighbor for the new
recognition class in the variation series, they formed a
new final stratum. Figure 4 shows the decursive tree of
the new hierarchical data structure.
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Figure 4 — Hierarchical data structure for seven recognition
classes

As a result of SFD retraining, new decision rules were
built for the extended alphabet of recognition classes. In
the operating mode, diagnosing the printer according to
the image of the defect of the printed material is carried
out by consistent implementation of the decisive rules
built at the stage of machine learning (6).

5 RESULTS

Information-extreme machine learning of the SFD of a
laser printer for defects in printed material was initially
carried out for six classes of recognition according to the
hierarchical structure shown in Fig. 3. As an example,
consider the results of the implementation of the machine
learning algorithm for the execution of the first tier
(according to the dendrographic classification, the tiers
are counted from above) and the first execution of the
second tier. In fig. 5 shows a graph of the dependence of
the average information criterion (5) on the parameter of
the field of control tolerances for recognition features,
obtained by procedure (3) with parallel optimization of
control tolerances for recognition features for the
execution of the first tier of the decursive tree.

£

4,0
3,0
2,0

1,0

0,0 ]
0

20

40 60 80 100 120 140

Figure 5 — Graph of the dependence of the information
criterion on the parameter of the field of control tolerances for
the execution of the first tier

In Fig. 5 and further, double hatching indicates the
working area for determining the function of criterion (5),
in which the first reliability is greater than 0.5, and the
error of the second kind is less than 0.5. Analysis of Fig. 5
shows that the optimal value of the parameter of the field
of control tolerances is Si 1 =10 (hereinafter in the
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gradations of brightness) at the maximum value of the
information criterion E’f 1 =278 -

To build the decision rules (6) it is necessary to know
the optimal geometric parameters of the containers of
recognition classes. Figure 6 shows graphs of the
dependence of the information criterion (5) on the radius
of hyperspherical containers of the strata recognition
classes of the first tier of the decursive tree.

E]. 'E!‘

40 | 4.0

30 | 30

20 | 2,0

1.0 | 1.0

0,0 T d0.0 T ’
0 10 20 30 40 50 : 0 10 20 30 40 50 !

a b

Figure 6 — Graph of the dependence of the information criterion
on the radius of the containers of the classes of recognition of
the strata of the first tier: a — class Xg ; b —class Xff

The analysis of Fig. 6 shows that the optimal radius of
the containers of the recognition classes are: d; =21

(hereinafter in code units) for the recognition class X3
and d, =25 for the recognition class X3 .

In Fig. 7 shows a graph of the dependence of the
average information criterion (5) on the parameter of the
field of control tolerances on the recognition features for
the first stratum of the second tier of the decursive tree.

4,0

3,0

2,0

1,0

0,0 s
0 10 20 30 40 S50 60 70 80 90 100
Figure 7 — Graph of the dependence of the information criterion
on the parameter of the field of control tolerances for the first
stratum of the second tier

Analysis of Fig. 7 shows that the optimal value of the
parameter of the field of control tolerances is equal
6;, =47 to the maximum value of the information

criterion E11=3,48.

The result of optimization by criterion (5) of the
geometric parameters of the the recognition classes
containers of the first stratum of the second tier is shown
in Fig. 8.

Analysis of Figure 8 shows that the optimal radius of
the containers of the recognition classes are: d, =65 for
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the recognition class X3 and d; = 46 for the recognition

class X3 . Since the class X3 belongs to the stratum of

the first tier and the first stratum of the second tier, the
optimal radius of its container according to the minimum-
distance principle of recognition theory should be equal to
d; =21, that corresponding to the Fig. 6a.

60 80 a 0 20 40 60 80 9

a b
Figure 8 — Graph of the dependence of the information criterion
on the radius of the containers of the recognition classes of the
first stratum of the second tier: a — class X S ;b —class X §

0 20

40

Similarly, in the process of machine learning, the
geometric parameters of hyperspherical containers of
other recognition classes, which are part of the
hierarchical structure shown in Figure 4, were optimized.

After optimizing the geometric parameters of the
containers of all seven classes of recognition, the average

value of the information criterion was equal to E =3.28.
Since the maximum limit value of criterion (5) for the
given parameters n=30 and p=2 is equal to
Eax =435, the algorithm

optimization of control tolerances in the form of a
procedure was used to increase the functional efficiency
of SFD machine learning

of parallel-sequential

5* ; =arg ® max { max Ehs(a’)}} 1,N.

I=1Gs 4 s GENGy

®)

The control tolerances defined at the parallel
optimization stage are accepted as starting points for the
sequential optimization algorithm. Since the optimization
of the i-th diagnostic feature other subsequent features
have suboptimal control tolerances, the sequential
optimization in this case requires iterative runs until the
value of the information criterion of optimization will not
change.

Table 1 shows the results of parallel-sequential
optimization of machine learning parameters for
recognition classes of all strata of the decursive tree

(Fig. 4).
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Table 1 — The results of machine learning

Classes E; d; Exact* characteris*tics
D, B
XP 435 19 1.00 0
X5 | 389 | 31 0.89 0.03
X3 | 435 | 48 1.00 0
X5 389 28 | o088 0.05
X3 | 435 | 24 1.00 0
Xg | 219 | 25 0.55 0.25
X7 | 435 | 27 1.00 0

Analysis of table 1 shows that the average value of the
information  criterion after additional sequential
optimization of control tolerances according to procedure

—k
(8) was equal to £ =3.91, which exceeds the value of
this criterion obtained by parallel optimization.

6 DISCUSSION

The obtained results of information-extreme machine
learning according to the hierarchical structure of data in
the form of a decursive tree open a promising direction
for solving the problem of multidimensionality of the
alphabet of recognition classes. The possibility of
automatic retraining of the system with increasing power
of the alphabet of recognition classes, which characterize
the relevant technical conditions of the device, is proved
on the example of information synthesis of the SFD of a
laser printer capable of learning from typical defects of
printed material. It is known that the application of a
linear algorithm of machine learning at high power of the
alphabet leads to a significant reduction in the reliability
of recognition by increasing the degree of intersection of
recognition classes with constant dimensionality of the
space of recognition features. In contrast to the linear
algorithm of information-extreme machine learning,
which determines the optimal system of control tolerances
for all recognition classes, in the proposed method,
optimal control tolerances are determined only for the
nearest neighboring classes. Building a hierarchical data
structure in the form of a binary multi-tiered decursive
tree allows the division of the high-power alphabet into
strata, which consist of the nearest neighboring
recognition classes. As a result, for each stratum in the
process of machine learning determines its optimal
system of control tolerances as shown in Figures 4 and 6.
It is shown that machine learning should be carried out by
parallel-sequential optimization of control tolerances. In
this case, both the reliability of recognition and the
efficiency of machine learning increases, because with
consistent optimization, the search for the global
maximum of the information criterion is carried out in the
work area, which is determined by parallel optimization.

CONCLUSIONS
1. A functional categorical model is proposed, on
the basis of which an algorithm of information-extreme
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machine learning according to the hierarchical data
structure  is  developed and  programmatically
implemented. At the same time, building a hierarchical
data structure in the form of a binary decursive tree allows
you to divide a powerful set of recognition classes into
pairs of nearest neighbors. As a result, the optimization of
machine learning parameters is carried out by a linear
algorithm of sufficient depth for the two nearest
neighboring recognition classes, which provides high
recognition reliability.

2. Decisive rules based on the example of
information-extreme machine learning SFD laser printer
on images of defects of printed material are not infallible
on the training matrix, which requires increasing the
depth of machine learning by optimizing other parameters
of the system, including parameters of input information
description of the system.
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IH®OPMALIAHO-EKCTPEMAJIBHE MAIIIMHHE HABYAHHSI CACTEMHU ®YHKIIOHAJIBHOI'O
JIATHOCTYBAHHS 3 IEPAPXIYHOIO CTPYKTYPOIO JAHUX

Ilesexos I. B. — kaHx. TexH. HayK, JOLEHT, NOLEHT Kadeapyu kommtorepHHX HayK CyMCBKOTO JEp>KaBHOTO YHIBEPCHTETY,
Cymu, YkpaiHa; JOKTOpaHT KadeIpu KOMIT FOTEPHUX CHCTEM, MEepex i KibepOesneku, HamioHanbHUIT aepOKOCMIYHHN YHIBEPCHTET
iM. M.€. XKykoBcbkoro «XapKiBCbKHH aBialliiHuil iHCTUTYT», XapKiB, YKpaiHa.

Bapuenko H. JI. — xaHza. TexH. HayK, JOLEHT Kadenpn KoM roTepHux Hayk CyMCBKOTro JiepkaBHOro yHisepcurery, Cymu,
Vkpaina.

Hpunena [I. B. — acucrent xadenapu komn toTepHIX Hayk CyMCBKOTO Jep:kaBHOTO yHiBepcutety, Cymu, YkpaiHa.

Biouk M. B. — acuctent KoHoTtoncekoro iHcTuTyTy CyMCBKOTO A€pKaBHOTO yHiBepcuTeTy, Konororm, Ykpaina.

AHOTANIA

AKTyaJabHicTb. PosrnsHyTo 3amady iH(GOpPMAaLifHO-eKCTPEMaJbHOTO MAIIMHHOTO HAaBYaHHSA CHUCTEMH (PYyHKIIOHAJIBHOTO
JIarHOCTYBaHHS Ha IPUKJIAAI PO3II3HABAHHS TEXHIYHOTO CTaHy JIa3epHOrO IIPHHTEpA 3a THIIOBUMH JAe(eKTaMH JPyKOBAHOTO
Marepianmy. O0’€KTOM HOCTIDKEHHS € MPOIEC i€papXiYHOTO MAIIMHHOTO HAaBYAHHA CHCTEMH (DyHKI[IOHAIBHOTO iarHOCTYBaHHS
€JICKTPOMEXaHIYHOT'O IPUCTPOIO.

Mera. IligBumeHHs (yHKIIOHaNTEHOT e(QEKTHBHOCTI MAIIMHHOTO HABYaHHS CHCTEMH (YHKLIOHAJBHOTO MiarHOCTYBaHHS
LIUIAIXOM aBTOMAaTHYHOrO (OpMyBaHHS HOBOI i€papXiyHOi CTPYKTYpH IaHMX IPU I[EPEHABYAHHI CHUCTEMH 4Yepe3 PO3LIMPEHHS
andasiTy KJ1aciB po3Ii3HaBaHHSI.

Metoa. 3ampomoHOBaHO — METOH — iHPOPMAIHHO-EKCTPEMAIbHOTO  1€PAapXiyHOrO  MANIMHHOTO  HABYaHHSA  CHCTEMH
(YHKLIOHANBEHOTO AiarHOCTYBaHHS JIa3€pHOTO MPUHTEPY 32 THIIOBUMH Ne(eKTaMH JPYyKOBAHOTO MaTepiamy. MeToa po3poOiieHo B
paMKax (yHKIIOHAJIBHOTO MiAXO0My O MOJIEIIOBAHHS KOTHITHBHHX IIPOLECiB IPHPOAHBOTO IHTEJIEKTY, 1[0 JO3BOJISIE HAJaTH CUCTEMI
JIIarHOCTYBAaHHS BJIACTUBOCTI aJAaNTHBHOCTI NPU JIOBUIBHHX IOYaTKOBHX yMOBax (opMyBaHHS 300pakeHb NEe(eKTiB APyKy Ta
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THYYKOCTI ITIPH II€pPEHaBYAaHHI CHUCTEMH dYepe3 30UIBIIEHHS IOTYXXHOCTI aidaBiTy KiaciB po3mi3HaBaHHA. B ocHOBYy Merony
MOKJIaZIeHO MPHHIMI MaKcuMi3awii KibKkocTi iHpopManii B mpoueci MammHaOr0 HaBuauHs. [Iporec iHdopManiliHo-eKCcTpeMaIbHOro
MaIIMHHOTO HAaBYaHHS pPO3IJIANAETBCS SIK  iTepallifiHa mpolexypa onrTuMizamii mapamerpiB  (YHKIIOHYBaHHS CHUCTEMH
(YHKIIOHAIBHOTO JiaTHOCTYBaHHs 3a iH(popMaLiiiHuM KpuTepieMm. Sk kpurtepiil ontumizauii mapamMerpiB MalIHHHOIO HAaBYaHHS
posrisinaeTbesi MoaubikoBana inpopmaniiina Mipa Kynbbaka, gka € (YHKIIOHAJIOM Bi TOYHICHHX XapaKTEPUCTHK
knacu(pikamifHuX pimeHp. 3TiAHO 13 3alMpOIOHOBAaHOK KAaTETOPIHHOW (QYHKIIOHATHHOI MOACIUII0 PO3POOICHO aIropuT™M
iHpOpMaIifHO-eKCTPEMAaIbHOTO MAIIMHHOTO HABYAHHS 32 1€PAapXidHOI0 CTPYKTYPOIO AAaHUX Y BUIVIALI OiHAPHOTO NEKYPCHBHOTO
JepeBa. 3acTOCyBaHHs Takoi CTPYKTYpH JaHUX J03BOJISAE PO30MBATU BEJIMKY KUIBKICTh KJIaciB po3Mi3HaBaHHS Ha Mapu HalOIIIKIMX
CyCiaIiB, IJIst SIKUX ONTHMI3allis ITapaMeTpiB MaIIMHHOTO HaBYAHHS 3/ ICHIOEThCS 3a JTIHIMHIM aJropuTMOM HEOOXiTHOT TITHOHHH.

PesyabTatn. Po3pobiieHo iHpopmamiiiHe, anropurMiuHe 1 TporpamMHe 3a0e3MEUYCHHS CUCTEMH  (DYHKIIOHAIBHOTO
JIarHOCTYBaHHs JIa3ePHOTO IPUHTEPY 32 300pakKeHHSAMM  TUIOBHX Je(eKTiB IpyKoBaHOTO Marepiaiy. JlOCITIIPKEHO BILIUB
rnapaMeTpiB MalIMHHOTO HaBYaHHSI Ha (YHKIIOHANbHY €()EeKTHBHICTH CHCTEMH (YHKIIOHAJIBHOIO IiarHOCTYBAHHS Ja3epHOTrO
MIPUHTEPY 32 300pakeHHsIMHU e eKTiB APYKOBAHOTO MaTepiay.

BucHoBku. Pesynpratu (i3MYHOrO MOJENIOBAaHHS MiATBEPIAWIM MpAIe3laTHICTh 3alPOMOHOBAHOTO METOAY iH(pOpMaLiiiHO-
eKCTPEMaJIbHOTO MAIIMHHOTO HAaBYaHHS CUCTEMH (DYHKILIOHAIBHOTO J[iarHOCTYBAaHHS JIA3EPHOTO IPUHTEPY 3a THIOBUMH AedeKTamu
JIPYKOBAHOTO MaTepially i MOXYyThb OyTH pEKOMEHIOBaHi Juii NpPAaKTUYHOIO BHKOPUCTaHHs. IlepcHekTHBa ITiBHILCHHS
¢yHKIiOHAIBHOT e(heKTUBHOCTI iH()OPMaLiHHO-eKCTPEMaIbHOTO MAIIMHHOTO HABUAHHS CHCTEMH (DYHKIIOHAIBHOTO J1arHOCTYBAaHHS
NoJIATae B 30UIBIICHH] TIMOMHHM MAIIMHHOTO HaBYaHHS LULIXOM ONTHMI3allii JOAATKOBHX MapamMeTpiB (yHKLIOHYBaHHS CHCTEMH,
BKJIIOYAIOYH ITapaMeTpH popMyBaHHs BXiTHOI HABYAIEHOT MaTPHIL.

KJIIOYOBI CJIOBA: indopmaniiiHo-eKCcTpeMajibHe MAIIMHHE HaBYaHHs, KaTeropiiiHa (QyHKUioHaJdbHA MOJEIb,
iHopMaLiiiHIil KpUTEpiii, cuCTeMa KOHTPOJIBHUX IOMYCKIB, (GYHKLIOHATbHE JiarHOCTYBAaHHSL, JIA3ePHUI IPHHTEP.
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VYkpanHa; JOKTOpaHT Ka(eapbl KOMIBIOTEPHBIX CHCTEM, ceTedl u KubepOe3omacHocTH, HarMoOHAIBHEIH adpOKOCMUYECKUI
yausepcuteT M. M.E. JKykoBckoro «XapbKkoBCKUI aBUAllMOHHBIH HHCTUTYT», XapbKOB, YKpauHa.

Bapuenxo H. JI. — xanxa. TexH. HayK, JOLEHT Kadenpbl KOMOIOTEpHbIX Hayk CyMCKOTO rOCyAapCTBEHHOI'O YHHBEPCHTETA,
Cywmbl, YKpauHa.

ITpuaena /1. B. — acucrent kadenpsl KOMIIOTepHBIX Hayk CyMCKOTO rocyiapcTBeHHOro yHuBepcuteTa, CyMmbl, YKpauHa.

budux M. B. — acucrent Konorornckoro uacTHTyTa CyMCKOTO rOCYIapCTBEHHOTO YHHBEpcuTeTa, KoHoTom, YkpanHa.

AHHOTAIUSA

AxTyansHOCTh. PaccMoTpena 3amada MH(DOPMAIIMOHHO-IKCTPEMATBHOTO MAIIMHHOTO OOYYCHUS! CHCTEMBI (PyHKIMOHAIEHOTO
JUarHOCTUPOBAHMS Ha IPHMEpPE PACIIO3HABAHMS TEXHHYECKOTO COCTOSHHS JIa3ePHOTO MPUHTEPA 10 TUIOBBIM JAe(eKTaM Ie4aTHOrO
Marepuaia. OOBEKTOM HCCIIEIOBaHUS SBJISAETCS INPOIECC HMEePApXMYECKOr0 MAIIMHHOTO OOYYeHHSI CHUCTEMBI (YHKIHOHAJIBHOTO
JIMarHOCTUPOBAHMA 3JIEKTPOMEXaHUYECKOI0 yCTPOHCTBA.

Iesn. TToBbimenre QyHKIHOHATBHOH 3G ()EKTUBHOCTH MAIIMHHOTO O0YUYECHHS CHCTEMbI (yHKIMOHAIBHOIO AUArHOCTHPOBAHUS
METO/IOM aBTOMAaTHYECKOTro (hOPMUPOBAHMS HOBEHIICH MepapXU4eCKOH CTPYKTYpHl JaHHBIX HPH IEPEOOYUYCHHHM CHCTEMBI yepes
pacumpenue ajadaBuTa KJIaccoB paclio3HaBaHUSL.

Metoa. Ilpemnoxen MeTox HH(POPMAMOHHO-OKCTPEMAIBHOIO HEPAPXHUYECKOTO  MANIMHHOTO OOY4YEeHHS CHCTEMEI
(YHKIIMOHAJIBHOTO JAUarHOCTHPOBAHUS JIA3€PHOTO NPHUHTEpA 110 TUIIOBBIM Je(eKTaM IedaTHOro MaTepuana. Mertox pa3paboraH B
paMKax (PyHKIIMOHAIBHOIO IIOJIXOJa K MOJEIMPOBAHUIO KOTHUTHUBHBIX IPOLECCOB E€CTECTBEHHOI'O HMHTEIUIEKTA, MO3BOJISIONIETO
NpUJIaTh CHCTEME [UarHOCTUPOBAaHMs CBOMCTBA aJalTUBHOCTH IIPU IIPOM3BOJIBHBIX HAYaIbHBIX YCJIOBHSX (HOPMHPOBAHUS
n300paxkeHUH Ae(EeKTOB IeyaTd M T'MOKOCTH INpH MHepeoOydeHHH CHCTEMBl HM3-32 YBEIMYEHHS MOIIHOCTH an(aBUTa KIacCOB
pacrno3HaBaHus. B 0CHOBY MeTO/1a 10JI03KEH MPUHIUI MAKCUMH3AlHUK KOJINYECTBA MH(OPMALIMK B IIPOLIECCE MALLIMHHOTO O0yYeHHSI.
IMpouece HHGOPMALMOHHO-3KCTPEMAIIBHOIO MAIIMHHOIO 00y4YEeHHsl PacCMaTPHUBAETCS KaK MTEPALMOHHAs MPOLeaypa ONTHMH3ALUK
napameTpoB (pyHKIMOHMPOBAHHS CHCTEMBbI (DYHKIMOHAIBHOTO JHAarHOCTHPOBAHUS MO MH(GOPMANMOHHOMY KpHUTEpHI0. B kauectBe
KPUTEpHUs ONTUMHU3ALMU IapaMeTPOB MAIIMHHOTO OOy4YeHMs paccMarpuBaercs MoaudHUUIUpoBaHHas HH(OOPMAIMOHHAS Mepa
Kynb6axa, koTopast sBisieTcst pyHKIIOHAIOM OT TOYHBIX XapaKTEPUCTHK KJIACCH()UKAMOHHBIX pemennii. COracHo NpemIoskeHHOH
KaTeTrOpHaIbHON (YHKIMOHATIHHONH MOJENHN pa3paboTaH aJrOPUTM HH(OPMAIOHHO-IKCTPEMAIBHOTO MAIIMHHOTO OOydYeHHUS II0
HepapXU4YecKod CTPYKTYpe JaHHBIX B BHAE OMHApHOTO JEKypCHBHOTO jaepeBa. [IpuMeHeHne Takoil CTPYKTYphI JAHHBIX HO3BOJISET
pa3buBaTh OOJBIIOE KOJIMYECTBO KJIACCOB PACIIO3HABAHMS Ha Mapbl ONMKAHIIMX coceneil, Ul KOTOPBIX ONTUMHU3AIMS MTapaMeTpoB
MAIIMHHOTO 00YUYEeHHS OCYLIECTBIISIETCS 110 IMHEHHOMY alropuT™My TpeOyeMoit riryGHHbIL.

PesyabTarhl. Pa3spabotansl HHGOPMAIMOHHOE, AITOPUTMHYECKOE W MPOTPaMMHOE 00ECHEeYEHHE CUCTEMBbI (yHKIMOHAIBHOTO
JIMarHOCTUPOBAHMS JIA3EPHOTO MPHHTEpa MO H300pa)KCHHMSM THIOBBIX Je()EKTOB IEYaTHOro Marepuana. MccieaoBaHO BIHSHHE
rmapaMeTpoB MAIIMHHOTO 00ydeHHs Ha (PyHKIMOHANBEHYI0 3()(EKTHBHOCTH CHCTEMBI ()YHKIHMOHAIBHON AMArHOCTHKH JIA3€PHOTO
MIpUHTEpa M0 H300paKeHNSIM Ae(EKTOB IIEYaTHOIO MaTepuaa.

BeiBoabl. PesympTaTel  u3mueckoro  MOJASNMPOBAHUS MOATBEPAWIN  pabOTOCIIOCOOHOCTh  HMPEUIOKEHHOTO  METoJa
MH(OPMAIMOHHO-IKCTPEMAIEHOTO MAIIMHHOTO O0YUYEeHHUs] CUCTEMbI ()YHKIMOHAJIBHOTO IMarHOCTHPOBAHUS JIa3ePHOTO NPHHTEPA I10
TUMOBBIM JeheKTaM IEeYaTHOrO MaTepuaja W MOTyT OBITh PEKOMEHIOBAHBI Ul MPAKTHYECKOTO HCIOJIb30BaHus. [lepcriexTrBa
MOBBINIEHUS (DYHKUMOHANBHOH 3()GEeKTHBHOCTH HMH(OPMALOHHO-3KCTPEMAIBHOIO OOy4YeHHs CHUCTeMbl (DYHKLHOHAIBHOTO
JMarHOCTUPOBAHUS 3aKJIOYAeTCs B YBEJMYCHMH INIyOMHBl MAlIMHHOTO OOYHYECHHsS MyTEeM ONTHMHU3ALMU JOHNOJIHUTEIbHBIX
rapameTpoB (HYHKIMOHHPOBAHHUS CHCTEMBI, BKIIFOYAs TapaMeTpbl (JOpMHUPOBAHHUS BXOAHOH 00ydYaromieii MaTpHUIIBI.

© Shelehov 1. V., Barchenko N. L., Prylepa D. V., Bibyk M. V., 2022
DOI 10.15588/1607-3274-2022-18

199



e-ISSN 1607-3274 Radio Electronics, Computer Science, Control. 2022.
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022.

Ne
0

2
2

10.

11.

12.

13.

14.

15.

KJ/JIIOUEBBIE CJIOBA: nubOpManuoHHO-3KCTPEMaIbHOE MAIIMHHOE O00ydeHHe, KaTeropuoHHasi ()YHKIMOHAJIBHAS MOJEIb,
nH(pOPMAIMOHHBIA KPUTEPHUil, CHCTEMa KOHTPOJIBHBIX JOITyCKOB, (pyHKIMOHAIEHOE IUarHOCTUPOBAHUE, JIAa3ePHBIN IPUHTED.

JITEPATYPA / JIUTEPATYPA
Rodgers S. Laser Printer: The Definitive Guide to Laser
Printer Wireless, Laser Printer Paper and More /
S. Rodgers. — NY: Lulu Press Inc, 2015. — 70 p.
Lhotka B. P. Hacking the Digital Print / B.P. Lhotka —
USA: New Riders, 2015. =310 p.
An Intelligent Gear Fault Diagnosis Methodology Using a
Complex Wavelet Enhanced Convolutional Neural Network
/ [W. Sun, B. Yao, N. Zeng et al.] / Materials. — 2017. —
Vol. 10, Ne7. — P. 790.
Trends in fault diagnosis for electrical machines: A review
of diagnostic techniques / [H. Henao, G. A. Capolino, et al.]
// 1EEE Industrial Electronics Magazine. — 2014. — Vol. 8§,
Ne2. - P. 31-42.
Engelbrecht A. Computational intelligence: an introduction /
A. Engelbrecht. — Sidney: John Wiley & Sons, 2007. —
597 p. DOIL: 10.1002/9780470512517
Reinartz T. A unifying view on instance selection /
T. Reinartz // Data Mining and Knowledge Discovery. —
2002. — Ne6. — P. 191-210. DOI: 10.1023/A:1014047731786
Xu G., Applied Data Mining / G. Xu, Y. Zong, Y. Z. Yang.
— CRC Press, 2013. — 284 p.
Dua Sumeet. Data Mining and Machine Learning in
Cybersecurity / Sumeet Dua, Xian Du. 1st Edition. —
Auerbach Publications, 2011. — 256 p
Aha D. W. Instance-based learning algorithms / D. W. Aha,
D. Kibler, M. K. Albert / Machine Learning. — 1991. — Ne 6.
—P. 37-66. DOT: 10.1023/A:1022689900470
Petr Dolezel. Pattern recognition neural network as a tool for
pest birds detection / Petr Dolezel, Pavel Skrabanek, Lumir
Gago // Computational Intelligence (SSCIIEEE Symposium
Series on). — 2016, P. 1-6.
Huang Ching-Lien. The Mahalanobis-Taguchi system —
Neural network algorithm for data-mining in dynamic
environments / Ching-Lien Huang, Tsung-Shin Hsu, Chih-
Ming Liu // Expert Systems with Applications: An
International Journal. — 2009. Vol. 36, Issue 3. — P. 5475—
5480.
Deep Learning Approach for Car Detection in UAV
Imagery / [H. Ammour, A. Alhichri, Y. Bazi et al.]// Remote
Sens. —2017. - Vol. 9, Ne 4. — P. 1-15.
Rotating Machine Fault Diagnosis Based on Locality
Preserving Projection and Back Propagation Neural
Network—Support Vector Machine Model / [S. Dong, X. Xu,
J. Liu et al.] // Measurement and Control. — 2015.— Vol. 48,
Ne7.-P.211-216.
Gerrit J. J. GenSVM: A Generalized Multiclass Support
Vector Machine / J. J. Gerrit, van den Burg, P. J. Groenen //
Journal of Machine Learning Research. — 2016. — Vol. 17,
Ne224. —P. 1-42.
Shi Y. An improvement of neuro-fuzzy learning algorithm
for tuning fuzzy rules / Y. Shi, M. Mizumoto // Fuzzy sets
and systems. —2001. — Vol. 118, Ne 2. — P. 339-350.

© Shelehov 1. V., Barchenko N. L., Prylepa D. V., Bibyk M. V., 2022
DOI 10.15588/1607-3274-2022-18

200

16.

17.

18.

19.

20.

21

22.

23.

24.

25

. Information-Extreme Machine

. Dovbysh A. Hierarchical

Subbotin S. A. The neuro-fuzzy network synthesis and
simplification on precedents in problems of diagnosis and
pattern recognition / S. A. Subbotin / Optical Memory and
Neural Networks (Information Optics). — 2013. — Vol. 22, Ne
2.—P.97-103. DOI: 10.3103/51060992x13020082.
Efendigil T. A decision support system for demand
forecasting with artificial neural networks and neuro-fuzzy
models: a comparative analysis / T. Efendigil, S. Oniit, C.
Kahraman // Expert Systems with Applications. — 2009. —
Vol. 36, Ne 3. — P. 6697-6707.

Moskalenko V.V. Information-extreme algorithm of the
system for recognition of objects on the terrain with
feature V.V.
Moskalenko, A.G. Korobov // Radio Electronics, Computer
Science, Control. —2017. — Ne2. — P, 38-45.

Improving the effectiveness of training the on-board object

optimization parameter extraction /

detection system for a compact unmanned aerial vehicle /
[V. V. Moskalenko, A. S. Dovbysh, I. V. Naumenko et al.] //
Eastern-European Journal of Enterprise Technologies. —
2018. - Vol. 4/9, Ne 94. — P. 19-26.

Informational and extreme machine learning for onboard
recognition system of ground objects / [O. Protsenko,
T. Savchenko, M. Myronenko et al.] / Dependable Systems,
Services and Technologies : XI International Conference,
Kyiv, 14-18 May 2020 : proceedings. — Kyiv : IEEE, 2020.
—P.213-218.

Learning of On-Board
Vehicle Recognition System / [A.S.Dovbysh, M. M.
Budnyk, V. Yu Piatachenko et al.] / Cybernetics and
Systems Analysis. — 2020. — Vol 56(4). — P 534-543.
Simonovskiy J. On-board Geographic Information System
of Images’ Identification / J. Simonovskiy, V. Piatachenko,
N. Myronenko // Advanced Information Systems and
Technologies : VI International Conference, Sumy, 16-18
May 2018: proceedings. — Sumy : Sumy State University,
2018.—P. 115-118.

Dovbysh A. Hierarchical Algorithm of the Machine
Learning for the System of Functional Diagnostics of the
Electric Drive / A.Dovbysh, V.Zimovets // Advanced
Information Systems and Technologies : VI International
Conference, Sumy, 16-18 May 2018: proceedings. — Sumy :
Sumy State University, 2018. — P. 85-88.

Functional diagnostic system for multichannel mine lifting
machine working in factor cluster analysis mode /
[V.I. Zimovets, S. V. Shamatrin, D. E. Olada et al.] //
Journal of Engineering Sciences. — 2020. — Vol. 7(1). —
P. E20-E27. DOI:10.21272/jes.2020.7(1).e4.

Clustering Approach for
Information-Extreme Machine Learning of Hand Brush
Prosthesis / A. Dovbysh, V. Piatachenko // Computational
Linguistics and Intelligent Systems V International
Conference, Lviv, 22-23 April 2021 : proceedings. — Lviv,
CEUR-WS, 2021. - P. 1706-1715.



e-ISSN 1607-3274 PanioenekTpoHika, iHpopmaTuka, ynpasiinus. 2022. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 2

YIIPABJIIHHA
Y TEXHIYHUX CUCTEMAX

CONTROL
IN TECHNICAL SYSTEMS

YIIPABJIEHUE
B TEXHUYECKHUX CUCTEMAX

UDC 519.61:517.97:004

FREQUENCY FEATURES OF THE NUMERICAL METHOD SAMPLING
OF DIGITAL CONTROL SYSTEMS

Moroz V. 1. — Prof., Dr. Sc., Professor of Institute of Power Engineering and Control Systems, Lviv Polytechnic
National University, L’viv, Ukraine.

Vakarchuk A. B. — PhD Student of Institute of Power Engineering and Control Systems, Lviv Polytechnic National
University, L’viv, Ukraine.

ABSTRACT

Context. The studies of the frequency properties of the explicit multistep numerical integrators which use for sampling of con-
tinuous transfer function in the digital control systems, are conducted in this article. Numerical integrators in such systems implement
as an integral parts of the digital regulators.

Objective. The goal of this research is an analysis of the behavior of explicit numerical integrators of different orders, which are
used to discretize continuous systems, in order to study their impact on the properties of the synthesized digital system.

Method. Numerical methods of integration are considered as digital filters, the behavior of which is studied by the frequency
characteristics method. To do this, the z-transform apparatus was used. Integrators’ discrete transfer functions were found for fre-
quency analysis using the Control Systems Toolbox package of the mathematical application MATLAB. For further analysis, two
closed feedback test structures were used: with integrators in the forward channel and in the feedback loop. Both variants of struc-
tures were studied by the frequency characteristics method for sampling using numerical integrators of 1st—6th orders.

Results. The inefficiency of using high-order numerical integrators for continuous systems’ discretization is shown. Given the
behavior of the frequency characteristics of test systems, the most rational is the use of low-order integrators, namely — the first and
second orders. Establishing the cause of this phenomenon requires additional research, in particular, to identify the possible impact of

additional zeros and poles of discrete transfer functions of the numerical integrators.
Conclusions. The use of low-order integrators, namely the first and second orders, is the most rational for sampling of digital
control systems and the inefficiency of using high-order numerical integrators to sample continuous systems is proven.
KEYWORDS: Bode diagram, control theory, digital control system, discrete transfer function, linear system, numeric integra-

tors, structure models, z-transform.

ABBREVIATIONS
PID controller is proportional-integral-derivative con-
trollers.

NOMENCLATURE
X(s) is an input signal of the tested structure;
Y(S) is an output signal of the tested structure;

1 . . . , .
— is an ideal integrator’s continuous transfer func-
S

tion;

ay is a k-th denominator’s coefficient of the continuous
transfer function;

by is a k-th numerator’s coefficient of the continuous
transfer function;

© Moroz V. 1., Vakarchuk A. B., 2022
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Yi+1 1S a numeric integrator’s output variable of i+1-th
step (next sample);

y; is a numeric integrator’s output variable of i-th step
(current sample);

Xk is an input variable of k-th step (sample) in the re-
current formula of the numeric integrator;

h is a sampling time (integration step);

J is an imaginary unit;

S is an operator in Laplace domain;

Z is an operator in Z-domain (z-transform);

o is an angular frequency;

@ is an angular sampling frequency;

A(®) is a magnitude of the continuous transfer func-
tion;
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A*(®) is a magnitude of the discrete transfer function;

¢o(m) is a phase of the continuous transfer function;

0*(w) is a phase of the discrete transfer function;

W(s) is a continuous transfer function in Laplace do-
main;

W(2) is a discrete transfer function in Z-domain;

W: (z) is a n-order discrete transfer function of the

numeric integrator.

INTRODUCTION

Modern digital control systems can be meet in almost
all technological systems, from home appliances to com-
plex technological complexes. Any digital system has two
interconnected components: hardware and software,
which cannot function without each other. The capabili-
ties of the hardware usually determined by one of its few
manufacturers and can be slightly corrected by adding
some technical components; otherwise, the software fully
meets the digital system requirements and largely deter-
mines its capabilities. In particular, the same controller
used in home appliances, and industrial controllers, and to
control the hard disk drive. Less noticeable, however, the
defining part of the software is to provide mathematical —
software implementation of numerical methods in control
algorithms.

Means of the process automation of developing algo-
rithmic software for digital systems have been widely
used in engineering practice. The mathematical applica-
tions Mathcad, MATLAB (in particular, together with the
Control System Toolbox library) etc. can be examples,
which simplify the process of synthesizing the mathe-
matical part of control algorithms for following software
implementation in a digital control system. The presence
in mathematical applications of ready-made implementa-
tions of the discretization typical methods for continuous
systems makes it possible to some extent to automate the
entire process of the mathematical component synthesis
for digital system software. On the one hand, this is good
because the developer gets a number of advantages:

— reduction of development time due to the avoidance
of a large number of symbolical transformations in the
discretization process (synthesis of the control algorithm);

— reducing the number of possible human errors in
mathematical expression through the use of mentioned
mathematical applications;

— the developer often no longer needs a deep under-
standing of discretization processes, in particular, in
physical processes relation in the designed system, which
significantly accelerates the actual development process.

On the other hand, these same advantages are to some
extent a “Trojan horse” for the following consideration:

— The developer does not analyze the advantages or
disadvantages of a method, and usually uses the default
method (this option is available in almost all mathemati-
cal applications). This is due to the use of the existing
mentioned means of automating the process of continuous
systems sampling and it is not always suitable;
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— the lack of need to understand the mathematical ba-
sis of discretization processes reduces the professional
level of the developer, limiting its activities only to ready-
made (however proven) standard solutions;

— availability of ready-made automated solutions does
not encourage the digital systems developer to look for
non-standard or optimal (rational) solution and encour-
ages the use of rather limited standard methods (default
methods).

The basic element of the implementation of most con-
trol algorithms is the integration operation. Therefore, the
use of numerical methods of integration is one of the ba-
sic methods of discretization of continuous systems with
the subsequent introduction of the obtained dependencies
in the software of digital systems. It is clear that the
choice of a numerical integrator under such conditions
will affect the behavior of the obtained discretized (sam-
pled-data) system. Thus, it is necessary to investigate such
an action to improve the efficiency of digital systems.

The object of study is the process of the continuous
systems’ sampling.

The subject of study is the properties of the sampling
methods that based on the numerical integrators.

The purpose of the work is the studies of the fre-
quency properties of the numeric integration methods for
sampling to obtain the digital transfer function and in-
crease the efficiency of the synthesized digital systems.

1 PROBLEM STATEMENT
Suppose given the continuous transfer function

bps" +...+bys + by

W(s)= - P that can be described
S +an_S +...+ S+ q
by the structure of observer canonical form using n con-
tinuous integrators. Such structure used as a prototype for
discretization of the digital control systems.

For the continuous transfer function W(s) the problem
of their digital transfer function W'(z) finding can be pre-

sented as the problem of finding n-order digital approxi-
. . . 1.
mation W: (z) of the used continuous integrators — in
S

observer canonical form. Frequency properties of the
transfer functions can be found using substitution S = j-®
for continuous systems and z = exp(j-®-h) for sampled-
data systems by the next expressions:

— for magnitude: A(w)=|W(j-®)| (for continuous
transfer function) and A*(®) = |W*(exp(j-®-h)| (for dis-
crete transfer function);

— for phase: ¢(®) = arg(W(j-®)) (for continuous trans-
fer function) and ¢*(w) = arg(W*(exp(j-®-h)) (for discrete
transfer function).

Thus, the problem of the finding the best discrete ap-

proximation W, (z) of a continuous integrator can be

focused to finding the minimum of the integral standard
deviation between the frequency characteristics of the
continuous system and the sampled by the selected nu-



e-ISSN 1607-3274 PanioenekTpoHika, iHpopmaTuka, ynpasiinus. 2022. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 2

merical integrator .[SJO (A( jo)— A*(jg)h))zdw — min and
L;OO ((P( jo) - (p*(jcoh))zdoa = min.

2 REVIEW OF THE LITERATURE

The most popular developers’ methods of the continu-
ous prototype discretization (for example, an analog regu-
lator) are traditional engineering methods: Tustin’s
method, z-transform etc., that applicable during the syn-
thesis of the control algorithm of digital systems [1, 2, 3,
4]. This is due, firstly, to the well-known and proven
methods of automatic control theory for continuous sys-
tems, which, moreover, are well implemented in mathe-
matical applications (it is enough to mention the MAT-
LAB’s Control System Toolbox library again [5, 6]). Sec-
ondly, simple engineering methods of continuous systems
discretization have already been developed and they do
not require significant symbolical work from the devel-
oper (the same method of Tustin), and are also imple-
mented in the applicable programs. Thus, there are all the
prerequisites for the wide application of known traditional
methods of discretization continuous systems by a wide
range of engineers.

Most mathematical models of control systems can be
reduced to block diagrams in which the basic element is
an integrator [2]. For example, it applies to such well-
known and popular regulators as the PID controller,
which, according to the IEEE, used in more than 90% of
industrial applications [7]. Conversion to the digital sys-
tems in the case of using this method of describing the
model of the controller involves the transformation from
analog (continuous) integrator to its discrete analog — a
numerical integrator, which allows you to leave the con-
troller structure unchanged. Accordingly, in this case, the
main difference in the behavior of the obtained digital
controller and its continuous prototype will be the differ-
ence in the behavior of the numerical integrator compared
to the continuous.

One of the main tools for the analysis of control sys-
tems and their elements in the classical theory of auto-
matic control is the use the frequency characteristics
method, which allows a quite clearly analysis of the sys-
tem behavior by its frequency response. Thus, considering
the numerical integrator as a digital filter, it is possible to
analyze its behavior by the control theory methods.

Analysis of the frequency characteristics of traditional
numerical integrators using the z-transform method pro-
posed in the classic (old but still actual) works by Elijah
Jury [3, 4] and Julius Tou [8], although this method was
used to only a few known numerical methods at the time:
rectangles, trapezoids and Simpson. At the same time, the
use of applied mathematics apparatus of frequency char-
acteristics for the study of numerical methods for integrat-
ing ordinary differential equations (as proposed in the
above-mentioned publications) has not been used before
[9] and is not used in the future [10]. This is due to igno-
rance, misunderstanding or even non-acceptance by
mathematicians the methods of automatic control’s classi-
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cal theory, for which the method of frequency response is
basic. This case is because applied mathematics does not
involve the consideration of numerical integrators as digi-
tal filters, although this method allows to obtain addi-
tional information about their behavior and to determine
the possible impact on the digital control system [3, 4, 8].

The use of numerical integrators for continuous sys-
tems’ discretization is not of interest in the case of mod-
ern methods of discrete systems synthesis too. This is due
to the major use of state space and z-transform methods
for this purpose [1, 2, 11]. The use of the simplest digital
integrators to discretize continuous integrators in com-
puter systems considered only as a partial case and a po-
tential implementation [12].

3 MATERIALS AND METHODS

At the first stage of research, the analysis provided us-
ing two elementary structure (Fig. 1), that allows investi-
gating the numerical integration method impact on for-
ward channel and feedback of closed-loop systems.

This use, at first look, of primitive structures has its
advantages: it allows minimizing the effects of the actual
structure and complexity of the test system on the behav-
ior of a continuous prototype discretized by a numerical
integrator. This helps to abstract from the possible vari-
ants of structural transformations, highlighting only two
basic combinations (Fig. 1), and allows us to focus only
on the influence of the applied methods of discretization.

X(s) ) Y(S)\

w

X(s) Y(SZ

A

1
s

b
Figure 1 — Block diagrams of the tested structure:
a — integrator in forward channel; b — integrator in feedback
channel

The practical implementation of the numerical integra-
tion in the real-time control system or real-time digital
model (for prediction analysis of operating mode for
power and energy systems [13] or electromechanical sys-
tems [14]) is possible for using explicit multi-step formu-
las only, that is due to the following factors:

— It is not possible to obtain information about the
value of a function or controlled coordinate in the interval
between the samples (reason to exclude from review the
single-step methods).
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— It is not possible to obtain information of the next
(future) sample of controlled coordinate (reason to ex-
clude from review the multi-step implicit methods).

At present, Adam’s formulas are still the most effec-
tive among the whole family of the explicit multi-step
formulas [9, 10], so which was their choice for further
analysis.

Obtaining process of the discrete transfer function for
the digital integrator and fixed sampling time (integration
step) h shown by this example of the 3"-order explicit
Adams formula [9, 10]

h
Yis1 = Vi "’E(BXi —16X;_; +5%_5)

using method [3, 4, 15].

YiZ = Yis1s
iz =vis
crete transfer function of this integrator has a form

By the shifting theorem [3, 4, 8] { a dis-

. %(23—16z*1+5z*2) %(2322—16z+5)
W3 (2) = — = i,

and may use for next analysis. Applying mentioned meth-
ods [3, 4, 8, 15], we can find discrete transfer functions
for all of 1°-6" order digital integrators based on con-
tinuous integration by explicit Adams formulas. Obtained
discrete transfer functions summarized in Table 1.

4 EXPERIMENTS

The founded discrete transfer functions (see Table 1)
investigated by means of Control System Toolbox
(MATLAB) [5, 6] for further analysis of frequency re-
sponses using standard function bode. The resulted fre-
quency characteristics (Bode plots) are shown in Fig. 2
for mentioned 1st-6th orders explicit Adams formulas
and sampling time h=0.1s with the continuous ideal

Table 1 — Discrete transfer functions of numerical integration operators

Intc;grr(;:;)r’s Numerical integrator / Integrator’s digital transfer function
Yis1 = Vi thx
1 * h
W; (2) = B
h
Yit1 =i +5(3Xi ~Xi-1)
2
. g(3z -1)
W, (2) =5
- -z
h
Yie1 = Vi +E(23Xi —16X%_+5%_2)
3
1(2322 —16z+5)
W5 (2)=12
3= 32
h
Yirl =i +Z(55Xi —59%;_; +37%i_3 —9%_3)
4
. 22 552 592 +372-9)
Wy (2)=
Z4 - Z3
h
Vie = Vi +%(I901xi —2774%;_1 +2616%_p —1274%_3 +251%;_4)
5
N (10012 277423 + 26162% ~ 12742 + 251)
WS*(Z) _ 720
7 -7*
h
Yie1 = Vi +m(4z77xi —7923X;_1 +9982X;_ — 7298X;_3 + 2877%i_4 —475X;_s)
6
L(4277z5 ~79232% +99822° — 72982° + 28772 - 475)
W (7 = 1440
6(2) 5 5
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integrator to comparing. Note, that ideal continuous inte-
grator has a descending magnitude characteristic with —
20 dB/decade and constant phase —90 deg.

It is worth noting two things:

1. The big difference in the frequency characteristics
(note, both magnitude and phase shift) of high-order digi-
tal integrators compared to the ordinary continuous inte-
grator on highest frequency especial.

2. The form of frequency characteristics is practically
independent of the sampling period (see Fig. 3, Fig. 4).

The conclusions of the second point are quite ex-
pected, but the first point (regarding the behavior of
higher-order methods) came as a surprise, as it is tradi-
tionally believed that the higher order of the integration
formula causes the higher the accuracy of such an opera-
tion. However, the analysis of the obtained frequency
characteristics shows the opposite — the higher order of

Integrators' bode plots

the numerical integrator has the greater the amplitude and
phase errors at high frequencies. Moreover, the nature of
such errors becomes more and more nonlinear, with in-
creasing order of the integration method. This does not
give possibility add correction.

The next stage of the research is to study the behavior
of numerical integrators using the method of frequency
characteristics in the case of their use of their digital
equivalents instead of the continuous integration for two
case of test structural models. They show in Fig. 1 — to
place the integrator in the direct channel of the closed
system and in the case of placing the integrator in the
feedback circuit. In this part of the researches influence of
the feedback control system’s structure and the location of
the integrator on the frequency characteristics of a closed
system with a digital integrator is studied.

40
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Figure 2 — Bode plots for 1st-6th-order numerical explicit integrators and sample time h = 0.1 s
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Figure 3 — Bode plots for 1st—6th-order numerical explicit integrators and sample times h=0.04 sand h=0.25 s
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5 RESULTS

The obtained discrete transfer functions of integrators
from Table 1 implemented to the digital models of struc-
tures Fig. 1 wusing again Control System Toolbox
(MATLAB) [5, 6] for further analysis of frequency re-
sponses. Bode plots build for frequency workspace of the
digital systems (1/10 of the sampling frequency [4, 16]).

From Fig. 1, a — numerical integrator placed in for-
ward channel. This is correspond to ordinary first-order
inertial circuit with a descending magnitude characteristic
with —20 dB/decade after the cutting frequency and
smooth varying phase from zero to —90 deg.

Form Fig. 1, b — numerical integrator placed in feed-
back loop, that correspond to real differential operation
with an increasing magnitude characteristic +20

Systems' bode plots

dB/decade before the cutting frequency and smooth vary-
ing phase from +90 deg. to zero. Note that in this case, the
negative effect of numerical integrators’ high-order is
unexpectedly reduced.

It is important that in the case of the second structure
(Fig. 1, b) — the inclusion of a digital integrator in the
feedback loop, the amplitude and phase errors in the use
of higher-order formulas are smaller than in the case of
placing a digital integrator in a direct channel. In addition,
as noted earlier, it is possible to note a rather unexpected
fact that given the behavior of both types of frequency
response characteristics of test systems (Fig. 1) it is the
formulas of high-order integration bring in errors in a
closed system.
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5 DISCUSSION

A somewhat unexpected result is that high-order nu-
merical integrators make larger errors at higher frequen-
cies range after discretization of continuous system. To
some point, this opposes our understanding from applied
mathematics about the higher accuracy of the high-order
methods. Moreover, the use of low-order integrators (first
and second orders) surprise turned out to be the most ra-
tional given the frequency errors.

What is the next step of research? The digital transfer
functions of the synthesized digital systems get additional
discrete zeros and poles comparing to the continuous sys-
tems (analog prototype). This is caused as a result of
sampling continuous transfer function by digital integrator
[17, 18]. In this case, additional zeros and poles from dis-
crete transfer functions of numeric integrators add to ob-
tained discrete transfer functions of discretized continuous
system. It is clear, that a system with more zeros and
poles (digital system) will behave differently than a sys-
tem with fewer zeros and poles (continuous system).

CONCLUSIONS

Studies using the frequency response have shown:

— The behavior of the frequency characteristics of test
systems (Fig. 1) showed that the use of low-order integra-
tors, namely the first and second orders, is the most ra-
tional. In this case, the amplitude and phase’s errors by
discretization process will be the smallest, regardless of
the structure of the synthesized digital system and the
location of the numerical integrator.

— The inefficiency of using high-order numerical inte-
grators to sample continuous systems is proven. Estab-
lishing the cause of this phenomenon requires additional
research, in particular, to identify the possible impact of
additional zeros and poles of the transfer functions of dis-
crete integrators.

The scientific novelty of obtained results is the based
on two simple circuits the researches of frequency proper-
ties of the numerical integrators in the digital control sys-
tems was made.

The practical significance of obtained results is the
possibility to improve efficiency of the synthesized digital
control systems.

Prospects for further research are the researches of
the impact of the zeros and poles of the numerical integra-
tors causes to additional zeros and poles of the obtained
discrete transfer function.
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YIK 519.61:517.97:004
YACTOTHI XAPAKTEPUCTHKHA YACJTIOBAX METOIIB JUCKPETHU3AIIT IH®POBUX CUCTEM KEPYBAHHSI

Mopo3 B. I. — 1-p TexH. Hayk, npodecop Kadeapu eleKTPOMEXaTPOHIKH Ta KOMII IOTEPH30BaHUX CJIEKTPOMEXaHIYHUX CHCTEM
HamionansHoro yHiBepcuteTy «JIbBiBChKa mOMiTeXHiKa», JIbBIB, YKpaiHa.

Bakapuyk A. B. — acripanTka kadeapu eneKTpoMexXaTpOHIKH Ta KOMIT IOTEpH30BaHIX CIIEKTPOMEXaHIuHUX cucTteM Harionans-
HOTO yHiBepcuTeTy «JIbBiBChKa mojiTexHikay, JIbBiB, YkpaiHa.

AHOTAIIS

AKTyaJIbHIiCTB. Y CTaTTi NPOBEICHO NOCII/KEHHs] YaCTOTHHUX BJIIACTUBOCTEHl SIBHMX 0araTOKpOKOBHX YHCIIOBUX IHTErpaTopiB,
SIKi BUKOPHCTOBYIOTh ISl TUCKPETH3aLlil HEeNepepBHUX NepeaaBaibHuX (QyHKIIH B H1n(pPOBUX cHCTeMax KepyBaHHs. UMCIIOBI iHTEr-
paTopy B TAKUX CHCTEMAaX BUCTYNAIOTh SK CKJIA/I0OBI YaCTHHH LIU(PPOBHUX PETYIIATOPIB.

MeTo10 10CTiTKEHHS € aHANi3 MMOBEIIHKH SIBHUX YHCIIOBHX IHTETPaTOPiB Pi3HUX MOPSAIKIB, SIKi BAKOPUCTOBYIOTh JUIS JUCKPETH-
3amii HeepepPBHUX CHCTEM, 3 METOIO BUBUCHHS IXHBOTO BIUIMBY Ha BIIACTUBOCTI CHHTE30BaHOI HU(PPOBOI CHCTEMH.

MeTtoa. MeToau 4nCIIOBOTO IHTEIPYBaHHS PO3IIIIHYTO SIK NU(POBI (HUIBTPH, MOBEIIHKY SKUX AOCTIIPKEHO METOIOM YaCTOTHHX
XapaKTepHCTHK. [ IbOTO 3 BUKOPUCTAHHIM arapaTy z-IIepeTBOPEHH 3HAHEHO iXHI AUCKPETHI nepenaBanbHi GyHKIIT U1 9acTo-
THOTO aHaji3y 3 BUKopuctanHsM nakety Control Systems Toolbox matematiuHoro 3acrocynky MATLAB. J{ns nmogansinoro aHai-
3y BUKOPHCTAHO JBi 3aMKHEHI 3BOPOTHUM 3B’3KOM TECTOBI CTPYKTYpPH: 3 IHTErpaTopaMy B NPSMOMY KaHali Ta B KOJIi 3BOPOTHOTO
3B’s13ky. OOMIBa BapiaHTH CTPYKTYD AOCIHIKEHO METOIOM YaCTOTHHUX XapaKTEPUCTHK JUIS IUCKPETH3aLlii 3a JIOMOMOT 00 YHCIOBHX
iHTerpaTopiB 1-6 mopsiaKis.

PesyabTaTn. [lokazana HeeeKTUBHICTH 3aCTOCYBaHHS YHCIOBUX IHTETPaTOPiB BUCOKOTO MOPSIKY Ui TUCKPETH3aLil Hemepe-
PBHEX cHCTeM. 3 OTJISAY Ha MOBEIIHKY YaCTOTHHX XapaKTEPUCTHUK TECTOBHX CHCTEM HaHpalliOHaJbHIIINM € BUKOPHCTaHHS iHTErpa-
TOpPiB HEBHCOKOTO MOPSAKY, a caMe — MEepIIoro i Apyroro. BcTaHOBIEHHS NPUYMHY TAKOTO SBHINA MOTPeOye TOAATKOBUX MOCIHi-
JDKeHb, 30KpeMa, BHSBICHHS MOXKIIMBOTO BIUIMBY JOJATKOBHUX HYJIIB Ta MONIOCIB JUCKPETHUX HEpeaBaIbHUX (YHKIIH YMCIOBUX
iHTerpaTopiB.

BucHoBkHu. BukopucranHs iHTerpaTopiB HU3bKOTO HOPSAKY, @ CaMe — MEpIIOro Ta APYroro MOpsAKiB, € HAMOUIbII paliioHab-
HUM U1 BUOIpKH HHU(POBHUX CUCTEM KepyBaHHs, TAKOX JIOBeJcHA Hee(DEeKTHBHICTh BUKOPHCTAHHS YHUCEIBHUX IHTETPaTopiB BUCOKO-
rO HOPSJIKY VIS AUCKPETU3allil HeNepepBHUX CHCTEM.

KJIFOYOBI CJIOBA: auckpetHi nepenaBaibHi QYHKLI, JiHIHI CHCTEMH, CTPYKTYPHI MOJETi, TEOpis aBTOMaTUYHOTO Kepy-
BaHHSI, TU(POBI CHCTEMHU KepyBaHHsI, YaCTOTHI XapaKTEPUCTUKH, YUCIIOBI IHTETPaToOpH, Z-MEPETBOPEHHSL.
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YACTOTHI XAPAKTEPUCTHAKHA YACJTOBAX METOAIB JNCKPETHU3AIIT IH®POBUX CUCTEM KEPYBAHHSI
Mopo3 B. I. — 1-p TexH. Hayk, npodeccop Kadenpbl NEKTPOMEXATPOHUKH U KOMIIBIOTCPH3UPOBAHHBIX JIEKTPOMEXaHHYECKUX
cucteM HanmonanbHoro ynusepcureta «JIbBOBCKasi NOJUTEXHUKA», JIbBOB, YKpauHa.
Bakapuyk A. B. — aciupanTka kadeaps! 2JIeKTpOMEXaTPOHUKU U KOMITBIOTEPH3HPOBAHHBIX AJIEKTPOMEXaHMUeCcKux cucteM Ha-
LIMOHAJILHOTO YHUBEpcUTeTa «JIbBOBCKAsI MOMUTEXHUKAY, JIbBOB, YKparHa.

AHHOTAIUA

AKTyaJIbHOCTB. B cTaThe npoBeneHo McciieloBaHue YaCTOTHBIX CBOMCTB SIBHBIX MHOT'OIIATOBBIX YHCICHHBIX HHTETPATOPOB, KO-
TOpPBIE UCTIOIB3YFOTCS ISl TUCKPETH3AI[MU HEIPEPBIBHBIX MIepeJaTOYHBIX (QYHKIMI B IU(POBBIX CHCTEMaX ynpaBieHus. YucIeHHbIe
MHTErPaToOpbl B TAKMX CUCTEMAX BBICTYIAIOT KaK COCTAaBHBIC YaCTH LU(POBBIX PEryJISTOPOB.

IHenblo ucciiel0BaHMS SBISIETCA aHAIN3 TOBEACHUS SIBHBIX YHCIEHHBIX HHTEIPATOPOB PA3HBIX MOPSIKOB, KOTOPBIE UCTIONb3YIOT
JUISL IUCKPETH3AIMHU HeTIPEPHIBHBIX CUCTEM, C IETBI0 H3yUCHNUS UX BIHSHHSA Ha CBOMCTBA CHHTE3HPYEMO U(PPOBOI CHCTEMBI.

MeToa. MeToas! YNCICHHOTO HHTETPHPOBAHMS PACCMOTPEHBI KaK IMU(POBEIE (GUIBTPHI, TOBEAECHHE KOTOPBIX HCCIEIOBAHO Me-
TOJZIOM YaCTOTHBIX XapaKTePHCTHK. [l 3TOTO C UCIIOIb30BAHIEM amIapara z-peoopa3oBaHus HalIeHb! JUCKPETHBIC IIepeJaTOYHbIS
(YHKIMY JyIst 9aCTOTHOTO aHaNM3a ¢ ucnonb3oBaHueM nakera Control Systems Toolbox maTemarideckoro npuiokenuss MATLAB.
Jnst nanbpHeHIIero aHainu3a UCIOJIb30BaHbI IBE 3aMKHYThIE OOpPaTHOW CBSI3bIO TECTOBBIE CTPYKTYPBL: C MHTETrpaToOpaMH B NPSIMOM
KaHaJie ¥ B Iieny o0paTtHoii cBsa3u. O0a BapuaHTa CTPYKTYp UCCIIEAO0BAHBI METOJIOM YaCTOTHBIX XapaKTEPUCTHK IS AUCKPETU3ALNH C
MIOMOIIBIO YHCIEHHBIX HHTETPATOPOB 1—6 MOPAAKOB.

Pesyabrarhl. [Tokaszana He3(h)EKTUBHOCTH UCIIONB30BAHHS YUCICHHBIX MHTETPATOPOB BBICOKOTO IOPS/KA JUIS AUCKPETHU3ALHN
HETIPEPHIBHBIX CHCTEM. YUHUTHIBAs MOBEICHNE YACTOTHBIX XapaKTEPHCTHK TECTOBBIX CHCTEM, HAHOOJee PAIllMOHAIBHBIM SIBISETCS
HCTIONB30BaHNE MHTErPATOPOB HEBBICOKOTO TOPSIKA, @ IMEHHO — IEPBOTO M BTOPOTO. YCTAHOBICHHE NPUYMHBI TAaKOTO SBICHUS
TpeOyeT NOMOIHHUTEIBHBIX HCCICIOBAaHNH, B YaCTHOCTH, BBHISBICHHS BO3MOXKHOTO BIIMSHUS JOIOJHHTEIBHBIX HyJICH M IHOIIOCOB
JUCKPETHBIX NEePeIaTOYHBIX (DYHKIUH YUCICHHBIX HHTETPATOPOB.

BriBoabl. Vcronp30Banie HHTErPaTOPOB HU3KOTO MOPSAKA, @ UMEHHO — IIEPBOTO U BTOPOTO MOPSIIKOB, Hauboee pannoHaIbHO
JUIsl BRIOOPKH ITU(POBBIX CUCTEM YIPABJICHHMs, TAKKE JI0Ka3aHa Hed(PPEKTHBHOCTh MCHOJIb30BAHMS YUCICHHBIX HHTEIPATOPOB BHICO-
KOTO MOpPSIAKA IJIsl AUCKPETU3ALNH HEMTPEPBIBHBIX CUCTEM.

KJIFOYEBBIE CJIOBA: nuckperHble niepefaToyHble (pyHKIMU, TUHEHHBIE CUCTEMBI, CTPYKTYPHBIE MOJIEIIH, TEOpUs aBTOMATH-
YECKOTO yNPAaBIEHHUS, II(POBHIE CHCTEMBI yIIPABICHNS, JACTOTHBIE XapaKTEPUCTUKH, YHCICHHBIE HHTETPATOPHI, Z-IIPeoOpa3oBaHHe.
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ABSTRACT

Context. The problem of optimal control of flow parameters of a conveyor-type transport system containing sections with re-
versible conveyors is considered. The object of the stady was an analytical model of a reversible transport conveyor for synthesizing
an algorithm for optimal control of the flow parameters of a reversible transport conveyor.

Objective. The goal of the work is to develop a synthesis technique for an algorithm for optimal control of the flow parameters
of a reversible transport conveyor based on an analytical model of a conveyor section containing a transport delay.

Method. An analytical model of a reversible conveyor has been developed for the case of a constant speed of a conveyor belt,
which makes it possible to determine the values of the output flows from the reverse section with known values of material flows
coming to the input of the conveyor section. To build a model of the reversible section of the conveyor, an analytical model of the
section of the conveyor in partial derivatives, containing the transport delay, was used. When constructing the model, the assumption
was made about the instantaneous switching of the direction of movement of the conveyor belt, and it is also assumed that the inter-
val between switching the direction of the belt speed exceeds the values of the transport delay for the conveyor section. To synthesize
an algorithm for optimal control of the reversible conveyor, a control quality criterion was introduced. The formulation of the prob-
lem of optimal control of the flow parameters of the reversible conveyor is given, based on the Pontryagin maximum principle. The
Hamilton function for the controlled system is written, taking into account the criterion of the quality of control of the reversible
conveyor. A technique for synthesizing an algorithm for optimal control of the material output flow of a section of a reversible con-
veyor is demonstrated. The conditions for switching the direction of the speed of the conveyor belt are determined.

Results. The developed model of the reversible conveyor section is used to synthesize an algorithm for optimal control of the
material output flow of the reversible conveyor section.

Conclusions. A method for the synthesis of algorithms for optimal control of the flow parameters of a transport system with sec-
tions containing reversible conveyors has been developed. The construction of an analytical model opens up new perspectives for the
design of transport conveyor control algorithms, which can be used to reduce the specific energy costs for material transportation in
the mining industry.

KEYWORDS: reversible conveyor, PiKh-conveyor model, transport delay, conveyor belt speed, transport system, conveyor
control.

ABBREVIATIONS
PDE-model is a model of continuous representation of
the movement of material along the technological route of
the production line, using equations in partial derivatives;

[X]l (t, S) is a material flow at the moment of time t at

the point of the transport route with the coordinate
sef0,54];

PiKh-model is an analytical model of a conveyor line
that allows you to determine the density of the material
and the material flow at an arbitrary point on the conveyor
belt;

RC (reversible conveyor) is a conveyor whose belt is
capable of changing the direction of speed to the opposite
in order to move the material in the opposite direction.

NOMENCLATURE
Sy is a conveyor line length;

Tq is a characteristic time for the material to pass the

transport route;
[x]o(t,S) is a linear density of the material at the mo-

ment of time t at the point of the transport route with the
coordinate S € [O,Sd];
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Y(S) is an initial distribution of material along the
technological route;

O is a limit value of the linear density of the material
for the conveyor section;

Aj(t) is a material flow from the i -th bunker incom-
ing to the input of the conveyor section;

A

flow from the i-th bunker incoming to the input of the
conveyor section, 0 <A; (1) <Ajmax s

i max 1S @ maximum allowable value of the material

cj(t) is a planned value of the output flow from the
conveyor section, determined by the input flow from the
i -th bunker;

a(t) is a conveyor belt speed,

G~! is a function inverse to the function G(1);

H(S) is a Heaviside function;
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8(8) is a Dirac delta function;

Tym 1S a dimensionless time of switching the direction
of the belt speed, m=0,1,2,3...;

T,0 1s a dimensionless value of the start time of the

transport conveyor belt;
Tyk 18 a dimensionless value of the transport con-

veyor completion time, M=0;
Aru(m +1) = Tu(m+1) ~ Tum is a dimensionless time in-

terval between switching the direction of the belt speed;
At is a dimensionless value of the transporting delay

at the route point, determined by the value & ;

Aty is the dimensionless value of the transporting de-
lay at the route point, determined by the value £=1.

INTRODUCTION

The conveyor is one of the most effective ways to
transport material in the mining industry [1, 2]. The
length of the transportation route for modern conveyor-
type transport systems has reached one hundred kilome-
ters [3, 4] and continues to increase. With a conveyor belt
fill factor of 50-70% with material [5], transportation
costs reach 20% of the material mining cost [6, 7]. Reduc-
ing transport costs is achieved by increasing the load fac-
tor of the conveyor belt material [8, 9]. To do this, control
systems for belt speed [10, 11, 12], the output flow of
material from the accumulating bunker [3, 13, 14], and
energy management methodology [15, 16, 17] are used.

The division of the transport conveyor into sections
increases the efficiency of managing a section of the
transport route within a separate section and the reliability
of the functioning of the transport system as a whole [18,
19]. Technological trajectories of individual elements of
the material within the section are similar, do not inter-
sect, and are displaced relative to each other [20]. The
displacement of technological trajectories is determined
by the value of the speed of the conveyor belt.

Increasing the material load factor of the conveyor
belt can also be achieved by changing the route of mate-
rial transportation. Such control is carried out using re-
versible conveyors, which allow changing the direction of
material movement within the section to the opposite di-
rection [21, 22, 23]. The present study is devoted to the
synthesis of optimal control algorithms for the flow pa-
rameters of a reversible conveyor.

The object of study is an analytical model of a trans-
port reversible conveyor.

The subject of study is analytical methods for design-
ing a transport reversible conveyor control system.

The purpose of the work is analytical methods for
designing a transport reversible conveyor control system.

1 PROBLEM STATEMENT
The reversible conveyor (RC) is used to ensure mate-
rial is transported in both forward and reverse directions

© Pihnastyi O. M., Ivanovska O. V., Sobol M. O., 2022
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(Fig. 1). This method of designing a conveyor-type trans-
port system provides a more uniform loading of branched
transport routes as a result of redirecting material flows
from a more loaded transport route to a less loaded route.

7(t)  712(7)

Ylufrr(T)

a

72(7)
=2= 4:9

| lo,,(x.€)

71 (%)

: er}m(t)
b

Figure 1 — Schematic diagram of the functioning of the transport
reversible conveyor:
a — the direct moving belt; b — the reverse moving belt

The transport reversible conveyor is a complex dy-
namic distributed system with a transport delay. An ana-
lytical solution to the problem of the main conveyor,
which makes it possible to calculate the value of the out-
put flow for a given initial distribution of material along
the transport route, was obtained in [1]. The problem of
synthesizing the optimal control of the flow parameters of
the transport main conveyor is considered in [2, 3].

For a reversible conveyor, the problem of synthesizing
optimal control can be represented as successive algo-
rithms for optimal control of the material flow between
the switching points of the direction of the conveyor belt
speed. The initial conditions for the equation of the trans-
port conveyor [1] at the point of switching the direction of
movement are determined by the current distribution of
material along the transport route.

When synthesizing algorithms for optimal material
flow control, let us assume:

a) there is no control over the flow of material incom-
ing the reversible conveyor from the input accumulating
bunker;

b) belt speed between switching intervals is constant;

c) the change of speed direction is instantaneous;

d) the time interval Art,, between two adjacent

switching of the direction of speed exceeds the time At
(&=1) of the passage of the material along the transport
path of the conveyor section.
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The accepted assumption about the instantaneous
switching of the speed of the belt implies the absence of
restrictions on the amount of change in the speed of the
conveyor belt, due to the occurrence and propagation of
dynamic stresses along the conveyor belt. The assumption
of the absence of material flow control at the input and
the assumption of a constant belt speed makes it possible
to simplify the problem of synthesizing algorithms for
optimal material flow control by considering at the initial
stage a model of a reversible conveyor with a constant
transport delay in the presence of relay control. Separate
studies will be devoted to the synthesis of algorithms for
optimal control of the speed of the reversible conveyor
belt and the flow of material coming from the accumula-
tion bunker.

2 REVIEW OF THE LITERATURE

To build a model of a separate section of the transport
conveyor, the finite element method is used [24, 25, 26];
finite difference method [27]; Lagrange method; method
using the aggregated equation of state [11]; equations of
system dynamics [14]. The methods are based on various
numerical schemes for calculating the flow parameters of
the transport system. Also, models based on neural net-
works [4, 28, 29] and regression equations [30, 31, 32] are
widely used to describe the state of the transport con-
veyor. The synthesis of an optimal algorithm for control-
ling the flow parameters of a transport multi-section con-
veyor using a model that includes a neural network is
presented in [33]. Among the existing models used to
calculate the flow parameters of the transport conveyor
section, it should be noted the analytical PiKh-model
(PDE-model) [34], which is used to synthesize algorithms
for optimal control of the flow parameters of the con-
veyor, taking into account the energy management meth-
odology [6], to synthesize the optimal speed control algo-
rithm movement of the conveyor belt [8], as well as for
generating a training data set in a model based on a neural
network [33] and on a linear regression equation [32]. The
analytical PiKh-model also proved to be good in describ-
ing the change in the flow parameters of a multi-section
main conveyor and modeling a conveyor with an in-
put/output accumulating bunker. In this study, the scope
of the analytical PiKh-model of the transport conveyor
will be expanded, using it to build a model of a reversible
conveyor.

The principle of operation of a multi-section transport
system containing reversible conveyors is described in
[21] when simulating transport flows in the “Rudna” mine
(Poland). Later, the “Rudna” mine transport system was
considered during research in [22, 23]. Interest in the use
of reversible conveyors is associated, on the one hand,
with the use of a reversible conveyor to change the route
of material transportation, and on the other hand, with the
use of a reversible conveyor as an accumulation bunker in
the transport system. The principle of operation of the
reversible conveyor section described in [21] is used to
develop a reversible conveyor model based on the ana-
lytical PiKh-model.
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3 MATERIALS AND METHODS
To build a model of a transport reversible conveyor
that determines the state of the flow parameters of a sec-
tion along the transportation route, we will use the equa-
tion PiKh—-model of the conveyor in a dimensionless form
[34]

By(t,8) Op(t.€) _
o TI— =3(EN(D), (1

00(0,8) =HEW().- )

The state of the flow parameters of the reversible con-
veyor section is described by dimensionless variables:

s
Ty 7 Sy )
00(1.8) = ["]O(f) ) ye=XO LP(S) @)
. L L
Yi(D) =X (t)sd®, Yimax =Mi max Sd®’ =12, 5)
Aj T
0- max{%) (f))} B@=aigls  ©
g<r>=a(t);—j, [ £9) =a®)) (t.9) ™
8(5)=5¢5(S), H(E)=H(S). ®)

The solution of equation (1) with initial conditions (2)
has the form [34]

c'em-9),
00(1.8) = (1-H(E-G(m) 14
ot =U-HE-CO) o m T ©

+H(E-G(D))w(E-G(1),

G(7) = [ g(a)do, (10)
0

01(7,8) = 9(1)0p(7,8) . (11)

The presented solution makes it possible to determine
the density of the material 0((t,§) and the flow of the
material 0;(t,§) at an arbitrary point in time t for each
point & of the transport route. In this study, let us focus

on building a model of a transport reversible conveyor,
the belt speed of which is constant and equal g, (with the

exception of the moment of switching the direction of
movement of the conveyor belt)

9(1)=Jp, G(r) =gyt,

0<t<1,.

(12)

For a constant belt speed, solution (9)—(11) can be
written in the following form
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))'Yl(T - AT@) +

0y(t.&) = (1-H(E— gyt (13)
0
+H(E-gyD)w(E—-goT),
0,(1,8) = 9¢9y(7.8) , (14)
At =&/, (15)
0<t<1y.

The resulting solution (9)—(11) makes it possible to
determine the output flow of material from the conveyor
section

0y(x) = (1= H(1-got)ly; (x - A1) +
+H(1-gyt)w(l-ge1)Yp>
At =1/9,.

(16)

Solution (13)—(16) of equation (1) was obtained for
the case of material movement only in the forward
direction (Fig. 1a) without speed switching.

If there are points of switching the direction of the
flow at the instants of time T, the values of the output
flows V00t (T) 5 Yaout(t) Of the reversible conveyor, tak-

ing into account the solution (16), take the form

M
Ynout(T) = Z Fn,m (T)(Ynl('c) +Vnom (D+ Yn3,m (T))a a7n

m=0

Y =10(0), n=(12), (18)
YIZ,m(T)=(1_H(l_goATmt))YZ(T_ATl): (19)
Voom(T) = (1 —-H (1 — 9oA T )11 (T - AT)) (20)
'Yn3,m("7): H(l_gOATmt)‘/n(Tum - ATy, 21

Aty = (‘c ~ Tum ) ) (22)
Fl,m(T):#(H (T_Tum)_ H (T_Tu(mﬂ)))’ (23)
Fz,m(r):#(H (T_Tum)_ H(T_Tu(m+1)))> (24)

Ty =0, M>M.

The flow of material into the bunker occurs with the
forward direction of the conveyor belt (Fig. 1a), and the
flow of material into the bunker y,,,;(t) occurs with the

reverse direction of the conveyor belt (Fig. 1b).
Functions Fl,m(r), Fz,m(r) determine the time inter-
val At () between switching the direction of movement

of the material along the conveyor belt. The function
Fam (t) is equal to one for the case if the conveyor moves

in the forward direction (Fig. la) and the inequality
Tum S T<Ty(my1)> (M is even) is fulfilled. Similarly, the
function F (1:) is equal to one for the case if the con-
veyor moves in the opposite direction (Fig. 1b) and the
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inequality Tym <T<Ty(my1), (M is odd) is satisfied. The
function v,, (1) determines the flow of material from
the bunker y,(t) to the bunkery,,,(t) with a transport
delay (Fig. la) in the time interval Ty, <1 <Ty(yn.). The
function 7y, (t) determines the flow of material from
bunker y,(t) to bunker y,,,(t) with the same transport
delay Art; (Fig. 1b).

The function v,; (1) determined by the flow of ma-
terial from the conveyor during the time interval At
from the moment of switching 7. The flow of material
Y23,m(7) is formed by the distribution of material (&)

along the conveyor belt at a time T,
Y23,m (D) =V23,m (Tum +ATme) =W (1= 9pATye) - (25)

Taking into account the assumption Aty > A1y, the

distribution of material along the conveyor belt is com-
pletely determined by the material flow y,(t). This de-

pendence at a constant speed of the belt within the time
interval At can be represented in the following form

Y2 (Tum = ATme) =W (1= 9oAty,) (26)

whence for the time interval At; from the moment of the
time of switching 7, , the expression is obtained for the

output flow from the conveyor belt in the forward direc-
tion of motion

Y23.m(0) =7Y23,m (Tum + ATpye) =

(27)
=72 (Tum _A‘cmr) = Yz(zrum - T) .

For the reverse direction of movement of the belt, the
distribution of material (&) along the conveyor belt at

the moment of time T, is given by the flow of material

v1(7)

Y1 (Tum = ATme) = Win(9oATp) - (28)

Taking into account the relationship between the out-
put flow v;3(7) and the distribution of material (&)

along the conveyor belt for the period of time At; from
the time of switching 7,
YI3,m(T):Yl3,m(Tum +ATm) =W (9oATm.) 29)

the value of the material flow 7,3 ,(7) is obtained when

the conveyor moves in the opposite direction
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Y13,m (m= Y13,m (Tum +ATpe) =

=71 (Tum = Atn) =71 CTym — 7) -

(30)

At given times of switching 1, the direction of

movement of the belt, expressions (17) determine the
flow of material in the transport system in the presence of
a reverse mode of operation of the conveyor.

4 EXPERIMENTS

To carry out numerical experiments, the software has
been developed that makes it possible to calculate the
values of the flow parameters of the transport conveyor in
accordance with the RC model (17)—(26). Test values of
material flows y,(t), y,(t), incoming the section of the
reversible conveyor from the accumulation bunkers, as
well as the value of the planned output flow 9,(t) from

the section of the conveyor represented by periodic func-
tions (Fig. 2):

v1(t)=2.0+ sin(0.4m) ,
v,(1) = 2.0 +sin(0.277) ,
9,(1) = 2.0+ 2.0sin(0.2nt + 7).

€2))

Periodic functions in the form (31) are used in the
qualitative analysis of the flow parameters of transport
and production systems [26, 35, 36], the production proc-
ess of which is periodic. This approach makes it possible
to reveal the qualitative features of the model and the rela-
tionship between flow parameters [37]. When carrying
out numerical experiments, it was assumed that at the
initial time the conveyor section is fully loaded with ma-
terial

() =1. (32)

In the absence of reversible control, the material

flows y,(1),v,(t), incoming the section of the reversible

conveyor from the accumulation bunkers, form the output

71(1), 72(1), 8,(7)

material flow y,,,(t) from the conveyor section (Fig. 3)
in accordance with the RC model (17)—(26). The type of
function (&), which specifies the initial distribution of
material along the RC section, affects the value of the
output material flow only in the initial period of time
t<1. For the time moments of the transport system op-
erationt > 1, the initial distribution of the material does
not affect the state of the output flow parameters of the
conveyor section (Fig. 3). In the absence of reversible
control, the output flow of material from the conveyor
section is determined by the expression

Yaout (1) = Y2(D) + 71 (= 1) (33)

which contains the transport delay At; =1. The superpo-
sition of material flows from the accumulation bunkers
7:1(1), v,(7), that form the output flow v,,,(7) , leads to

the fact that in the allocated time intervals the output flow
Ya0ut (1) deviates significantly from the planned material
flow 3,(t), required to maintain a continuous production
process (Fig. 3). With the reversible movement of the
belt, the flow of material changes direction, and therefore,
Y20ut (t) = 0. The condition (Fig. 4) was used to calculate
the switching points of the belt movement direction

A5 () =700t (1) —28,(7) > 0. (34)

The function Ay,(t), on the basis of which the

switching points are numerically calculated, is shown in
Fig. 4. When At >>1, to improve the performance of

calculations, the RC model (17)—(26) can be replaced by
the approximate model (33).

The method for calculating switching points in accor-
dance with condition (34) was used to synthesize the
algorithm for controlling the output flow from the con-
veyor section.
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A
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Figure 2 — Dynamics of material flows y,(t), Y,(t) from the accumulation bunkers incoming the section

of the reversible conveyor and the plan material flow 9,(t) from RC
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Figure 3 — Comparison of the material flow y,,,(T) from the conveyor in the absence of reverse control with the value

of the planned material flow 3,(t) from RC
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Figure 4 — A function Ay, (t) for constructing points for switching the reversible mode of a conveyor section

for a given planned value of the output flow 9, ()

5 RESULTS
Let us formulate the problem of constructing an opti-
mal program for controlling the flow of material v,y (1),
coming out of the reversible conveyor to meet the needs
of the processing industry in the material. The transport
conveyor will be controlled by switching the direction of
material movement. Let us determine the value of the

switching points 71, of the direction of material move-
ment during a period of time t = [0,7,, ] with continuous
control u(t) = [0;yz°ut(r)] of the output flow of material

from the reverse conveyor, which lead to a minimum of
the functional

Tuk
I(ry) = | (u(®)=9,(v))dr— min (35)
0
with a limitation on the value of material flow
u() = [0:7200 (V)] (36)

0> Y50ut(T) >0
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The control value u(t) is equal to y,q,(t) for for-
ward material movement the control value u(t) is zero

for reverse material movement. To build a control system,
this paper uses a very simple criterion of control quality,
which makes it possible to demonstrate the features of
control of a reversible conveyor. It is assumed that there
are no restrictions on the maximum permissible value of
the linear density of the material along the conveyor belt.

The Pontryagin function for control problem (35), (36)
has the form:

H = ~(u(%) - 8,(1))} > max. (37)

From the condition of the maximum of the Pontryagin
function, the optimal control of the reversible conveyor is
determined u(t)

oH

) -2(u(t) = 9,(1))=0.

(3%)
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Since the control u(t) takes one of the values

[O;Yzout(T)] , and in the general case

u(t) # Ya0ut (1) »

then equality (38) cannot be used to construct the optimal
control of the reversible conveyor. Taking this into ac-
count, the conditions for the proposed switching of the
conveyor operation mode are determined by the inequali-
ties

Yaout (1) —32(1) > 8,(1), u(r) =0,
Y20ut (1) = 32(D) £ 8, (D), U(D) = y20, (1)

for which the Pontryagin function has a minimum. Thus,
for a finite interval At; =1 the point of switching the
direction of movement at the moment of time Tt,,, de-
fined by the condition

Vaout (Tumo) =282 (Tymo) » (39)
Ay, (1) = Y200t (1) —28,(1),

For switching points when the condition is satisfied

I(1)>0, (40)
the conveyor line operates in reversible mode, u(t)=0.
As a rule, for existing conveyor systems, the condi-
tion At >> At is satisfied, and the switching points are
determined by equation (39).

A numerical experiment demonstrating the synthesis
of an algorithm for the material output flow control for
boundary and initial conditions (31), (32) is presented in
Fig. 5. The presence of peak values of the output flow is
explained by the fact that starting from the moment of
switching the direction of movement and during the time

u(t), 9,(7)

interval At = At; =1 the output flow of material v,y (1)
determined only by the input flow of material y, (1) , and
during the time interval for which the condition At >1 is
satisfied, the output flow of material vy,,,(t) is deter-

mined by the input flows of material y,(t) and v,(t),
which and leads to a jump in the function
U(t) = [0;y20u (t)] at At=1. An analysis of the results of
a numerical experiment shows that the initial distribution
of material (32) does not affect the value of the output
flowatt>>1.

6 DISCUSSION

One of the significant difficulties that researchers en-
counter when designing control systems for a transport
system containing reversible conveyors is building a
model of a reversible conveyor section. Let us consider
one of the ways in which these difficulties can be over-
come.

One such way is to use an approximate model for the
section of the conveyor in which the transport delay
At =0 is assumed. This case may correspond to a sim-

plified model of the reversible conveyor section in the
following form

M
Ynout (T) = Z Fn,m(T)(Yl(T) + Yz(T)) .

m=0

(41

For a conveyor section of small length (S4 =200 me-

ters [23]), at a belt speed of one meter at the second, the
transport delay is several minutes. For conveyor sections
of medium length (S; = 2000 meters [23]), the transport
delay can be about one hour. If there are several reversi-
ble sections through which the flow of material moves in
the transport system, then the total transport delay of the

2 ) ] ) DR | D ] I
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h 1 1 1 1 H [l 1 i 1 i H 1 1 \
2 | (9,4 A 1 .
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Figure 5 — Optimal control U(T) of the RC section for a given planned value of the output flow 3, (1)
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conveyor system during the sequential movement of ma-
terial can be obtained as a result of adding the transport
delays of individual sections. Thus, the value of the trans-
port delay can be significant in the value. Neglecting the
transport delay in the model of the conveyor section can
lead to significant errors in the calculation of the flow
parameters of the transport system, and the model itself,
accordingly, should not be used to build algorithms for
optimal control of the flow parameters of the transport
system.

The use of model (41) implies not only an approxi-
mate calculation of the values of the flow parameters of
the conveyor section, but also the fact that the specific
energy costs for the movement of material are not opti-
mized for the reversible sections of the transport system.
The reduction in energy costs for moving the mined mate-
rial along the transport route makes the problem of build-
ing accurate analytical models of reversible sections that
can be used to synthesize algorithms for optimal control
of the output flow of a conveyor-type transport system
relevant.

When constructing the model and synthesizing mate-
rial flow control algorithms, a number of assumptions are
made in this paper. The purpose of these assumptions is to
simplify as much as possible the mathematical transfor-
mations necessary to build the model, demonstrating the
general methodology for creating models of reversible
conveyor sections and the features of synthesizing the
algorithm for optimal material flow control.

CONCLUSIONS

The actual problem of synthesizing algorithms for op-
timal control of the flow parameters of a conveyor-type
transport system containing sections with reversible con-
veyors is considered. An analytical model of a reversible
conveyor for the design of transport conveyor control
systems is proposed.

The scientific novelty of obtained results is that for
the first time an analytical model of a reversible conveyor
section has been proposed for conveyor-type transport
systems. This model, under the assumptions of a constant
speed of the conveyor belt, of instantaneous switching of
the direction of movement of the conveyor belt and of the
value of the time interval between two adjacent switching
of the direction of speed At = At;, makes it possible to

calculate the output flows of material Yy, (T) 5 V20u(T)

from the section of the reversible conveyor with known
values of the input flows of material v,(t), y,(t). The

construction of an analytical model of a reversible con-
veyor section allows, for a given control quality criterion,
to synthesize simple algorithms for optimal control of the
flow parameters of a transport system containing sections
with reversible conveyors.

The practical significance of obtained results is that a
technique has been developed for constructing algorithms
for optimal control of the flow parameters of a transport
system with sections containing reversible conveyors,

© Pihnastyi O. M., Ivanovska O. V., Sobol M. O., 2022
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which can be used to reduce the specific energy costs for
transporting material at mining enterprises.

Prospects for further research is to develop systems
for controlling the belt speed of the reversible conveyor.
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AHOTANIA

AKTyanbHicTb. PO3risiHyTO TpoGiieMy ONTHMAJbHOTO YIPABIIHHS HOTOKOBUMH IIapaMeTpaMH TPAaHCHOPTHOI CHCTEMHU
KOHBEEPHOTO THILY, III0 MICTUTBH CEKILii 3 peBepcUBHUMH KoHBeepaMu. OO’ €KTOM JOCITIPKeHHS OyIla aHaJiTHYHA MOJENb TPAHCIIOPT-
HOTO PEBEPCHUBHOTO KOHBEEPA I CHHTE3y aIrOPUTMY ONTHMAIIBHOTO KEPyBaHHS IIOTOKOBMMH ITapaMeTpaMH TPAHCIIOPTHOTO pe-
BEPCHBHOT0 KOHBeepa. MeTa po6oTH — po3poOKa METOAUKH CHHTE3y AITOPUTMY ONTHMAIBHOI'O KepyBaHHS IIOTOKOBHMH IapaMer-
paMu TPAaHCIIOPTHOTO PEBEPCHBHOTO KOHBEEPA, M0 0a3yEThCs HA aHANITHYHIM MOJIENI KOHBEEPHOT CEKIlii, 110 MICTUTh TPAHCIIOPTHY
3aTPUMKY.

Metopa. Po3po6ieHo aHaTITHYHY MOJIENIb PEBEPCUBHOTO KOHBEEPA [UIsl BUTIAAKY HOCTIHHOT MIBUIKOCTI KOHBEEPHOI CTPIUKH, IO
JIO3BOJISIE BU3HAYHUTH 3HAYCHHS BHUX1IHUX IOTOKIB 3 PEBEPCUBHOI CEKIIii IPH BiIOMUX 3HaUCHb MMOTOKIB MaTepiaiy, 0 HAIXOAATh Ha
BXia cekuii koHBeepa. [ moOyqoBH MOAei peBEepCHBHOI CEKIii KOHBEEpa BUKOPHCTAHO aHAJTITUYHY MOJENb CEKIlii KOHBeepa y
MIPUBATHHUX MOXITHUX, IO MICTHTh TPAaHCIOPTHY 3aTpUMKY. [Ipu moGymoBi Mozeli BBeAGHO MPUITYIIEHHS IIPO MUTTEBE TIEPEMHUKAHHS
HaINpsMKy PyXy CTPiUuKU KOHBEEPA, a TAKOXK MepedadaeThes, Mo iHTepBal MK IIepeMHUKaHHIMHI HAIPSIMKY MIBUIKOCTI PyXy CTPIUYKH
NEePEeBUILYE 3HAUYCHHS TPAHCIOPTHOI 3aTPUMKHM JUIs CeKUil KoHBeepa. s CHHTE3y airopUTMy OITHMAJBHOTO YIPaBIiHHS
PEBEPCHBHIM KOHBEEPOM 3alPOBA/DKEHO KPHUTEPiH sIKOCTI ynpaBiiHHA. /laHa MOCTaHOBKA 3aJiadi ONTHMAJIBHOIO YNPABIiHHS I10TO-
KOBHMH IapaMeTpaMy PEeBEPCHBHOIO KOHBEEPA, 3aCHOBAHA Ha NPUHLMII MakcuMyMy [loHTpsrina. 3anucano ¢yHkuito ['aminbrona
JUIsL KEPOBAHOT CHCTEMH, SIKa BPAXOBY€ KPHUTEPIil AKOCTI KepyBaHHSA PEBEPCUBHUM KOHBEEpOM. [IpoJIeMOHCTPOBAHO METOIMKY CHHTE-
3y aJrOpUTMY ONTHMAaJbHOTO YIpPAaBIiHHSA BUXIIHAM ITIOTOKOM MaTepialy CEKIii peBepCHBHOTO KOHBeepa. BuzHaueHo yMOBHU mepe-
MHKaHHSI HAIPSIMKY LIBUJIKOCTI PyXY CTPiYKM KOHBE€Epa.

Pe3yabsTaTn. Po3pobiieHa Momens cekiii peBepcHBHOIO KOHBEEPA BUKOPUCTaHA CHHTE3Y aJITOPUTMY ONTHMAJIBHOTO yIPaBIIiHHS
BHXI1JTHIM IIOTOKOM Matepiaiy CeKIlii peBEpCHBHOTO KOHBEEPA.

BucnoBku. Po3po6ieH0 METOIHMKY CHHTE3y alrOpUTMIB ONTHMAJIBHOTO KepyBaHHS ITOTOKOBHMH IIapaMeTpaMU TPaHCIIOPTHOI
CHCTEMH 3 CEKIIisSIMH, 1110 MICTATh peBepcuBHi KoHBeepH. [1o0y0Ba aHAIITHYHOT MOZIEINI BiIKPHBAE HOBI MEPCIEKTHBH JUIS IPOSKTY-
BaHHS aJrOPUTMIB KepyBaHHS TPAHCIIOPTHUM KOHBEEPOM, SIKi MOXYTh OyTH BHKOPHCTaHI JUIs 3HMKEHHS MUTOMHMX €HEpPreTHYHHX
BUTpAT Ha TPAHCIOPTYBAHHS MaTepiay Ha HiANPUEMCTBAX IipHUY0100yBHOT IPOMHUCIOBOCTI.

KJIFOYOBI CJIOBA: peBepcuBHuii kouseep, PiKh-Mozens koHBeepa, TpaHCIIOPTHA 3aTPUMKA, IIBHIKICTh CTPIYKH KOHBEEpPA,
TPAHCIIOPTHA CHCTEMA, KePYBAHHS KOHBEEPOM.
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Iurnacreii O. M. — 1-p TexH. Hayk, npodeccop, npodeccop kadeapsl pacnpeneNeHHbIX HHPOPMALMOHHBIX CUCTEM U 00Ja4-
HBIX TEXHOJOrMM HanuoHanbHOTO TEXHMYECKOrOo YHHBEpCUTETa «XapbKOBCKHUN IONMTEXHUYECKHUH HHCTUTYT», TI. XapbKoOB,
Vkpauna.

HBanosckas O. B. — xanxa. TexH. HayK, AOLCHT, JOLUCHT Kadeapsl KOMIO3NIMOHHBIX KOHCTPYKIUHA M aBHAIIOHHOTO MaTepHa-
nosenenbs HanmonansHoro aspokocmudeckoro ynusepcurera um. H. E. JKykosckoro «XappkoBckuil aBUALIMOHHBII MHCTHTYT»,
r. XapbKoB, YKpauHa.

Co6o0sib M. O. — xaHJ. TeXH. HayK, CTapIINi NpernoaBaTeib Kadeapsl HHGOPMATHKH U HHTEIUICKTyaIbHOH coocTBeHHOCTH Ha-
LIMOHAJILHOI'O TEXHUYECKOI0 YHUBEPCUTETA «XapbKOBCKUHN MOIUTEXHUUYECKUI UHCTUTYT», I. XapbKOB, YKpauHa.

AHHOTALUA

AkTyanbHOCTb. PaccMoTpeHa npobiaeMa ONTHMANBHOTO YIPaBIeHHs TOTOKOBBIMH ITapaMeTpaMi TPAHCIIOPTHON CHCTEMBI KOH-
BeifepHOTo THIA, COAEPIKAIICH CEKIIMU C PEeBEPCUBHBIME KOHBeliepamu. OOBEKTOM HCCIIeJOBAHUS SBISUIACH AaHATUTHYCCKAsT MOJIEINb
TPaHCIIOPTHOI'O PEBEPCUBHOIO KOHBEHepa JUlsl CUHTE3a alfOpPUTMa ONTHMAJIBHOIO YIIPAaBICHUS IMOTOKOBBIMU IIapaMeTpaMH TpaHC-
MIOPTHOTO PEBEPCUBHOIO KOHBeiepa. Llens paboTel — pa3paboTka METOANKY CHHTE3a aJiTOPUTMa ONTHMAJIBHOTO YHPaBICHUS ITOTO-
KOBBIMHU IIapaMeTpaMM TPAHCIOPTHOI'O PEBEPCUBHOIO KOHBeliepa, OCHOBAHHOW Ha aHAJIUTHUYECKON MOJAEIM KOHBEHEPHOW CEeKIHH,
coJieprKaiieil TPaHCIOPTHYIO 3aIEPXKKY.

MeTtoa. Pazpaborana aHaquTHuecKkast MOJeNb PEBEPCUBHOTO KOHBelepa Ui cliydast HOCTOSHHOM CKOPOCTH KOHBEHEpHOH JICHTHI,
TI03BOJISIONIAsT ONPEAETUTh 3HAUYCHUS BBIXOAHBIX MOTOKOB C PEBEPCHBHOMN CEKIMM NPH M3BECTHBIX 3HAUCHUH MOTOKOB MaTepHaa,
MOCTYNAIOIIKUX Ha BXOJ CEKIIMM KOHBeiepa. [ mocTpoeHuss MoJIeN peBEpCUBHON CEKLIMU KOHBEWepa HUCIOb30BaHa aHAIUTHYE-
CKas MOJZieNIb CEKLIUU KOHBeHepa B YaCTHBIX IIPOU3BOJHBIX, COJCpIKallas TPAHCIOPTHYIO 3a1epkKy. [Ipu mocrpoenuu mMozenu BBe-
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JICHBI JIONYICHUE O MTHOBCHHOM IIE€PEKIIOUEHUN HANPABICHUS JBIKCHUS JICHTBI KOHBEHEpa, a TAKKe IPEANOoIaracTcsl, 4To HHTep-
BaJI MEXKY NEPEKIIOUEHUSIMU HAIPaBJICHHUs CKOPOCTH JBMXKCHHUS JICHTHI [IPEBbILIAET 3HAYCHUS TPAHCIIOPTHOM 3aIePAKKH U1 CEKLIUU
KoHBelepa. [l cuHTe3a aJlropuTMa ONTHMAJIBHOTO YIPaBJICHHUs PEBEPCUBHBIM KOHBEHEPOM BBE/IEH KpUTEpUI KauecTBa yIpaBiie-
HHA. JlaHa MOCTaHOBKA 3aaydl ONTHMAJBHOTO YIPABIEHHS MOTOKOBBIMH MapaMeTpaMH PEBEPCUBHOTO KOHBEHepa, OCHOBaHHAs Ha
npuHIune Makcumyma ITonTparuna. 3anucana GpyHkius ['aMUIBTOHA U1 YIPABIISIEMOH CUCTEMBI, YUUTHIBAIOLIAs KPUTEPHH Kaue-
CTBa YNpaBJICHHUS PEBEPCHBHBIM KOHBeHepoM. [IpomeMoHCTpHpoBaHa METOAWKA CHHTE3a aITOPUTMa ONTHMAIBHOTO YIIPABICHHUS
BBIXOZHBIM MOTOKOM MaTepualjia CeKIUH PEBEPCHBHOTO KOHBeiepa. OmnpeneneHs! yCIOBHs MEPEKITIOUCHHS HAIIPaBICHUS! CKOPOCTH

IIBHL

Bel

JKCHUS JICHTBI KOHBeerpa.

Pe3yabTaTel. PazpaboTanHas Mozellb CEKIMH PEBEPCUBHOTO KOHBelepa HCIIOIb30BaHa ISl CHHTE3a AJITOPHTMA ONTHMAIIBHOTO
YIIpaBJICHHs BEIXOAHBIM IIOTOKOM MaTepuajia CeKLHH PEeBEPCUBHOIO KOHBeHepa.

BriBoabl. Pa3paboTana MeToanKa CHHTE3a alIrOPUTMOB ONTHMAIBHOIO YIPABICHUS! IOTOKOBBIMH ITapaMeTpaMy TPaHCIOPTHOW
CHCTEMBI C CEKLHMSIMH, COACPKALIUMU PEBEPCUBHBIC KOHBeHepa. [locTpoeHne aHaIMTHYECKOH MOJICNH OTKPBIBAET HOBBIE MEPCIIEK-
THBBI JUIS IPOSKTUPOBAHUS AJITOPUTMOB YIIPABJICHHUS TPAHCIOPTHBIM KOHBEHEPOM, KOTOPbIE MOT'YT OBITh HCIIOJIb30BaHbI JUISl CHHKE-
HHS y/IeNbHBIX S9HEPTeTHYECKHX 3aTpaT Ha TPAHCIIOPTUPOBKY MaTepyalia Ha MPeIPUsTHIAX TOPHOAOOBIBAIOIICH IIPOMBIIUIEHHOCTH.
KJIFOUEBBIE CJIOBA: peBepcuBHblii koHBeiep, PiKh-moznenp koHBeliepa, TpaHCIOPTHAS 3a/€PXKKa, CKOPOCTh JICHTHI KOH-

€pa, TpaHCIIOPpTHAasA CUCTEMA, YIIPABJICHUE KOHBeﬁepOM.
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