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ABSTRACT

Context. The problem of image classification algorithms vulnerability to destructive perturbations has not yet been definitively
resolved and is quite relevant for safety-critical applications. Therefore, object of research is the process of training and inference for
image classifier that functioning under influences of destructive perturbations. The subjects of the research are model architecture
and training algorithm of image classifier that provide resilience to adversarial attacks, fault injection attacks and concept drift.

Objective. Stated research goal is to develop effective model architecture and training algorithm that provide resilience to
adversarial attacks, fault injections and concept drift.

Method. New training algorithm which combines self-knowledge distillation, information measure maximization, class
distribution compactness and interclass gap maximization, data compression based on discretization of feature representation and
semi-supervised learning based on consistency regularization is proposed.

Results. The model architecture and training algorithm of image classifier were developed. The obtained classifier was tested on
the Cifar10 dataset to evaluate its resilience over an interval of 200 mini-batches with a training and test size of mini-batch equals to
128 examples for such perturbations: adversarial black-box Lo-attacks with perturbation levels equal to 1, 3, 5 and 10; inversion of
one randomly selected bit in a tensor for 10%, 30%, 50% and 60% randomly selected tensors; addition of one new class; real concept
drift between a pair of classes. The effect of the feature space dimensionality on the value of the information criterion of the model
performance without perturbations and the value of the integral metric of resilience during the exposure to perturbations is
considered.

Conclusions. The proposed model architecture and learning algorithm provide absorption of part of the disturbing influence,
graceful degradation due to hierarchical classes and adaptive computation, and fast adaptation on a limited amount of labeled data. It
is shown that adaptive computation saves up to 40% of resources due to early decision-making in the lower sections of the model, but
perturbing influence leads to slowing down, which can be considered as graceful degradation. A multi-section structure trained using
knowledge self-distillation principles has been shown to provide more than 5% improvement in the value of the integral mectric of
resilience compared to an architecture where the decision is made on the last layer of the model. It is observed that the dimensionality
of the feature space noticeably affects the resilience to adversarial attacks and can be chosen as a tradeoff between resilience to
perturbations and efficiency without perturbations.

KEYWORDS: image classification, robustness, resilience, graceful degradation, adversarial attacks, faults injection, concept
drift.

ABBREVIATIONS e

CE is a Cross-Entropy Function;

CIFAR is a Canadian Institute for Advanced Research
dataset;

CMA-ES is the covariance matrix adaptation of decision rules;
evolution strategy optimization algorithm;

CNN is a Convolutional Neural Network;

GAN is a Generative Adversarial Network; By 1s a false negative rate for -th class;

FIFO is a First In, First Out queue organization;

MED is a Median value of array;

IRQ is a Interquartile Range value; D, is a true negative rate or specificity for k-th
KL is a Kullback-Leibler divergence function.

. is a &) -th parameter which impacts on feature

representation;
e, is a &, -th parameter which impacts on efficiency

o, is a false positive rate for k-th class;

D, ;. is a true positive rate or sensitivity for k-th class;

class;
NOMENCLATURE Z ?s a functlor? of information crlten’a; ’
Dy, is the unlabeled images for training and testing; J is a class-wise averaged value of information-based

. . .. . classifier efficiency criterion;
Dy is the labeled images for training and testing; Y

Jo is a performance at normal functioning that

introduced for mapping integral metric of resilience to a
value between 0 and 1;

n is a number of unlabeled examples;
K is a size of set of classes;
ny is a number of labeled examples of &-th class;
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T, control time period which can be set a priori and
estimated as the mean time between adverse events or
maximum allowable recovery time;

G a search domain for optimal parameter values;

T a confidence threshold;

n a coefficient to regulate
performance without perturbation and resilience under
perturbations;

1, membership function that represent confidence in

tradeoff between

the forecast of input sample belonging to the £ -th class;

Zj

is a binary feature representation of i -th example
at the feature extractor output;

dist(:) is a Euclidean Squared distance;

z; is atrainable k -th class prototype;

N is a dimension of high-level feature space;
r, is a trainable scale factor for radius of
hyperspherical decision boundary (container) of k -th
class, 1, €(0;1);

is a loss function based on information

Ling
criterion;

H, is a priori entropy for two alternative decision

systems;

H, is a posteriori entropy, which characterizes the

residual uncertainty after decision-making;

TP, is a numbers of true positives for decision rule of
k -th class;

TN}, is a numbers of true negatives for decision rule
of k -th class;

FP, is a numbers of false positives for decision rule
of k -th class;

FN,, is a numbers of false negatives for decision rule
of k -th class;

¢ is a constant added for numerical stability,
e=10"° ;

¥; 1is class labels for i-th example after one-hot
encoding;

nyp 1s a size of mini-batch;

¥; is the value of the smoothed membership function

for the i-th sample to each class;

relu 1s an activation function RELU;

© is the component-wise multiplication
(Hadamard product);

sign

d is the averaged value of the normalized distance
between the prototypes of the classes;

7 is the averaged value of the scaling factor of the
radius of the class container;

z' is a feature presentation of the first augmented
version of the input sample x; ;

"

z" is a feature presentation of the second augmented
version of the input sample x; ;

q,t‘ () is an assessment of the probability of belonging

the feature representation of input image to the & -th class
container;

T is a temperature parameter that controls the
dynamic range of the similarity function;

g/ () is an assessment of the probability of

belonging the feature representation of input image to the
to k -th class;
S number of sections of multi-sectional classifier

model;

e is a column matrix of ones, e=[1,1, ..., l]T ;

Hadamard 1is a square matrix whose entries are
either +1 or —1 and whose rows are mutually orthogonal;
Apnr 18 a coefficient for regulating the influence of

the information criterion based component to the resulting
loss;
Accr 1s a coefficient for regulating the impact of

contrastive-center loss to the resulting loss;
Ac is a coefficient for regulating the impact of

average distance between class prototypes and average
radius of separate hypersurface class boundaries
(container) to the resulting loss;

Apsp is a coefficient for regulating the impact of

feature-level self-knowledge distillation to the resulting
loss;
Acsp 18 a coefficient for regulating the impact of

classifier-level self-knowledge distillation to the resulting
loss;
Ap is a coefficient for regulating the impact of

discretization error of feature representation to the
resulting loss;

kf/”CtE is a coefficient for regulating the impact of
consistency regularization based on unlabeled examples
which hits out of class containers to the resulting loss;

X?JICE is a coefficient for regulating the impact of

consistency regularization based on unlabeled examples
which hits into class containers to the resulting loss;
Ayro is a regularization coefficient for regulating the

impact of Euclidean distance between feature
representations from last layer and intermediate sections
to the resulting loss.

INTRODUCTION

Image classification is one of the most widespread
tasks in the field of artificial intelligence. Classification
analysis of visual objects is often a component of safety-
critical applications, such as autopilots of public transport
and combat drones and medical diagnostics. It is used in
production processes, monitoring traffic flows, inspection
of infrastructure and industrial facilities and other similar
tasks. Therefore, there is a need to ensure the resilience of
artificial  intelligence  algorithms to  destructive
perturbations such. In the case of artificial intelligence for
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image classification, specific perturbations such as
adversarial attacks or noise, faults or fault injection
attacks, as well as concept drift and out-of-distribution
increase aleatoric and epistemic uncertainty and its
involve a decrease in the productivity of the intellectual
algorithm [1-3].

The resilience of the image classifier to perturbations
is primarily ensured by achieving robustness for
absorption of a certain level of destructive influences and
implementing the graceful degradation mechanism to
achieve the most effective behavior in conditions of
incomplete certainty [1]. Data analysis models need to be
continuously improved to take into account the non-
stationary environment and new challenges. That is why
the ability of the model to quickly recover performance
by adapting to destructive effects and improve to increase
the efficiency of subsequent adaptations are equally
important components of resilience [2]. Recovery and
improvement mechanisms are developed within the
framework of the continual learning and meta-learning
frameworks [4, 5].

Achieving a certain level of resilience is predicated
upon the introduction of a certain resource and functional
redundancy into the system, but in practice there are
always resource constraints [6]. When designing and
operating resilient systems taking into account resource
constraints, the principles of rational resilience
(affordable resilience) are often used. This involves
achieving an effective balance between the system’s
lifecycle costs and the technical characteristics of the its
resilience [7]. Researchers are trying to improve the
resource efficiency of the inference by using biologically
inspired cognitive mechanisms or adaptive computation
based on cascade and multi-branch models [8, 9].

Separate components of resilience to certain types of
destructive influences have been researched in many
scientific papers, but the complex influence of multiple
destructive factors at once had still not been considered
[1-3]. In addition, machine learning algorithms for
classification analysis of images that simultaneously
implement such components of resilience as robustness,
graceful degradation, recovery and improvement have not
yet been proposed. Not all implementations of these
components are compatible, especially under resource
constraint conditions.

The object of research is the process of training and
inference for image classifier that functioning under
influences of destructive perturbations.

The subjects of the research are model architecture
and training algorithm of image classifier that provide
resilience to adversarial attacks, fault injection attacks and
concept drift.

The research goal is development an effective model
architecture and training algorithm of image classifier that
provide resilience to adversarial attacks, fault injections
and concept drift.

1 PROBLEM STATEMENT
Let Dy ={XﬁJ | j=1n} is set of unlabeled images

and Dg ={x¢ j|k=01K;j=Ln} is set of labeled

images for classifier training and testing, where n is
number of unlabeled examples and nj is number of

examples of Kk -th class. Is this case class index m can be
composite form for implement hierarchical labeling for
class hierarchy. Moreover, the structure of the vector of
model parameters is known

g=< el,..,egl,..,eal, fl"" fE.-Z yeos fEZ >, (1)

[1]

EI+E‘2: N

In this case, the constraints R;’I (e],...,egﬂ oo B )<0,
Rﬁz (fyes fﬁz yeees sz )<0 are impose on parameters.

These inequalities may include resource constraints,
necessitating the development of resource-efficient
algorithms.

It is necessary to find by machine learning an optimal
values of parameters g (1) that provide tradeoff between
maximum of class-wise averaged value of information-

based efficiency criterion J and value of integrated
metric R for resilience quantification on control time
period T :

M=

- 1
J=—2 J(ay, B, Dk, Dax) ()
Kia

1 T, =
WZP J’tjo J(t)dt
R=

: 3)
T —
ItZOJo(t)dt
g =argmax{nJ(@)+(1-MR@)} . )
G

2 REVIEW OF THE LITERATURE

The problem of image representation and image
classification analysis remains an active research topic
due to its relevance in safety-critical applications which
require resilience to challenging operating conditions [2,
10]. Basic principles of system resilience to destructive
perturbations are formulated in [6, 7]. These presuppose
the existence of mechanisms of perturbation absorption,
perturbation detection, graceful degradation, restoration
of productivity and improvement. Research [1, 2, 3]
studied vulnerability of artificial intelligence algorithms,
identifying the following destructive effects: noise and
adversarial attacks, faults and fault injection in the
environment of intelligent algorithm deployment, concept
drift and emergence of novelty, i.e., test examples that out
of distribution of training data.
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The ability to absorb destructive perturbations is
called robustness. There are many methods and
approaches to increase robustness to adversarial attacks.
Some researchers separate methods for ensuring
robustness to competitive attacks into the following
categories : gradient masking methods, robustness
optimization methods and methods of detecting
adversarial examples [11]. Gradient masking includes
some input data preprocessing methods (jpeg
compression, random padding and resizing), thermometer
encoding, adversarial logit pairing), defensive distillation,
randomly choosing a model from a set of models or using
dropout, and the use of generative models (ie,
PixelDefend [12] and Defense-GAN [13]). However [14]
demonstrated inefficiency of gradient masking methods.
Robust optimization approach includes adversarial
training, regularization methods which minimize the
effects of small perturbations of the input (such as
Jacobian regularization or L2-distance between feature
representations for natural and perturbed samples), and
provable defenses (ie, Reluplex algorithm [15]). Finally,
yet another approach lies in developing an adversarial
examples detector to reject such examples at the input of
the main model. However, Carlini and Wagner [16],
rigorously demonstrate that the properties of adversarial
examples are difficult and resource-intensive to detect. In
[11] it was proposed to divide the methods of protection
against adversarial attacks into two groups, implementing
two separate principles : methods of increasing intra-class
compactness and inter-class separation of feature vectors
and methods of marginalization or removal of non-robust
image features. This work [17] emphasize the possibility
for further development of these basic principles and their
combination, taking into account other requirements and
constraints.

There are three main approaches to ensure robustness
to the injection of faults in the computing environment
where neural networks are deployed : introduction of
explicit redundancy [18], learning algorithm modification
[19] and architecture optimization [19]. Faults are
understood as accidental or intentional bit flips in memory
which stores the weights or the original value of the
neuron. The introduction of explicit redundancy is
achieved, as a rule, by duplication of critical neurons and
synapses, uniform distribution of synaptic weights and
removal of unimportant weights and neurons. It is also
possible to increase the robustness of the neural network
to the injection of faults at the stage of machine learning
by adding noise, perturbations or injecting direct faults
during training. The same can also be achieved by
including a regularization (penalty) term in the
performance measure to indirectly incorporate faults in
conventional algorithms [20]. Optimizing the architecture
to increase robustness means minimizing the maximum
error at the output of the neural network for a given
number of inverted bits in memory where weights or
results of intermediate calculations are stored. Authors of
research [20] solved this problem with evolutionary
search algorithms or Neural Architecture Search tools.

However, architecture optimization is traditionally a very
resource-intensive process.

Papers [21, 22] propose methods of domain
randomization and adversarial domain augmentation
which increase the robustness of the model under
bounded data distribution shifts. Domain randomization is
the generation of synthetic data with amount of variations
large enough so that that real world data is viewed as
simply another domain variation [21]. This can include
randomization of view angles, textures, shapes, shaders,
camera effects, scaling and many other parameters.
Adversarial domain augmentation creates multiple
augmented domains from the source domain by
leveraging adversarial training with relaxed domain
discrepancy constraint based on Wasserstein Auto-
Encoder [22]. Transfer learning and multi-task learning
also  reinforce  resistance to  out-of-distribution
perturbations. However, if there is a real concept drift in
the data stream, there is a need to detect such a situation
and implement reactive mechanisms to adapt [23]. There
are studies on adaptation to real concept drift, but the lack
of labels for test data or a significant delay in obtaining
them remains a challenge.

Adversarial attacks, error injections, concept drift and
out-of-distribution examples cannot always be absorbed,
so the development of reactive resilience mechanisms,
namely graceful degradation, recovery and improvement,
remains relevant [2, 6]. The implementation of these
mechanisms is often associated with the need to detect the
perturbation. The most successful methods of detecting an
adversarial and out-of-distribution samples and concept
drift are based on the analysis of high-level feature space
using a distance-based confidence score or prototype-
based classifier [24, 25]. In [25], the mechanism for
detecting faults affecting inference is based on the
calculation of the reference value of the contrastive loss
function on test diagnostic samples of data in the absence
of faults. To detect faults, the current value of the contrast
loss function for diagnostic data is compared with the
reference value. In research [27] is proposed mechanisms
of Nested Learning and Hierarchical Classification,
particularly useful for the implementation of the
mechanism of graceful degradation.

In [28], consider algorithms for adapting models to
destructive perturbations, where the principles of active
learning or contrastive learning are used to increase the
speed of adaptation by reducing the requirement for
labeled data in quantities. Semi-supervised learning
methods are proposed in [29] for the simultaneous use of
both labeled and unlabeled data in order to accelerate
adaptation to concept drift. The methods of lifelong
learning, which allow to continuously accumulate
knowledge from different tasks and improve, as well as
different reminder mechanisms helping avoid catastrophic
forgetting problem are considered in [5]. Various
approaches to the implementation of meta-learning to
improve the effectiveness of adaptation are covered in [4].
The paper considers the principle of self-distillation for
training neural networks which can implement adaptive
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calculations and speed up the inference mode as the
learning efficiency of the lower layers of the neural
network grows.

Thus, there are numerous studies of separate
principles of resilience of data classification models, but
there are virtually no works which consider their
coterminous combination. However, in systems analysis,
there are studies related to the provision of affordable
resilience [7] which are particularly relevant for data
analysis systems operating under resource constraints.

3 MATERIALS AND METHODS

When building the model, we aim to implement the
main characteristics of resilience: robustness, graceful
degradation, recovery and improvement. The model is
based on the following principles:

— hierarchical labeling and hierarchical classification
to implement the principles of graceful degradation by
coarsening the prediction with a more abstract class with
reasonable confidence when classes at the bottom of the
hierarchy are recognized with low confidence level;

— combining the mechanisms of self-knowledge
distillation and nested learning to increase the robustness
of the model by increasing the informativeness of the
feedback for the lower layers at the training stage and
accelerate inference by skipping high-level layers for
simple samples at inference stage;

— prototype and compact spherical container formation
for each class to simplify detection of out-of-distribution
samples and concept drift;

— using memory FIFO-buffer with limited size to store
labeled and unlabeled data with corresponding values of
loss function obtained by inference for implementation
diagnostic and recovery mechanism.

These principles should ensure resource-efficiency
because the model will have small branches for
intermediate  decisions, which introduces minimal
redundancy, since the main part of the feature extractor
body is shared between intermediate classifiers. In
addition, the size of the data buffers can be set to an
acceptable capacity from the point of view of resource
constraints.

Fig. 1 depicts the architecture of the resilient classifier
with sectional design. Sections consist of ResBlocks of
the well-known ResNet50 architecture. ResNet50
architecture also provided the inspiration for the
Bottleneck module, serving to mitigate the impacts
between each classifier of the lower sections, and to add
distillation knowledge from the high-level feature map to
the lower-level feature maps. The output of each section
is used to construct a separate classifier. Each classifier
receives feedback from the data labels and the last layer.
Feedback from the last layer, denoted by a dotted line,
ensures the implementation of the principle of self-
knowledge distillation.

A set of prototype vectors is constructed for the
classification analysis of the feature representation of
each section output. Prototype vectors are not fixed, they
are determined in the training process together with
weights of feature extractor. To implement the graceful
degradation principle, prototypes can belong to different
levels in the hierarchy according to the hierarchy of
labeling. In the example provided, a 2-level hierarchy is
used. To increase immunity to noise and implementation
of the information bottleneck, we approximate the feature
representation to a discrete form, which is why the output
of the feature extractor of each section uses the sigmoid
layer and the corresponding regularization in the training
algorithm.

—| D 520200 || 6705050 [ | 6705050 [ ] Sr0-050
generator |
7 W ResBlock 1 ResBlock 2 ResBlock 3 ResBlock 4
:
E | Bottleneck 1 | | Bottleneck 2 | | Bottleneck 3 |
'
'
. '
e || [oerse ] [oeme ] [ oeme ]
learning '
request/ H y y y
reasponse E | Sigmoid | | Sigmoid | | Sigmoid | Prototype
: module -
Moeeeee . N—— 0 Level 1, 2
A 4 4 ) 4
A 4 Prototype Prototype Prototype
module - module - module -
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A
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| Softmax |
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Figure 1 — Resilient classifier model
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The radius of hyperspherical containers of classes is
optimized for each prototypical classifier. Container radii
are stored in memory to detect high levels of uncertainty
when making decisions. Test samples outside the class
containers become candidates for incremental learning
using unlabeled samples and trigger a request for manual
labeling (active learning) to be performed at a later stage.
Controlling for the samples outside the class container can
also be used for real concept drift and out-of-distribution
detection.

After updating the weights and parameters of the
model, the diagnostic dataset and the corresponding value
of the loss function must be stored (or updated) in
memory. After that, a subset of diagnostic data should be
passed along for processing together with the test samples
in each batch. This will allow comparison of the past and
present values of the loss function to detect errors or
injection faults in the memory of the neural network
weights. Where the difference between past and present
values of the loss function exceeds a certain threshold
a =0.01 a neural network fine-tuning algorithm utilizing
the diagnostic data needs to be initiated to bring this
difference under a threshold 3 =0.001.

Multi-section structure of the model with intermediate
classifiers allows implementing adaptive calculations,
allowing accelerating the recognition of simple images.
At the same time, as the model is continually trained, it
becomes faster due to increased recognition confidence of
the lower section classifiers. This, in turn, will allow the
rest of the high-level sections of the model to be skipped.
The following rules for classification analysis in the
adaptive calculations framework are proposed:

— Neural network calculations are
sequentially, section by section;

— high-level sections can be skipped if in the output of
the current section the maximal value of the membership
function to a particular class of the lower hierarchical
level exceeds the confidence threshold T ;

— if the maximal value of membership function of any
of the hierarchical levels of the classifier at the output of
the current section has not increased compared to the
previous section, then the subsequent calculations can be
omitted;

— where any of the conditions of omission of the
subsequent sections are fulfilled or the classifier in
question is the last classifier in the model and the
maximal value of the membership function of the lower
hierarchical level does not exceed the confidence
threshold, the higher level in the hierarchy is checked;

— where a class with a sufficient confidence level has
not been identified, a decision is refused, a request for a
manual labeling is generated, and the corresponding
sample is designated as suitable for unsupervised tuning.

The confidence in the forecast of i -th sample
belonging to the k -th recognition class, is determined by
the following membership function

performed

dist(z;, z} )

N’I’k (5)

Wi(z;)=1-

If maximum value of the function (1) for an input
unlabeled sample z; is less than zero, such a forecast

should not be trusted and such sample should be added to
the buffer of unlabeled data outside the training
distribution. Where the input unlabeled sample falls into
one of the containers of the recognition classes (at any of
the levels), it should be added to the in-class unlabeled
data buffer within the training distribution. Unlabeled
sample buffers can be used for training with pseudo-
labeling, soft-labeling or for consistency regularization.

Where the model was trained, but in the buffer of the
new labeled data an occurrence of n samples of the ¢ -th
class misallocated during forward propagation to k -th
class container is detected, the real concept drift is
recognized.

To avoid catastrophic forgetting in the context of
concept drift or emergence of a new recognition class a
reminder function is implicitly implemented. Such
function is based on unlabeled data buffers and
prototypical vectors in feature space, which are changing
slowly. Upper layers knowledge distillation mechanism
also serves the same purpose.

Data from unlabeled data buffer can be moved to the
labeled data queue after the feedback on their actual
affiliation with the classes is received. The priority of
specific samples being recommended for manual labeling
depends on the value of the membership function (1).

During the development of the training algorithm, we
aim to ensure the robustness, graceful degradation,
recovery and improvement. To this end, the training
algorithm will be based on the following principles :

— accounting for the hierarchy of data labeling and
hierarchy class prototypes by calculating the loss function
separately for each level of the hierarchy to provide
graceful degradation at inference;

— implementation of self-knowledge distillation, i.e.,
distillation of knowledge from the high-level layer
(section) of the model down to lower layers (sections) as
additional regularization components to increase
robustness and provide adaptive calculations in inference
mode;

— increasing the compactness of the distribution of
classes and the buffer zone between classes to increase
resistance to noise, outliers, and adversarial attacks in turn
as additional distance-based regularization component;

— penalization of discretization error (compression to
binary form) of the feature representation as a way for
implementing an information bottleneck to improve the
robustness and informativeness of the feature
representation;

— implementation of reactive mechanisms for rapid
performance recovery under perturbations based on the
fine-tuning weights on diagnostic data to eliminate the
effects of detected faults, reset (re-initialization)
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prototypes of drifting or new classes, use of new
unlabeled data for consistency regularizing;

— ability to effectively use both labelled and unlabeled
data samples to speed up adaptation with a limited
quantity of labelled data, which usually comes with a
significant lag;

— avoidance of catastrophic forgetting when adapting
to perturbations without full retraining by implementing a
reminding mechanism utilizing the data buffers, class
prototypes and distillation feedback of the upper layers.

The proposed training method consists of two main
stages :

— preparatory training the model on labeled and
unlabeled data using a semi-supervised regime;

— adaptation to perturbation with semi-supervised
supervision and active learning feedback.

The main criterion for learning in both cases is the
information measure. The loss function based on the use
of the information measure has the form:

Liyp =1-J . (6)

The normalized modification of C. Shannon’s
entropy-based information measure is used as the
criterion of the recognition efficiency of the & -th class
and calculated by the formula [30]

o H,—H, _
HO
=1 +1—[ k k +
2{ oy, +D2,k Ol +D2,k
Dy Dy
Dy +By Dy + By
Bk Bk
Dy +By Dy y +By
+ Dok log, Dok . @)
o +D2,k Ol +D2,k

A separate hyperspherical surface is built for each
class in the radial basis feature space. The accuracy
characteristics of the hyperspherical decision boundary
for each class can be calculated on the basis of statistical
tests as follows :

TP,
Dyj=——"t— g, (3)
’ TPk+FNk+8
TN
Dyy=—k  4¢, ©9)
"IN, +FP, +¢
FN
o =———h ¢, (10)
FNk +TPk +&

FP,

=—FK 4
i FP, +TN, +¢

(11

Procedures for calculating statistical tests are not
differentiable, so in the training mode their smoothed
versions can be used instead [31]

n.‘/IB
TP~) 50y,

(12)
i=1
nMB
FP~Y 5,0(-y). (13)
i=1
nMB
FN=~Y (1-3)0y;, (14)
i=1
n‘\/ﬂi
TN~ (1-5)001-y). (15)
i=l
B ={retu(u; ) | k=1,K}. (16)

Admissible domain of criterion function (7) is
bounded by inequalities D;; >0.5 and D,; >0.5, or

By <0.5 and oy <0.5. In order to take into account the

admissible domain of function (7) in the optimization
procedure based on error backpropagation method it is
proposed to perform the following operations when
calculating the loss function [30]:

Dy, =max(Dy,0.5), a7
Dy j =max(Dy, 0.5), (18)
oy =min(oy, 0.5), (19)
By =min(B;, 0.5). (20)

To increase the compactness of class distribution and
inter-class gap in feature space it is proposed to use the
contrastive-center loss function that calculated for labeled
training samples [32]

dist(z;,Z,,)
Lecr =—% '
Z dist(z;, z; ) +1
k=Lk#y,

€2y

To optimize boundaries of classes it is proposed to use
additional regularization component L~ that connects the
average distance between class prototypes and the
average radius of separate hypersurface class boundaries
(container)

(22)
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_ 1 K K
d=———>3% >dist(z,, %),

5 (23)

NK -1 (S
_ 1 & A
F—E;Vk . (2 )

To speed up adaptation to changes, unlabeled data
examples can be used in consistency regularization [29].
In this case, unlabeled data is divided into two groups :
unlabeled examples that fall into the class containers;
unlabeled examples that out of all class containers.

It is proposed to use unlabeled data that fall into the

class containers in regularization component L’Z}CE which
can be calculated by following formulas:

Lfcr =CE(¢"Gi ,v=1,¢" G ,1=D),  @9)

0= ;"P(“k<z,~ ve)

Zexp(uc(zi )/r)

c=1

(26)

Certain portions y (<10%) of unlabeled data, which
fall into class containers and have maximum values of
g (z,), can be pseudo-labeled with the corresponding
classes. Such pseudo-labeled data can be included in
every mini-batches during training.

Unlabeled examples that out of all class containers

may be examples of unknown classes or result of concept
drift. In this case, soft-labeling ¢/*'(z,) based on
distances to prototype of known classes should be used in

consistency regularization component it :

1 = CE () 4™ 1)), @7)
—dist(z, ,Z,
q:““%zl-):KeXp( 7)) (28)

Eexp(—dist(z,. ,Z, )) .

Consistent regularization can be performed not only at
the level of the classification module, but also at the level
of features. The corresponding regularization component
Ly, of the loss function is calculated by the formula

Lupo :dist(zi’ 2 ) (29)
Kullback-Leibler divergence loss Lcgp and L, loss
from hints Lggp and calculated based on the S -th (last)

output of the model and the s -th output (intermediate) of
the model are used in additionally for self-knowledge
distillation

Lpsp = dist(z], ZZS) ,

Lesp =KL(g" (.4 0).

(30)
(€1))

A regularization component which penalizes the
discretization error of feature representation is introduced
in addition to implement the information bottleneck [30]

Lp=z1(e-z). (32)

The initial values of the parameters of the lower level
class prototypes are initialized on the basis of the
Hadamard matrix using the principle of label smoothing.
For this first the dimensionality of the Hadamard matrix is
_ 2cei/(log2(N))

determined N, 000

, where ceil() is the
function rounding a number to a larger integer value. All
values less than 0 are replaced by 0, ie

Z = max (0, Hadamard (N ,;,4,,..,,)) Subsequently. As the

next step, to facilitate the process of adapting the class
prototype to the data structure, the proposed approach
uses label smoothing. This is performed according to the
formula Z'=Z%*0.7+0.15, as a result of which the 1’s
will turn into 0.87, and the Os into 0.15. K of the first
vectors truncated by N first features , ie
z=Z"T1:K,1:N] are then selected from the resulting

matrix. The trainable scale factor 7, for radius of

hyperspherical decision boundary (container) of & -th
class is initialized with a value of half of Plotkin’s Bound,
divided by the dimensionality of the feature space

rke(lﬁ K ji= K (33)
22K-1)N 4.(K-1)

Appearance of a sample with a label indicating a new
(K +1)-th lower-level class necessitates a formation of a

new prototype for the class z,,, with the corresponding

initial values of the radius scale factor rg,; . This is

achieved by selecting the nearest vector from the
remaining unused rows of a modified Hadamard matrix
Z', where the proximity is determined on the basis of
Euclidean Squared distance. Initial value of Radius scale
factor for the new class is also determined by formula
(14), but taking into account the new number of classes.

Each coordinate of the prototype of the upper
hierarchical level 1is initialized by copying the
corresponding coordinate of one of the prototypes of the
lower level, selected at random. Initial class radius of the
upper hierarchical level is determined by formula (14)
taking into account the number of classes at this level.

Where a real concept drift is recognized, prototypes of
drifting classes are populated with random numbers from
the range [0; 1].

The resulting loss function is formed by the sum of the
above components, averaged by sections of the model and
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levels of class hierarchy, with coefficients that regulate
the impact of individual components depending on the
training regime.

The following combined loss function averaged over
hierarchical levels and model sections is suggested for
supervised learning

L= }\‘INF[_‘INF + KCCLZCCL + kcl_'c + }\‘FSDZFSD +
+hespLesp ALy -

CSDCSD

(34

When new labeled data appear, they are combined
with unlabeled data from FIFO-buffer to implement
continuous adaptation using the loss function

Lyopar, = Ls + XZL(C{ELZ)/,E{E + A‘ZCELZCE + oLy, -

(35)

Default values of coefficients are proposed as

follows : A =10 , Aey =10 , A.=0001 |,
Apgp =0.01 | Aoy =01, %, =0001 , A2 =0.1 ,
A =0.1, Ay, =0.01.

4 EXPERIMENTS

The Cifarl0 dataset was chosen for experimental
research because it is publicly available and its images are
small in size, which speeds up experimental research. The
classes of this dataset can be arranged in a hierarchical
structure. For example, the first upper level class will be
the animal class, which includes the subclasses bird, cat,
deer, dog, frog and horse. The second upper level class
will be the vehicle class, which includes airplane,
automobile, ship and truck subclasses. Therefore, 12
prototype vectors will be used at the output of the
classifier of each section, of which 2 for upper level
prototypes and 10 lower level prototypes. For all
experiments, the chosen confidence threshold, considered
sufficient to make a decision, is 7 =0.8 . The Cifarl0
dataset consists of 50,000 training images and 10,000 test
32x32 color images distributed evenly between 10
classes. For convenience of the analysis for training of
base model we will use 70% of training data to form
dataset base, and use the remaining 30% for additional
dataset _additional training dataset.

As a result of perturbations, there is a notable decrease
in model performance. To test the ability to recover, we
define recovery as the state of reaching 95% of the
performance level observed prior to perturbation. The
control interval is set at 7, =200 to ensure testing on the

full volume of test data. During recovery, each test mini-
batch is preceded by a training mini-batch. The size of the
mini-batch is equal to 128 examples.

To test the model for resistance to faults and the
ability to recover, it is suggested to use the TensorFI2
library, which is capable of simulating software and
hardware faults. In the experiment, it is proposed to
consider the influence of the most difficult to absorb type
of faults by generation of random bit inversion (bit-flip

injection) in each layer of the model. A fixed share of
tensors is randomly selected (fault rate) and 1 bit is
randomly selected from them to be inverted. For
diagnostics and recovery, along with test data, diagnostic
data is added to the input of the model in each mini-batch.
Diagnostic data are generated from the dataset additional
set and data quantity is equal to the size of 128 examples.

Different model weights have different importance
and impact on model performance. In addition, a fault in
the higher bits of tensor value leads to a greater distortion
of the results than a fault in the lower bits. Therefore,
statistical characteristics should be used to evaluate and
compare the model’s resilience to different proportions of
damaged tensors. The statistical characteristics are
derived from a large number of experiments, where bits
and tensors for inversion are chosen randomly from a
uniform distribution. For simplicity, we can consider the
median value (MED) and interquartile value (IRQ) of the
integral metric of classifier’s resilience for the classes of
the upper and lower hierarchical level, calculated after
1000 experiments. We can also consider the influence of
the dimensionality of the feature space.

To test the model for resistance to noise and
adversarial attacks, it is suggested not to rely on gradients
or other features of the model architecture and learning
algorithm. Instead testing will be carried out on the basis
of black box attacks. To assess the level of disturbances,
the resistance to which is tested, it is necessary to choose
a metric. In practice, such metrics as LO-norm, L1-norm,
L2-norm and Loo-norm have become widespread.
However, only LO-norm and Loo-norm impose restrictions
on the spatial distribution of noise, which prevents the
formation of distorted samples that are incorrectly
classified even by humans. In addition, the selection of
the perturbation level by the metric LO-norm or Loo-norm
does not depend on the size of the image, which is
convenient for comparison. Covariance matrix adaptation
evolution strategy (CMA-ES) using the Loo metric [33] is
chosen as an evolutionary attack strategy for our
experiments. Classifier efficiency measurements are
performed on perturbed test samples, with each mini-
batch of perturbed test data created on the basis on the
actual model. At the same time, mini-batches of perturbed
data from the dataset additional set are created, and 50%
of them are provided with data labels for active learning
emulation. Perturbed data from the dataset additional set
is not involved in measuring the model’s efficiency, but is
used to adapt it to disturbances of this type.

Resilience testing to the appearance of new classes
and to the concept drift is performed on the classes of
lower hierarchical level. Each of the classes will be
considered as a new class in turn. Likewise, real concept
drift will be examined between any pair of classes.

5 RESULTS
Fig. 2 shows an example of model performance
recovery curves for classes of the lower hierarchical level
with the feature space dimension N=64 after fault
injection. The vertical axis corresponds to the value of the

© Moskalenko V. V., Moskalenko A. S., Korobov A. G., Zaretsky M. O., 2022

DOI 10.15588/1607-3274-2022-3-9

94



e-ISSN 1607-3274 PapioenekTpoHika, iHpopmaTuka, ynpasiinss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

information criterion averaged over the set of the classes,
and the horizontal axis corresponds to the number of test
iterations of the trained model on the dataset base set.
The first 50 iterations take place without fault injection,
and on the 51st iteration, 4 versions of the model are
generated with a different proportion of tensors with an
inverted bit in a random position, i.e. fault ratee

{0,1; 0,3; 0,5; 0,6} . Therefore only 4 recovery curves of
the model’s performance are presented below.

jtest
0.8
0.6 -
0.4 1
—— fault rate = 0.6
02 """ fault rate = 0.5
—:= faultrate = 0.3
— fault rate = 0.1
0.0

0 100 200 300  iter_num
Figure 2 — Example of performance recovery curves after fault
injection computed for low-level classes with information

measure as performance metric

Table 1 below shows the experimental data after
testing the resilience of the model to the faults injection,

where J, is the average value of the information criterion

before the impact of the fault injection, averaged over the
set of the classes, N is the selected dimension of the
features. In this case, the table shows the data collected
for different hierarchical levels of the model. The
hierarchical level number is denoted by the symbol H .

Table 1 — Experimental data of model resilience to the faults
injection testing

—

H | N fault rate MED(R) IRQ(R) To

1 64 0.1 0.981 0.021 0.992
1 64 0.3 0.952 0.019 0.992
1 64 0.5 0.883 0.020 0.992
1 64 0.6 — — 0.992
2 | 64 0.1 0.978 0.022 0.978
2 | 64 0.3 0.945 0.021 0.978
2 | 64 0.5 0.873 0.038 0.978
2 | 64 0.6 - - 0.978
1 128 0.1 0.981 0.019 0.985
1 128 0.3 0.955 0.018 0.985
1 128 0.5 0.919 0.020 0.985
1 128 0.6 - - 0.985
2 128 0.1 0.979 0.021 0.971
2 128 0.3 0.951 0.022 0.971
2 128 0.5 0.880 0.019 0.971
2 128 0.6 — 0.971

Analysis of the table 1 shows that if the share of
damaged tensors reaches 60%, it becomes impossible to
ensure recovery during processing T. mini-batches.

Fig. 2 shows the performance recovery curves, where the

curve corresponding to the damage of 60% of the tensors
after 200 iterations does not improve and does not show a
recovery of 95% of the performance prior to perturbance.
In addition, the analysis of the table 1 shows that
increasing the dimensionality of the feature space leads to
both a slight decrease in the performance of the model
without disturbances, and a slight improvement in the
median value of the integral metric of resilience. The
corresponding interquartile value of the integral metric of
resilience is in the interval [0.01; 0.04].

Fig. 3 shows an example of recovery curves of model
performance for classes of the lower hierarchical level
with the feature space dimension N=64 after the
application of adversarial attacks. The vertical axis
corresponds to the value of the information criterion
averaged over the set of the classes, and the horizontal
axis corresponds to the number of iterations of testing the
trained model on the dataset base set. The first 50
iterations are tested without adversarial attacks, and on
the 51st iteration, data sets with 4 different threshold
values of the disturbance level are generated, i.e.
threshold € {1; 3; 5;10} Therefore, 4 performance

recovery curves are displayed.

jtest
0.8 1
0.6
0.4 1
—i— threshold = 10
0.2 === threshold =5
—-— threshold = 3
—— threshold =1
0.0 — T : ; - .
0 100 200 300 iter_num

Figure 3 — Example of performance recovery curves after
adversarial attack computed for low-level classes with
information measure as performance metric

Table 2 shows the result of the experimental testing
the model’s resilience to adversarial Loo -attacks.

Analysis of the table 2 shows that if the adversarial
perturbation level is less than 10, it becomes impossible to
obtain recovery by processing 7. mini-batches. Fig. 3

shows performance recovery curves, where the curve
corresponding to a perturbation level of 10 after 200
iterations does not provide 95% performance recovery. In
addition, the analysis of the table 2 shows that an increase
in the dimensionality of the feature space leads to a slight
decrease in the efficiency of the model on unperturbed
data, but also to a noticeable improvement in the median
value of the integral index of resilience, with
corresponding interquartile value of resilience being in
the interval [0.01; 0.03]. Therefore, according to formula
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(4), the dimension of space N =128 is a more optimal
compromise option than lower dimension N =64 .

Table 2 — Experimental data of the model resilience to
adversarial attacks testing

H N threshold MED(R) IRQ(R) To

1 64 1 0.980 0.017 0.992
1 64 3 0.955 0.019 0.992
1 64 5 0.885 0.017 0.992
1 64 10 0.667 0.027 0.992
2 64 1 0.978 0.028 0.978
2 64 3 0.954 0.021 0.978
2 64 5 0.879 0.017 0.978
2 64 10 — — 0.978
1 128 1 0.988 0.018 0.985
1 128 3 0.967 0.018 0.985
1 128 5 0.925 0.022 0.985
1 128 10 0.701 — 0.985
2 128 1 0.983 0.021 0.971
2 128 3 0.962 0.021 0.971
2 128 5 0.905 0.026 0.971
2 128 10 — — 0.971

A comparison of the averaged information efficiency
criterion and the integral metric of resilience for different
hierarchical levels shows that the upper-level classifier is
characterized by a lower level of uncertainty and exhibits
a higher level of resilience to disturbances, which allows
it to be used in graceful degradation mechanisms in case
of adversarial attacks.

Fig. 4 shows the performance recovery curve for the
worst-case variant of the new class and the worst-case
pair of drifting classes in terms of the model’s resilience
to these perturbations.

Jtest —— .___’.——.:_._:_::-_-:_—_;:'_"___"a-\-
}_.’—'—' - ‘—”'_
\ ’_—’
0.81 il
0.6
0.4
0.2
--- add new class
—-— real drift between two classes
0.0

0 100 200 300 iter_num

Figure 4 — Worst cases of performance recovery curves after add
new class and real concept drift between pair of classes

Analysis of Fig. 4 shows that in both cases the T

quantity of mini-batches (iterations) was sufficient for
recovery. In comparison, learning from scratch required
more than 100 times more mini-batches (taking into
account 10 learning epochs and a mini-batch size of 128
samples). The worst performing new class from the point

of view of the integral metric of resilience was the “bird”
class (R=0.88). The worst pair of drifting classes from the
point of view of the integral metric of resilience were
“truck” and “automobile” classes with corresponding
R=0.95.

Thus, the ability of the proposed algorithm to restore
performance after exposure to perturbations has been
experimentally proven. Described method of adaptation to
adversarial attacks ensures absorption of disturbances of
this type and amplitude and ensures performance
recovery. Superior efficiency and resilience of the
algorithm during the analysis of classes of a higher
hierarchical level was also confirmed; this forms the basis
for implementation of graceful degradation mechanisms.

6 DISCUSSION

The proposed model of the classifier has a multi-
section structure designed to implement adaptive
calculations and increase the generalization capabilities of
the model due to self-knowledge distillation. Integral
metric of model resilience using the outputs of each
section and the model using the output of only the last
layer of the model are compared to identify the influence
of the multi-section structure on the resilience of the
model. The model with the feature space dimension
N =64 is considered.

Table 3 — Comparison of the integral metric of resilience for the
model using the outputs of individual sections and the model
with a single output in the last layer

Only single Perturbation MED(R) IRQ(R)
output
True Fault injection 0.891 0.034
(fault_rate=0.3)
True Adversarial attack 0.912 0.053
(threshold=3)
False Fault injection 0.955 0.018
(fault rate=0.3)
False Adversarial attack 0.965 0.021
(threshold=3)

Analysis of the table 3 shows that the median value of
the integral metric of resilience for the model using the
outputs in all sections is 5-6% higher compared to the
model with a single output on the last layer.

It is assumed that as the multi-sectional model
architecture is trained, its computational efficiency of
inference is improved by saving resources on simple
examples without perturbations. Fig.5 shows the
dependence of the ratio of the average time spent in the
adaptive mode 7, ~to the time of inference across the

on the fault rate (Fig.5a) and
-attack

0

dap

entire network 7,

maximum amplitude of the adversarial L
(Fig. 5b).
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Tadap
Tfull
e /—_
0.6
0.4
0.2
0.0
0.0 0.1 0.2 0.3 0.4 0.5 fault_rate
a
Tadap
Ttull
0.8 /
0.6
0.4+
0.2
0.0
0 1 2 3 4 5 threshold
b

Figure 5 — Dependence of the average time ratio in the
adaptive mode to the time of inference across the entire network
on the factor of influence : a — fault rate; b — maximum

amplitude of the adversarial L_ -attack

Analysis of Fig. 5 confirms the hypotheses that the
average inference time increases when the amplitude of
the adversarial attack and the frequency of faults increase
and vice versa. This can also be considered a mechanism
of graceful degradation.

CONCLUSIONS

The scientific novelty of obtained result are the new
model architecture and the learning algorithm of a
multilayer classifier with the property of resilience to the
injection of faults, adversarial attacks, and concept drift.

The model with the proposed architecture has a multi-
section structure. At the output of each section, a
hierarchy of optimized prototypes and radii of
hyperspherical separation boundaries (containers) of
classes is built, which ensures the absorption of some part
of disturbances and the graceful degradation.

A new learning algorithm that combines ideas and
principles of self-knowledge distillation, maximization of
compactness of class distribution and interclass buffer
zone, discretization of feature representation and
consistency regularization is proposed. Self-knowledge
distillation is aimed at improving the efficiency of an
inference by adaptive computing and the mechanism of
graceful degradation. Consistency regularization is carried
out both at the level of classification output and at the
level of features and is used to increase the robustness and
speed of adaptation to destructive perturbations due to the
effective use of unlabeled data. At the same time, the

main component of the loss function is the information
criterion of the classifier’s effectiveness, expressed as a
functional of smoothed probability estimates for errors of
the first and second kind, true positives and true negatives
tests.

During testing of the proposed algorithm on the
Cifarl0 dataset, it was found that if the proportion of
damaged tensors reaches 60%, it is not possible to ensure
recovery during the processing of mini-batches both for
the upper and lower levels of class hierarchy. Similarly, if
the adversarial L -attack perturbation level is 10, it fails

to recover during mini-batches processing at the lower
class hierarchy level, but for the upper class hierarchy
level it is able to achieve 95% recovery of the
performance obtained on unperturbed samples. In
addition, it was observed that increasing the
dimensionality of the feature space leads to a noticeable
improvement in the median value of the integral mectric
of resilience. At the same time, the interquartile value of
the integral metric of resilience is in the interval [0.01;
0.03].

A comparison of the averaged information efficiency
criterion and the integral metric of resilience for different
class hierarchy levels shows that the upper level of class
hierarchy is characterized by a lower level of uncertainty
and exhibits a higher level of resilience to disturbances,
which allows it to be used in graceful degradation
mechanisms under the influence of adversarial attacks.

The median value of the integral metric of resilience
of model that uses the outputs of all sections is 5-6%
higher compared to the model that has a single output on
the last layer. The multi-section structure of the model
saves 40% of time on the test dataset, but in the case of
perturbation influences, the processing slows down a bit.

The proposed learning algorithms provide adaptation
to the appearance of a new class and a real concept drift
between a pair of classes in 7. =200 iterations with a

mini-batch size of 128 examples. The worst class in the
Cifarl0 dataset, from the point of view of the integral
metric of resilience, if we consider it as a new class, is the
“bird” class, for which the value R=0.88 was reached.
The worst pair of drifting classes from the point of view
of the integral metric of resilience are the “truck” and
“automobile” classes, for which the value of R=0.95 was
reached.

The practical significance of the achieved outcomes
is formation of a new methodological basis for the
development of classification analysis algorithms with
resiliece to adversarial attacks, fault injection and concept
drift.

The prospects for further research are the
development of criteria, models, and methods for
measuring and certifying the resilience of image
classification analysis models.
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AHOTAULIA

AxTyanbHicTh. [IpobiemMa Bpa3IMBOCTI aNropuTMiB KiIacu(iKaiifHOro aHaji3y 300paxeHb 10 AeCTPYKTUBHHX 30ypeHb I0Ci He
OyJ1a MMOBHICTIO BUpIIIEHA i € JOCUTh aKTYAJIBHOIO [UISI KPUTUYHHX 10 O€3IeKU 3acTOCYBaHb. ToMy 00’ €KTOM IOCIHIIKEHHS € IPOoLeC
HaByaHHS Ta (OpPMyBaHHS pilleHb Ui Kiacugikaropa 300paxkeHb, 0 (YHKIIOHyE MiJ BIUIMBOM JECTPYKTUBHUX 30YpEHB.
IIpeameroM AOCTIIKCHHS € apXiTEeKTypa MOJIEII Ta aJTOPUTM HaBYaHHS Kiacudikatopa 300pakeHb, 1110 3a0e3MeUy0Th CTIHKICTD 10
MpOTUOOPYMX aTaK, IHKEKIii HecnpaBHOCTe# 1 npeiidy KOHIemnii.

Mera pocaizxkeHHst — € po3pobieHHs epeKTUBHUX apXiTEeKTypH MOJENI Ta ajJropuTMy HaBYaHHs, sIKi 3a0e3MeuyIoTh CTIHKICTh
JI0 TPOTHOOPYNX aTaK, IHKEKII HECIPaBHOCTEH Ta Apeiidy KOHIEMIii.

MeTtonu aocaimkeHHsl. ApXITEKTypa MOZIETl Ta aJrOpUTM HAaBYaHHS pPEali3oBaHi HUIIXOM MNOEIHAHHS iAed 1 NPHUHIUIIB
CaMOJUCTHIIALIT 3HAaHb, MaKCcHMi3amii iH(opMaIiifHOT MipH Ta KOMITAKTHOCTI PO3MOALTY KJIaciB, MaKCHMI3allil MDXKKIIACOBOTO 3a30DY,
CTHCHEHHSI JJAaHUX Ha OCHOBI AMCKpETH3allil 03HAKOBOTO ITOJIAHHS, & TAKOXK HABYAHHS 3 YaCTKOBUM 3TyUCHHSIM yUHUTEISI Ha OCHOBI
peryJsipizanii y3roukeHoCTi.

Pe3yabTaT. Po3pobieHo apxiTekTypy Mojeii i alroputM HaB4aHHs KiacudikaTopa 3o00pakeHb. OTpumanuii kiacudikaTop
Oyno BunpoOyBano Ha Habopi nanux Cifarl0 ms oriHioBaHHS Horo pesinbeHTHOCTI Ha iHTepBani B 200 MiHi-makeTiB i3 po3mMipom
HaBYAJILHOTO 1 TECTOBOTO MiHi-TIakeTy B 128 3paskiB [1st Takux 30ypeHs : mpoTndopui L oo-araku yopHOI mryxmsan 3 piBasmu 1, 3, 5
Ta 10; iHBEepCis 0THOTO BUMAIKOBO 0OpaHoro 6iTy B TeH3opi st 10%, 30%, 50% ta 60% BHMaAKOBO 0OpaHUX TCH30PIB; M0aBaAHHS
OJTHOTO HOBOTO KJIacy; peajbHUH Ipeiid koHumenmiii MiK maporo kiaciB. PO3IJIsiHYTO BIUIMB PO3MIPHOCTI HMPOCTOPY O3HAaK Ha
3HaueHHs iHdopMaliiHOro KpuTepito eheKTUBHOCTI Mozeli 6e3 30ypeHb Ta Ha 3HAYCHHS IHTErpalbHOTO MOKa3HMKA PE3iTbEHTHOCTI
i1 9ac BIUTMBY 30ypeHb.

BucHoBKH. 3ampoIlOHOBaHI apXiTEKTypa MOZETI 1 alrOpuTM HaBYaHHS 3a0e3MEeUyIOTh MOTIMHAHHSA YaCTHHH 30ypIOI0YOTro
BIUIMBY, BUTOHYEHY AETpajallifo 3a PaxyHOK i€papXidyHOCTI KJaciB Ta aJanTHBHAX OOYHCIIEHb, a TaKOXX MIBHAKY aJalTalliio Ha
oOMexeHiH KUTPKOCTI po3MideHHX JaHuX. [lokazaHO, IO aJanTHBHI OOYHCIICHHS NO3BOJIAIOTH eKoHOMHTH 10 40% pecypciB 3a
paxyHOK PaHHBOT'O NMPUHHATTS PIlIeHh HAa HIDKHIX CEKILIAX MOJENi, OJHAK 30ypIOIOYMil BIUTUB NPU3BOAUTH /IO YIOBIIBHEHHS, IO
MOXHA PO3MIISAATH SIK BUTOHYEHY Aerpajariro. JloBeneHo, mo OaraTocekIliiiHa CTPYKTypa, IO HAaBYAETHCS 3 BHKOPHCTAHHIM
MIPUHLMIIB TUCTHILILIT caMo-3HaHb, 3a0e3nedye OiIbII HiK Ha 5% MOKpalleHHs 3HaYeHHs IHTerpaJIbHOTO TIOKa3HUKA Pe3iTbEHTHOCTI
MOPIBHSIHO 3 apXiTEKTYpOIo, /¢ PIllIeHHs NPUHMAEThCsl Ha OCTaHHbOMY Iiapi Mozelni. [TomiueHo, O po3MipHICTH MPOCTOPY O3HAK
MOMITHO BIUTMBAa€ Ha CTIMKICTh 1O MPOTHOOPYHMX arak i MOKe OOHMpaTHCs SIK KOMIPOMIC MK Pe3iIbEHTHICTIO 10 30ypeHb Ta
e(eKTUBHICTH 0€3 BIUIUBY 30ypEHb.
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AHHOTANUA

AxTyanbHocTh. [IpoGiiemMa ysS3BUMOCTH aITOPUTMOB KJIACCH(HKAIIMOHHOTO aHalM3a H300paXeHHMH K JEeCTPYKTHBHBIM
BO3MYIICHHSM JI0 CHX ITOp HE ObLIa ITOJHOCTBIO pelleHa U JJOCTATOYHO aKTyalbHa JUIsl KPUTHIECKHX K 0e301acCHOCTH MPUMEHEHHH.
[ToaToMy OOBEKTOM HCCIEOBAaHHS SIBISETCS IMpouecc o0ydeHWs W (OPMHPOBAHUS pelIeHH Kiaccudukaropa H300paXKeHHH,
(YHKIMOHHUPYIOIIEM I10]] BIMSHUEM JIECTPYKTHBHBIX BO3MyIleHuH. [IpeameroM ncciemoBaHus SIBISETCS apXHTEKTYypa MOJEIH W
anroput™M oOyueHHs KiaccHM(pUKaTopa M300paXKEHUH, 00ECHeUMBAIONINE YCTOWYMBOCTD K COCTA3aTENbHBIM aTakaM, HHKCKIMU
HEHCIPaBHOCTEH U apeiidy KOHIEHIH.

Hens ucciaenoBaHus — pazpaboTka 3(PpQEeKTUBHBIX apXUTEKTYPhl MOJEIU M ajJroOpHuTMa OOYyYEHHS, KOTOpPhIE 00ECIICUYHBAIOT
YCTOMYMBOCTB K MPOTHBOOOPCTBYIOIINM aTaKaM, HHXEKIIMU HEUCIIPABHOCTEH U apeiida KoHIenIurii.

MeToasl uccaenoBaHusA. APXUTEKTypa MOAENU U AITOPUTM OOYYEHHS pPealn3yIOTCS IyTeM COYeTaHWs HAEH M IPUHIUIIOB
CaMOJUCTWULIIUY 3HaHMH, MaKCHMH3AIMH MH(MOPMAIMOHHOW Mephl M KOMIIAKTHOCTH PAacCIpeleleHHs KIAcCOB, MaKCHMH3AIHU
MEXKKJIACCOBOTO 3a30pa, C)KATHsI JaHHBIX HA OCHOBE AMCKPETHU3AlMK NPU3HAKOBOTO MPECTAaBICHHS, a TAK)KE 00YyUCHUSI C YACTHIHBIM
MIPUBJICYCHUEM YUUTEISI HA OCHOBE PEryJIIPU3aLUH COTIAaCOBAHHOCTH.

Pe3yabraThl. Pazpaborana apxuTeKTypa MOAEIH U auroputM oOydeHus kimaccudukaropa wnzodpakenuid. IlomydeHHbIH
knaccuukarop 6611 vcnbiTad Ha Habope manHbix CifarlQ s oLEeHUBaHHS ero Pe3HIbeHTHOCTH Ha HHTepBaite B 200 MHHU-IAKETOB
¢ pa3MepoM 00yYaroIero u TECTOBOrO MUHH-MakeTa B 128 00pa3LoB AJs TAKMX BOSMYILEHHH: cocTs3aTenbHble Loo-aTaku u€pHOTO
SIIUKa ¢ ypoBHsME 1, 3, 5 u 10; HHBepcHs OAHOTO CIIydaifHO BeIOpaHHOTO Outa B TeH3ope Mt 10%, 30%, 50% u 60% ciyqaiiHo
BEIOpaHHBIX TEH30pOB; 00ABIEHHE OJHOTO HOBOTO KJIAacca; PeasbHBIM Jpeii() KOHLENINHM MeXIy Mapoi KiaccoB. PaccMorpeHo
BIMSHHE Pa3MEPHOCTH IIPOCTPAHCTBA IPU3HAKOB Ha 3HAa4YeHHE WH(OPMAIMOHHOTO KpHUTepust 3(P(PEeKTUBHOCTH Monenu Oe3
BO3MYIIICHHUH U 3HaYCHHE MHTETPAIBLHOTO IOKa3aTels Pe3WILEHTHOCTH BO BPEMs BO3ACHCTBHS BO3MYILICHUH.

BruiBoasl. [Ipennaraempie apXUTEKTypa MOJEIN M aIrOPUTM OOydYeHHUs OOECIeYMBAIOT IMOTJIOIICHHE YacTH BO3MYIIAIOIIETO
BO3JEHCTBUS, WM3OLIPEHHYIO IETpajalldio 3a CUeT MEpapXWYHOCTH KJIAaCCOB M AaJaNTHBHBIX BBIUHCIECHHH, a Takke OBICTPYIO
a/lanTalyio HAa OrPAaHUMYEHHOM KOJIMYECTBE Pa3MEUEHHBIX JaHHBIX. [loka3aHo, YTO aJanTHBHbBIEC BEIYHUCICHUS MO3BOJISIOT SKOHOMUTD
10 40% pecypcoB 3a cUeT paHHETO NMPUHATHS PELICHUH Ha HIKHHUX CEKIHAX MOJEIH, OJHAKO BO3MYIIAIOIIEe BIUSIHIE IIPUBOAUT K
3aMEUICHUIO, YTO MOXHO pacCMaTpHBaTh KaK M3OMIPEHHYIO Jerpajanuio. Jloka3aHo, YTO MHOTOCEKIHOHHAs CTPYKTypa,
o0ydaromascsi ¢ MCHOJIb30BAaHUEM HMPHUHIUIIOB CAMOAUCTIILIAIMY 3HaHHH, obecriednBaeT Oojee yeM Ha 5% yiydlleHHe 3HaYCHUS
HHTETPANBHOTO IOKA3aTeNsl PEe3WILEHTHOCTH II0 CPAaBHEHHIO C apXUTEKTypOH, IZie peIIeHHe NMPUHUMAETCS Ha IOCJISTHEM CIIoe
MozeNny. 3aMe4YeHOo, YTO Pa3MEpHOCTh IPOCTPAHCTBA IIPH3HAKOB 3aMETHO BIIMSIET HAa YCTOWYMBOCTh K IPOTHBOOOPCTBYIOIINM aTakaM
Y MOXKET BBIOMPATHCSI KAK KOMIIPOMHUCC MEXK/Y PE3MIBEHTHOCTBIO K BOMYIICHUSAM U 3 )EKTHBHOCTEIO O3 BO3MYIICHHH.

KIIOYEBBIE CJIOBA: xinaccudukanus H300paXeHUH, poOacTHOCTh, pPE3WIILEHTHOCTh, YTOHYEHHas Jerpajarus,
COCTsI3aTeNbHbIC aTaKH, HHYKEKIMS HEHCIPABHOCTEH, Apeid KOHIeNIHi.
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ABSTRACT

Context. Online platforms and environments continue to generate ever-increasing content. The task of automating the
moderation of user-generated content continues to be relevant. Of particular note are cases in which, for one reason or another, there
is a very small amount of data to teach the classifier. To achieve results under such conditions, it is important to involve the classifier
pre-trained models, which were trained on a large amount of data from a wide range. This paper deals with the use of the pre-trained
multilingual Universal Sentence Encoder (USE) model as a component of the developed classifier and the affect of hyperparameters
on the classification accuracy when learning on a small data amount (~ 0.05% of the dataset).

Objective. The goal of this paper is the investigation of the pre-trained multilingual model and optimal hyperparameters influ-
ence for learning the text data classifier on the classification result.

Method. To solve this problem, a relatively new approach to few-shot learning has recently been used — learning with a relatively
small number of examples. Since text data is still the dominant way of transmitting information, the study of the possibilities of con-
structing a classifier of text data when learning from a small number of examples (~ 0.002—0.05% of the data set) is an actual problem.

Results. It is shown that even with a small number of examples for learning (36 per class) due to the use of USE and optimal
configuration in learning can achieve high accuracy of classification on English and Russian data, which is extremely important
when it is impossible to collect your own large data set. The influence of the approach using USE and a set of different configura-
tions of hyperparameters on the result of the text data classifier on the example of English and Russian data sets is evaluated.

Conclusions. During the experiments, a significant degree of relevance of the correct selection of hyperparameters is shown. In
particular, this paper considered the batch size, optimizer, number of learning epochs and the percentage of data from the set taken to
train the classifier. In the process of experimentation, the optimal configuration of hyperparameters was selected, according to which
86.46% accuracy of classification on the Russian-language data set and 91.13% on the English-language data, respectively, can be

achieved in ten seconds of training (training time can be significantly affected by technical means used).
KEYWORDS: few shot learning, low-data learning, pre-trained models, USE, neural networks, data mining, data set, text data

classifier.

ABBREVIATIONS
USE is a Universal Sentence Encoder;
SGD is a Stochastic gradient descent;
RMSProp is a Root Mean Squared Propagation;
Adam is a Adaptive Moment Optimization.

NOMENCLATURE
O~ is a set of optimizer’s type;
o7 is an element of an set of optimizer’s type;
P is a parameters set;
p; is an element of a parameters set;
Npar 18 @ parameters number;
P'is a specific parameters set for each training subset;
M is a toxic messages dataset;
m; is a toxic message;
M¥is a training subset of the toxic messages;
L is a language of dataset;
S is a size of dataset (in MB);
Ngis a number of records in dataset;
N 1s a classification categories number in the data-
set;

Nsm 18 @ proportion of the original samples in training
subsample (in %);

N, is a number of executed epochs of neural network
training;

Ac is a classification accuracy;

F() is a function depends on M, M¥, P' which describes
Ac;

max is a function F() maximum.

INTRODUCTION

Deep learning systems using large amounts of data
have repeatedly shown their effectiveness in a wide range
of classification problems [1]. However there are often
situations in which it seems impossible to prepare a suffi-
cient number of marked examples for classifier training or
requires the involvement of resources that do not justify
the expected end result. To solve this problem, a rela-
tively new approach to few-shot learning has recently
been used — learning with a relatively small number of
examples. Since text data is still the dominant way of
transmitting information [2], the study of the possibilities
of constructing a classifier of text data when learning
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from a small number of examples (~ 0.002 — 0.05% of the
data set) is an urgent task.

Another important bonus for improving the efficiency
of development time will be the ability to classify text
simultaneously in several of the most popular languages
using a single model. In particular, this paper investigates
the results of the model’s work on texts created in Russian
and English.

The object of study is the process of toxic message
classification.

The subject of study is the investigation of the pre-
trained USE-model on the classification accuracy.

The purpose of the work is the development and in-
vestigation of the multilanguage classificator on the base
of pre-trained USE-model.

1 PROBLEM STATEMENT

The challenge facing the authors of the paper is as
follows. For each specific set of toxic messages M={m;},
where i=1,..., N, it is necessary to select the training sub-
set M“eM and choose the best optimizer type 0reOr (with
the parameter set P={p;}, where j=1, ..., N,,) so that spe-
cific parameters values P'eP| YM*eM made it possible to
achieve the maximum classification accuracy, i.e.
Ac=F(M, M*eM, P\ —max for each classifier type
07€01. An additional condition imposed on the data
subset is that its amount does not exceed 0.05% of the
complete dataset, such as Ng,;;<0.00005 Ng.

2 REVIEW OF THE LITERATURE

In our previous paper, an overview of typical ap-
proaches used in the development of text data classifiers,
in particular on the example of the classification of de-
structive messages [3] was made. Special attention was
paid to the problem of the data preprocessing methods
affect for learning process.

This paper deals with the study of the influence of the
pre-trained USE model on the accuracy of the classifica-
tion of text messages with learning process, which uses
only several examples per class.

The paper [4] discusses the problem of data augmenta-
tion in a small data subset. Initially, the classifier uses
several original examples per class, and then several arti-
ficially created examples, which aim, if possible, to com-
prehensively reflect the features of a particular class.
Thus, it is expected that several universal artificial exam-
ples will help to replace the lack of a large number of
instances, each of which reflects a certain aspect of the
class in its own way.

Research [5] helps us to better understand how few
shot models work in general, how different approaches to
their construction differ, what are the advantages and dis-
advantages of this class of models developed over the last
few years. Also in the work special attention is paid to the
use of transformers, which is relevant for our model.

The article [6] deals with the affect of pre-trained models
when they are used as components of the model. The results
obtained by the authors for the problem of text generation by

involving a previously trained model in the developed gen-
erator encourage us to investigate the effect that such a solu-
tion may have for the classification problem.

The problem of classes optimization in the classifica-
tion process requires special attention, especially with
regard to their quantity, potential merger or replacement.
This can also greatly affect both the speed of classifier
development and the data preparation. Details of the clas-
ses composition and their potential modification are dem-
onstrated in [7].

The article [8] demonstrates the examples of the pre-
trained model from Google — Universal Sentence Encoder
(USE) using [9]. In particular, a wide range of tasks for
which the model can be used is shown, where the task of
classifying text data is only one of the possibilities.

Investigation in the paper [10] demonstrate the inclu-
sion of the optimal hyperparameters choice in classifier
training, including studies of the effectiveness of various
optimizers of the data, such as Adam and its modifications.

As mentioned earlier the main purpose of this paper is
to study the influence of the pre-trained multilingual
model and the optimal parameters for learning the text
data classifier on the classification result. To solve the
problem, a classifier based on an artificial neural network
was used. One of the network layers will be the pre-
trained USE model [9]. Different configurations of hyper-
parameters were tested during the training. The classifica-
tion results were verified on the two data sets described
below.

3 MATERIALS AND METHODS
The experiments were performed using two datasets.
The first — “Fake or real news dataset” [11] has the fol-
lowing characteristics, presented in Table 1.

Table 1 — Characteristics of the data set “Fake or real news data-

set”
Characteristic Value
Language, L English
Dataset size, S ~29 MB
Number of samples, Ns ~ 6335
Number of classification cathegories, Ncat | 1 (fake)

The second dataset, “Russian Language Toxic Com-
ments. Small dataset with labeled comments from 2ch.hk
and pikabu.ru” [12], has the following characteristics pre-
sented in Table 2.

Note that although both datasets are intended for the
classification problem, these tasks are somewhat different.
In the first case, we find “fake” or real news, and in the
second — toxic or not a certain message.

Data for training process on both datasets were dis-
tributed as shown in Table 3.
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Table 2 — Characteristics of the dataset “Russian Language
Toxic Comments. Small dataset with labeled comments from

2ch.hk and pikabu.ru”
Characteristic Value
Language, L Russian
Dataset size, S 4.45 MB
Number of samples, Ns ~11.500
Number of classification cathe- 1 (toxic)

gories, Ncat

Table 3 — Data distribution for training process

Training stage Data distribution

Training process 0.002 - 0.05%

Validation/testing process 99.998 — 99.95%

The investigations were performed using a neural
network, the architecture of which is schematically shown
in Fig. 1.

Input Data
(None, 200)

h 4

o

Keras Layer
with USE
(None,512)

——

h 4

Ty

Dropout Layer
(0, 1)

——

h 4

™

Dence Layer
(None, 1)

Nr———

h 4

Output Data

Figure 1 — Scheme of neural network architecture based on USE
model

As can be seen from the figure, our classifier contains
three layers. The main one is KerasLayer, which includes
a massive pre-trained USE model [9]. The Dropout-Dense
layer combination block helps to avoid re-learning the
classifier and helps to reduce the dimension of the net-
work and, as a result, speed up learning.

Consider the architecture in more detail. A list of Eng-
lish and Russian sentences (depending on the data set) of
different lengths is transmitted to the input in the pre-
sented classifier based on the neural network. It is known
that to learn the network, we can not use as input elements

of the word in their usual form, we perform the following
manipulations on the data set:

1. Tokenization. For example: we transform every ob-
ject that looks like “Hello, gentlemen!” to an array of
unique words [“hello”, “gentlemen’] without punctuation.

2. Indexing. We create a dictionary from the resulting
array of all unique words in the dataset, which looks like
this: {1: “hello”, 2: “gentlemen”, ...}.

3. Indexes representation. For each of the objects in
the dataset, we form an array in which the words involved
in the object are represented as indexes from our diction-
ary. For example: [1, 2, 1].

Also, one of the typical problems we have to face
when preparing data for training is the problem of differ-
ent sizes of objects among our data. We need to bring the
learning elements to the same dimension. This is solved
using the padding technique: choose the maximum value
of words, such as 200, and fill the remaining spaces in
each object with zeros. If the object contains more words
than the selected maximum value — each subsequent word
after the maximum is cut off. Although in the data sets we
have chosen, the size of most sentences does not exceed
the value of 100 words, nevertheless, the dimension with
a value of 200 is chosen to capture atypical cases, if any.

The basis of the presented classifier is KerasLayer,
which is connected to the pre-trained USE model [13]
based on the “transformer” architecture presented by re-
searchers from Google in 2019. This model exists in sev-
eral variations, but in these experiments a multilingual
version was chosen (16 languages, including English and
Russian). Also noteworthy is the fact that the purpose of
the model is not only to classify but also to cluster texts,
find their semantic similarities, as well as some multilin-
gual operations. In the experiments conducted, the devel-
oped nature of the model related to multilingual classifi-
cation was useful.

Having received from USE the resulting tensor, we
transfer it to the Dropout layer. Its purpose, in this case, is
to weed out a certain percentage of nodes, which we will
establish, replacing them with a value of zero. This is
necessary so that nodes at the next level are forced to
process missing data representations. In this way we
achieve an effect in which the result of the whole network
has the best level of generalization — we avoid the effect
of retraining, in which the network can show good results
on a familiar data set and far from the desired results on
an unfamiliar set. In the presented experiments the value
of random exclusion of nodes in 10% was used. Of
course, this percentage can be selected empirically.

After passing the Dropout layer we transfer the data to
the Dense layer and the RELU activation function is ap-
plied to them. Then the result passes through the sigmoi-
dal activation function, where the classification for each
of the labels takes place, and we get a value between 0
and 1.

Of course, the presented architecture can be opti-
mized, but this is more of a challenge for the future. Now
our task is to determine the influence of the pre-trained
USE-model on the results of the classifier.
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4 EXPERIMENTS

Note first of all that in the experiments, a combination
of different sets of optimizers, loss functions and other
hyperparameters was tested. Unless otherwise noted, the
default optimizer was Adam, a loss function: binary
crossentropy.

Initially, the classifier was trained in the “basic mode”
on 0.002% of examples from the dataset (few-shot learn-
ing). The batch parameter is equal 4. It is optimal taking
into account the hardware used for training. Number of
epochs — 2. With such settings, we obtained the accuracy
of the classification in the range of 73.85-74.17%. In this
case, and further we mean the range obtained by repeated
experiments with the same parameters in the samples de-
scribed in Table 1 and Table 2.

Next, we conducted an iterative experiment consisting
of the following steps:

1. We change one of the key parameters that may af-
fect the resulting classification accuracy (batch; number
of epochs in training; dataset percentage included in the
sample for training (train); used optimizer). Note that we
consider this list not exhaustive of possible options. Nev-
ertheless, the influence of these parameters is investigated
in the experiments presented in this paper.

2. We teach the classifier on the selected dataset with-
out changing other parameters.

3. Measure the classification accuracy.

The experiment’s results are presented in the next
chapter (see Table 4).

5 RESULTS
Note that the configuration with the Adamax opti-
mizer proved to be the best in the considered experiments
(Ne7 in Table 4). We obtained the maximum classification
accuracy of 0.9113 on the English-language dataset [11]
by repeating the experiment with the same parameters.

Table 4 — The results of the classifier when using different
hyperparameters on datasets [11, 12]

No | Or | Ng Naam Ac

1 Adam 2 0.002% 0.7385-0.7417
2 Adam 7 0.002% 0.7826-0.6771
3 Adam 2 0.005% 0.7074-0.7460
4 Adam 10 0.005% 0.6651-0.7657
5 SGD 2 0.005% 0.5552 - 0.6649
6 NAdam 2 0.005% 0.8027 - 0.8104
7 Adamax 2 0.005% 0.8475 - 0.8646
8 RMSProp 2 0.005% 0.7773 - 0.7839

6 DISCUSSIONS

Analyzing the results described in Table 4, we imme-
diately note the key advantage of the few-shot learning

approach. Using only 0.002% of samples Ng,,, and two
learning epochs N,, we obtained a quite acceptable result
of classification accuracy AcC in the range 0.7385 —
0.7417%. This amount of data used and the number of
epochs can significantly reduce network learning time.
Depending on the used hardware, the speed of the learn-
ing process can vary, however, we can safely say about
ten seconds to complete the experiment. This can be ex-
tremely relevant when prototyping a certain idea on se-
lected data, when you need to get a quick result and al-
ready starting from it to build a further, more detailed
experiment. Also, such a scenario may be quite applicable
in an area where it is impossible or impractical to collect a
relatively large data amount for classifier training, and the
value of a quick result on a relatively small amount of
“live” data is significant.

Continuing to experiment, we noted that if the number
of epochs increases to 7 while maintaining the previous
values in the above configuration, we can observe an ex-
pansion of the range of classification accuracy (#2 in Ta-
ble 4). In particular, the lower accuracy limit fell by
6.14%, and the upper accuracy limit increased by only
4.09%. At the same time, after graduating from the 7th
epoch, the classifier steadily came to a state of reduced
accuracy. Examining this question, we came to the con-
clusion that it is necessary to continue the selection of the
optimal configuration of hyperparameters. In experiments
#3 and #4, we tried to increase the number of examples
for training to 0.005% of the data samples. As we can see
in Table 4, the result is slightly different, but the general
trend repeats the result of experiments #1 and #2.

The next hyperparameter for selection was the opti-
mizer type N We first used the SGD optimizer (ex-
periment #5 in Table 4) for two epochs and 0.005% of the
sample data. However, the best result in the range
(0.6649) was 4.25% behind the worst result obtained with
the Adam optimizer for the same other experimental pa-
rameters. In our opinion, this is most likely due to the fact
that this optimizer performs better when working with
other types of data, in contrast to text data in our experi-
ments.

In Experiment #8 we usied the RMSProp optimizer
and improved the result obtained with Adam while main-
taining other parameters at the same level. Based on the
lower bar of the accuracy range, we can reached an im-
provement of 6.99%. However, the best results in our
experiments were achieved using modifications of the
Adam optimizer. In particular, using NAdam, we re-
corded improvements in the lower bar of the accuracy
range by 9.53%, and with Adamax by as much as
14.01%! The results are shown in Table 4 in experiments
#6 and #7, respectively. Based on the obtained results, we
consider this configuration with the described
hypeparameters to be optimal when training the classifier
on text data.
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CONCLUSIONS

The few-shot learning approach is extremely relevant
in a large number of domains, where collecting and pre-
paring a large set of data for learning seems impractical.

The universal knowledge base taken out of the cogni-
tion of our datasets is the pre-trained multilingual USE
model, which allows simultaneous work with data in 16
languages, of which 2 are used in this work.

In our experiments, the optimal configuration of hy-
perparameters was selected, according to which 86.46%
accuracy of classification on the Russian-language data
set and 91.13% on the English-language data, respec-
tively, can be achieved in ten seconds of training (training
time can be significantly affected by technical means
used).

The scientific novelty. It is shown that even with a
small number of examples for learning (36 per class) due
to the use of USE and optimal configuration in learning
can achieve high accuracy of classification on English and
Russian data, which is extremely important when it is
impossible to collect your own large dataset.

The practical significance. The obtained results al-
low to build classifiers of text data with a sufficiently high
rate of accuracy in the presence of a small amount of data
for learning.

Prospects for further research. In the following
studies, you can take into account more hyperparameters
to analyze their impact on the final result of the classifier.
It is also quite relevant to compare the influence of differ-
ent pre-trained analog models according to USE, which
we relied on in conducting all the experiments described
in this paper.

The urgent problem of mathematical support devel-
opment is solved to automate the sampling at diagnostic
and recognizing model building by precedents.

The scientific novelty of obtained results is that the
method of training sample selection is firstly proposed. It
determines the weights characterizing the term and fea-
ture usefulness for a given initial sample of precedents
and given feature space partition. It characterizes the in-
dividual absolute and relative informativity of instances
relative to the centers and the boundaries of feature inter-
vals based on the weight values. This allows to automate
the sample analysis and its division into subsamples, and,
as a consequence, to reduce the training data dimensional-
ity. This in turn reduces the time and provides an accept-
able accuracy of neural model training.

The practical significance of obtained results is that
the software realizing the proposed indicators is devel-
oped, as well as experiments to study their properties are
conducted. The experimental results allow to recommend
the proposed indicators for use in practice, as well as to
determine effective conditions for the application of the
proposed indicators.

Prospects for further research are to study the pro-
posed set of indicators for a broad class of practical prob-
lems.
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AHOTANIA

AxTyanbHicTs. OHIaHH-TIIATGOPMH IPOIOBXKYIOTH CHOTOIHI F'eHepyBaTH yce Ounbmm obcsry iHpopMarii. ABTOMaTH3aIis Mo-
JepyBaHHs KOHTCHTY y TakuX IUIaT(opmax, y 3B’3Ky 3 UM, 3aJIHIIAETHCS aKTyaJbHOIO 3anadeto. OcobauBoi yBarn norpedyrorh
BUINAJKH, KON 3 PI3HUX IPUYHUH, JOCTYITHO JIMIIE HEBENUKI OOCSITH NaHUX Ul HaBYaHHS KiacudikaTopiB. Y Takux BHIIaaKax
HEOOXIHO 3aJIy4aTy NONEePEAHbO HaBUYEHI MOJENI, sIKi BAKOPUCTOBYBAIIH JUIsl HABYAHHS BEJIHMKI 00 €MH JaHUX IIMPOKOTO [iarna3oHy.
V 1iii poGOTi KOCHIIKEHO MUTAHHS 3aCTOCYBAaHHs MMOINEpeIHbO HaBuUeHOl MyapTUMOBHOI Mozeni Universal Sentence Encoder (USE)
SIK KOMIIOHEHTY pO3pO0JICHOTO HaMu KiacH(ikaTopa, a TaKOXK BIUIMBY Pi3HUX IapaMeTpiB HA TOYHICTH Kiacu@ikallii npu HaBYaHHI
Ha ManoMmy 00’emi ganux (~ 0,05% oGcary moBHOTO HabopY).

Metona. {715t BUpIICHHS ITOCTAaBIEHOTO 3aBIAaHHS BUKOPHCTOBYETHCS BiJHOCHO HOBHH MiJXiA 1O HaBYAHHS, — 33 JOIIOMOTOIO He-
BeJNMKOro Habopy moBimomieHb. OCKUIBKM TEKCTOBI INOBIIOMIIEHHS yce Ie JOMIHYIOTh K CIoco0 meperaBaHHS iH(popManii,
3aCTOCOBY€EThCS po3pobiieHnii kinacudikaTop, HapdeHHH Ha HeBeaukoMy (~ 0,002 — 0,05% moBHOro HaboOpy) 00Cs31 JaHUX.

Pe3yabTaTn. [Tokasano, 1110 HaBITh IPH HEBEIHMKIN KUIBKOCTI MPUKIAAIB 1yl HaBUaHHS (36 Ha Ki1ac) 3a paXyHOK BUKOPHUCTaHHS
ECE ta ontumanbHOl KOH}Irypaiii B HaB4aHHI MOXKHA JOCSTTH BHCOKOI TOUHOCTI Kiacuikalii 3a aHIIIHCBKUMHU Ta POCIICBKUMU
JaHUMH, L0 HAI3BUYAHO BaXJIMBO, KOJIM HEMOXJIUBO 310paTH CBil BiacHMil Benukuii Habip nanux. OLiHEHO BIUIMB MiJXOMy 3 BH-
kxopuctanasM USE ta Habopy pisHHX KOH(Irypawiil rinepnapaMeTpiB Ha pe3ynbTaT Kiacu(ikaTopa TEKCTOBHUX AaHUX HA MPHUKIAi
Ha0OpiB IaHNX aHTIIICHKOIO Ta POCIHICHKOI0 MOBaMHU.

BucHoBKH. Y X011 eKCIIEpUMEHTIB TT0Ka3aHa 3HauHa CTYIIHb aKTyaJbHOCTI MPaBIIIEHOTO MO0y rinepnapamMerpis. 30kpeMa, y
1iif poOOTi pO3IIIsIIaIKCs pO3MIp MaKeTy, ONTUMI3aTOp, KUIBKICTh €M0X HAaBYAHHS Ta BIJICOTOK JAHUX 13 HAOOPY, B3ATHX IS HABUaH-
Hs Kinacu(ikaTopa. Y mporeci ekcrepuMeHTy Oyia oOpaHa onTHManbHa KOH(Irypamis rirmeprmapamerpis, 3rigHO 3 sikoio 86,46%
TOYHOCTI Kinacuikauii 3a pociichkoMoBHUM HabopoM panux i 91,13% 3a aHTIIOMOBHHMM BiZITOBIJJHO MOXKHA JJOCSITTH 3@ JECSTh Ce-
KyH/]] HaB4aHHs ( Ha 4ac HaBYaHHS MOXKYTh ICTOTHO BIUIMHYTH BUKOPHUCTOBYBaHI TEXHIYHI 3ac0O0H).

KJUIFOYOBI CJIOBA: few shot learning, HapuaHHs pu MaJjiii KiTbKOCTI 1aHuX, npearpenosani moaeni, USE, HeliponHi
Mepexi, IHTeNeKTyanbHIN aHasli3 JaHuX, Habip JaHuX, Kinacu(pikaTop TEKCTOBHX JaHHX.
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yHuBecureTa umenu lOpust denpkoBuya, YKpauHa.

AHHOTALUA

AxTyanbHocTb. OHIaWH-TUIaTHOPMBI [IPOJOIDKAIOT CErOIHs TeHEpUpPOBaTh Bee Oojiee Bo3pacTaroiiue o0beMbl HH(OPMAIUH.
3agadn aBTOMATH3AIY MOJCPHPOBAHHS KOHTEHTA IOJI30BAaTENEeH B CBSI3M C ATUM OCTACTCs aKTyalbHOH 3amadeif. Ocoboro BHHMa-
HUSI 3aCITy>KHBAIOT CIydad, KOT/A, IO pa3HbIM IIPUYMHAM, JOCTYIHBI OY€Hb HEOObIINe 00BEMBI JAHHBIX IS 00ydeHus Kinaccudu-
kartopa. I JOCTIDKEHUsI IPHEMIICMBIX Pe3yJIbTaToB HEOOXOJUMMO IPHMEHSATH IPEeIBAPUTEIHHO O0yUCHHBIC MOJIEIH, KOTOPBIE UC-
MOJTE30BAIN OOJIbIINE OOBEMBI aHHBIX MIMPOKOTO JUana3oHa Ui IpeaBapUTeIbHOro oOydeHus. B manHo# pabore mccimemyercs
BOIIPOC IIPUMEHEHHUS NIPEIBAPUTENBEHO 00yueHHOI MynbTHs3bIKOBOI Moaenn Universal Sentence Encoder (USE) B kauecTBe koMIo-
HEHTa pa3paboTaHHOTO HAMHM KiIacCU(HKaTOpa, a TAK)Ke BIUSIHUS PAa3IMYHBIX IAPAMETPOB HA TOYHOCTH KIAacCH(HKAMU IIpH 00yye-
HHUM Ha MaJIoM oO0beMa JaHHbIX (~ 0,05% Habopa HaHHBIX).

Metoa. [{ns perneHust mocTaBIeHHON 3aauyl UCHONb3YEeTCsS OTHOCHTENBHO HOBBIM MOAXOJ K OOYYEHHIO — 110 HEOOJIBIION BbI-
6opke coobmieHuil. [I0CKONBKY TEKCTOBBIE COOOIIEHHUS BCE eIle JOMHHUPYIOT KaK Croco0 nepenadynd WHPOPMAIHH, UCIOIb30BaHNe
KIIaccu(UKaTOpa TEKCTOBHIX JAHHBIX IMpH 00ydeHnu Ha HeOonbimoi Beibopke (~ 0,002—0,05% Habopa qaHHBIX) COOOIIEHHUH.
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Pe3yasTatsl. [TokazaHo, uro oOy4yeHue naxxe Ha HeOoibmIoH BeIOOpKe (36 Ha Kiace) ¢ ucnonszoBanueM USE n ontumanbsHON
KOH(MUrypanuu npu 00y4eHUH MOXHO TOCTHYb BBICOKOW BEPHOCTH KJIaCCU(HMKALMU aHIJIO- U PYCCKOSI3BIYHBIX TEKCTOBBIX COOOIIe-
HUH. BhINosHeHa OlleHKa BIMSIHUS Pa3HBIX HAOOPOB THITEpIIapaMeTPOB Ha Pe3yJIbTaThl KJIaCCH(UKALIH.

BeiBozbl. B X071€ 3KCMEpUMEHTOB MOKa3aHa aKTyalbHOCTh MPaBUIBHOTO MOAOOpPA THIIEPIapaMeTpOB: pa3Mep IMakeTa, THUIl OIl-
THMHU3aTOpa, KOJIMYECTBO 3I10X, pasMep oOydaromieil BeIOOpKH. IIpy onTuManbHBIX 3HAUSHUSX THIEpNapaMeTpoB JOCTHTHYTa BEPO-
SITHOCTh PACIIO3HABAHHS aHIJIOA3BIYHBIX JECTPYKTUBHBIX coobmenuii B 91,13%, npu 3ToM 00ydeHne MpoBOAMIOCH BCETO HA MPOTSI-
skeHud 10 cexyHn (4To, Oe3yCIIOBHO, 3aBUCHUT OT MApaMETPOB HCIOIb30BaHHBIX TEXHUUECKIX CPENICTB).

KJIIOUEBBIE CJIOBA: few shot learning, o0yuenue Ha Masoif BRIOOpKE JaHHBIX, IpeABAapUTENLHO 00ydeHubie Moxenu, USE,
HEWPOHHBIC CETH, MHTEIUICKTYaIbHbIH aHaIN3 JaHHBIX, HA00p TaHHBIX, KIACCH(HKATOP TEKCTOBBIX JaHHBIX.
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ABSTRACT

Context. The problem of formalizing the description of a microprogram finite state machine based on the principle of operational
transformation of state codes with the help of a modified transition table is considered. The object of research was a model of a mi-
croprogram finite state machine with datapath of transitions.

Objective. The goal of the work is development and research of a method for formally specifying a microprogram finite state
machine with datapath of transitions in the form of a modified table of transitions containing sufficient information for synthesizing
the logic circuit of the finite state machine in the basis of programmable logic devices.

Method. A new way of representing the formal solution of the problem of algebraic synthesis of a microprogram finite state ma-
chine with datapath of transitions in the form of an operational table of transitions is proposed. This table is a modification of the
direct structural table traditionally used in the synthesis of microprogram finite state machines. The use of the previously known rep-
resentation of the formal solution of the problem of algebraic synthesis in the form of a system of isomorphisms of automaton alge-
bras is too formalized and makes it difficult to synthesize the logical circuit of the finite state machine due to the separate description
of the transition and output functions. It is shown that the structure of a microprogram finite state machine with datapath of transi-
tions requires information about the set of interpretations of state codes and the transition operations used to be entered into the tradi-
tional table of transitions. It is noted that the proposed operational table of transitions contains sufficient information for the synthesis
of the logical circuit of the finite state machine. An example of constructing an operational table of transitions for a finite state ma-
chine given by a graph-scheme of the implemented control algorithm is shown. The example demonstrates various ways to interpret
state codes. The procedure for synthesizing the circuit for generating codes of transition operations and the circuit for generating
microoperations according to the operational table of transitions is proposed.

Results. An example of the implementation of the main stages of the synthesis of a finite state machine with datapath of transi-
tions according to the operational table of transitions is considered. Examples of synthesized finite state machine models in the
VHDL language are given, which take into account the peculiarities of the representation of finite state machine models in Xilinx
Vivado CAD. The results of the synthesis of the finite state machine according to VHDL models in FPGA basis are shown.

Conclusions. The experiments carried out confirmed the sufficiency of the operational table of transitions for describing a mi-
croprogram finite state machine with operational transformation of state codes for the purpose of further synthesizing its logic circuit.
Prospects for further research are the use of the proposed operational table of transitions in the development of various methods for
the synthesis and optimization of microprogram finite state machine with operational transformation of state codes.

KEYWORDS: finite state machine, datapath of transitions, table of transitions, synthesis of logical circuit, graph-scheme of al-
gorithm.

ABBREVIATIONS OTT is an operational table of transitions;
FSM is a finite state machine; BMO is a block of microoperations;
DT is a datapath of transitions; PLD is a programmable logic device.

GSA is a graph-scheme of algorithm;
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NOMENCLATURE

a,, is a current FSM state;

K(a,,) is a current FSM state code;

a, is a transition state;

K(ay) is a transition state code;

X is a set of logic conditions;

x; 1s an element of set X;

L is a number of logic conditions (power of set X);

Y is a set of microoperations;

y;1s an element of set Y;

N is a number of microoperations (power of set Y);

@, is a set of input memory functions for switching
FSM memory from state a,, to state ay;

h is a number of FSM transition;

A is a set of FSM states;

a; is an element of set A4;

M is a number of FSM states (power of set 4);

B is a number of transitions of FSM;

O is a set of transition operations;

O, 1s an element of se O;

P is a number of transition operations (power of set
P);

W is e set of signals of code of transitions operation;

w; 1s an element of set 7

Ry is a digit capacity of code of transitions operation
(power of set I¥);

1 is a number of interpretations of state codes of FSM;

T'is a set of signals of curretnt state code of FSM;

T;is an element of set T;

R is a digit capacity of state code (power of set 7).

INTRODUCTION

Digital systems are widely used in various fields of
activity [1]. Structurally, the digital system can be consid-
ered as a combination of operational unit and control unit
[2-3]. The control unit is based on a formal description of
behavior and can be implemented in the form of a finite
state machine model [4-5]. There are two models of finite
state machines — the Mealy machine and the Moore ma-
chine [4-5]. The logic circuit of any FSM model is char-
acterized by such parameters as hardware expenses, clock
frequency and power consumption. As follows from [6],
there is a direct relationship between these characteristics.
Optimization of the characteristics of FSM circuits is an
important scientific and practical problem, the solution of
which is devoted to many scientific papers around the
world [1-7]. One of such characteristics, which focuses
on the finite state machine structure considered in this
paper, is the hardware expenses of implementing the logic
circuit of the FSM in a given element basis.

The object of study is the process of synthesis of the
logic circuit of a finite state machine with operational
transformation of state codes.

This process in the case of a canonical finite state ma-
chine is performed according to a direct structural table,
which is a formal description of the behavior of the FSM
and contains sufficient information for the synthesis of its
circuit. In the case of operational transformation of state
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codes, this table requires modifications taking into ac-
count the processes of information transformation that
takes place in this class of FSM.

The subject of study is the finite state machine with
operational transformation of state codes, in which the
transformation of state codes is carried out using a finite
set of arithmetical and logical operations.

The purpose of the work is formalization of the de-
scription of the finite state machine with operational
transformation of state codes in the form of the modified
direct structural table.

1 PROBLEM STATEMENT

Suppose given finite state machine, characterized by
the sets A={a1, . (ZM}, X:{)C], veey )CL}, Y:{)/], veey yN} and
implements a certain control algorithm. The synthesis of
the logic circuit of the FSM provides for the implementa-
tion of the function of transitions 7=7(X, T) and the func-
tion of outputs Y=Y(X, 7) in the given elementary basis.

The paper solves the problem of synthesizing a finite
state machine with datapath of transitions, in which the
transition function 7=7(7, W) depends on the code of the
current state and the code of transitions operation. To
solve the problem, it is necessary to develop a formalized
representation of the FSM with DT, which allows the
following stages of the synthesis of the logic circuit of the
FSM:

— synthesis of each structural blocks;

— construction of VHDL description of the synthe-
sized FSM;

— FSM synthesis using Xilinx Vivado CAD using
FPGA.

2 REVIEW OF THE LITERATURE

Various optimization methods for reducing of hard-
ware expenses of FSM circuit are known today. Such
methods include, for example, methods of structural de-
composition [7]. Their use leads to FSM circuits with
several levels of conversion of logic signals.

Another approach to reducing hardware amount, con-
sidered in this article, is to use the principle of operational
transformation of state codes [8]. According to it, the
transformation of state codes in an FSM is not carried out
with the help of a canonical system of Boolean equations,
but with using of a set of arithmetical and logicalal opera-
tions that form a special datapath of transitions. This
structure of FSM with DT shows a fairly high efficiency
in terms of hardware expenses [9].

In the work [10] considers an algebraic model of FSM
with DT, according to which this FSM can be represented
as a system of isomorphisms of partial algebras (transition
algebras). Each transition algebra describes the rule of
transformation of state codes for its subset of FSM transi-
tions and assumes its own scalar or vector interpretation
of state codes. The system of isomorphisms of algebras
today is the only formal way to specify the FSM with DT.
However, the synthesis of the FSM circuit directly by the
system of isomorphisms of algebras is complicated due to
different representations of FSM transitions.
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A direct structural table is traditionally used to specify
the FSM behavior [2, 7]. The method of synthesis of FSM
according to the table of transitions is widely known and
applied in practice [7]. This article proposes a new way to
specify the FSM with DT, based on a modified table of
transitions.

3 MATERIALS AND METHODS
The canonical FSM is usually set in the form of a di-
rect structural table (table of transitions), the format of
which is presented in Fig. 1 [2]. The purpose of columns
of the table of transitions and its use for the synthesis of
the FSM circuit are described in [7].

[ K(am) as K(as) )(h Yh

) h h

Figure 1 — Structure of the table of transitions

Let the FSM be given in the form of a GSA G, [7],
which is shown in Fig. 2, left. In the right part of Fig. 2
shows a description of GSA G in the kiss format, which is
used to describe finite state machines in the test collection
LGSynth93 [11]. GSA G is marked by the states of the
Moore FSM, contains M = 10 states ay — a9, L = 3 input
signals x; — x3, N = 4 output signals y; — y4 and B = 13
FSM transitions. To encode 10 states, it is sufficient to

use R = 4 binary digits.
START ) @o

>

| vy | &

Let’s synthesize for GSA G a finite state machine with
datapath of transitions. Suppose the next transitions op-
erations O; — O; are given:

01: K(as) = K(am) + 910; (1)
0»  K(a,) = K(a,) & 1000,; Q)
0y K(ay) = K(a,) ® 0100,. Q)

In operation O;, a decimal constant 9 is added to the
current state code K(a,,). This means that a scalar decimal
interpretation is used for the codes K(a,,) and K(a,) when
performing O;. In operations O, and O; over the code
K(a,,) bitwise logical operations with binary constant are
performed. Therefore, the codes K(a,) and K(a;) when
performing operations O,, O; are interpreted as binary
vectors. Thus, when using operations (1)—(3) for state
codes will be used two different interpretations: decimal
number and binary vector. Note that the arguments and
values of operations (1)—(3) are in the range [0; 15], i.e. in
the range of numbers specified by four-digit binary codes.
For example, in the circuit implementation of the opera-
tion “+9” the result is always modulo 16 (in fact, the
lower four binary digits of the result are taken).

V3

al
a2
a3
a6
a4
ab
a8
a2
ar
a8
al
ag
a0

0000
1100
0010
0010
0101
1000
0001
0110
0110
1001
0100
0100
1010

Figure 2 — Graph-scheme of algorithm G
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Let’s perform an algebraic synthesis of FSM with DT,
which is as follows:

— to each state of the FSM we will match the unique
four-digit binary vector having the corresponding decimal
interpretation;

— for each FSM transition we will match any operation
from (1) — (3), which for the given state codes transforms
the code K(a,,) into the code K(ay).

The result of algebraic synthesis in graphical form is
shown in Fig. 3. In each vertex, which is marked by the
Moore FSM state, the state code is shown in scalar (deci-
mal) and vector (binary) interpretations. Each FSM transi-
tion is marked by one of the operations (1) — (3): “+97,
“& 1000” or “® 0100”. Since the operational transforma-
tion of state codes affects only the function of the FSM
transitions and does not affect the function of the outputs,
the microoperations in Fig. 3 are not shown, although
they continue to correspond to Fig. 2.

As we can see, with the chosen values of state codes,
all transitions within the GSA G are implemented using of
operations (1)—(3). For example, the transition from state
a; with code K(a3) = 9,0 = 1001, to state a, with code
K(as) = 210 = 0010, is performed using the operation

“+9”, and from the result 18, = 10010, the lower four
digits 0010, were taken.

Let’s modify the table of transitions of the canonical
FSM as follows:

1. Instead of column K(a,) add columns Ki(a,),
Ky(ay), ..., Ki(a,), which correspond to all used interpreta-
tions of state codes for all / interpretations.

2. Do the same with column K(a,), adding columns
Ki(ay), Kx(ay), ..., K/(ay) instead.

3. Add a column W), containing information about the
code of transitions operation that implements current
FSM transition. The values of w; specified in this column
correspond to the values 1 in the binary code of the corre-
sponding operation. Filling in this column is preceded by
the step of encoding of transitions operations.

4. Remove the column @,, because the conversion of
state codes in the FSM with DT is carried out using a set
of transitions operations, rather than a system of canonical
equations of the transition function.

Let’s call the received table as the operational table of
transitions (OTT). In the general case, its structure corre-
sponds to Fig. 4.

510201012 aO

lip=

i

@ 0100
0001, | a1

& 1000 [«

Figure 3 — Result of algebraic synthesis for GSA G and operations (1)—(3)

ap K](am)

Kian) as

K 1 (a:)

Kiay) X W, Y, h

Figure 4 — Structure of operational table of transitions
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Let’s present in the form of OTT the results of alge-
braic synthesis of the FSM, shown in Fig. 3. To do this,
we encode the given transitions operations O; — O3 with
unique binary codes of bit size Ry = ] log, 3 [ =2, which
are formed by signals W = {wy, w,}. The result of coding
is presented in Table 1. Taking into account the coding of
transitions operations, the operational table of transitions,
hich corresponds to GSA G and Fig. 3, is presented by
Table 2.

Table 1 — Coding of operations O, — O;

O; Wi W,
0, 00
0, 01
0O; 10

In this example, the number of interpretations of the
state codes / = 2 (scalar decimal value and binary vector).
When using the transition operation Oy, the code K;(a,,) is
converted into the code K (a,); when using operations O,
and Os, the code K>(a,,) is converted into the code K (ay).
For example, the transition 4 = 5 is realized by operation
O,. Therefore, in this transition, the conversion of scalar
interpretations of codes is performed, i.e. the code
Ki(a,) =9 into the code K;(a,) =21¢. This transforma-
tion is performed using the adder circuit with the preser-
vation of four lower digits of the result.

Note that the dash in the column /7, means that for the
implementation of the corresponding transition, values
w; =1 are not formed, which corresponds to the code of
operation O; (w; =0, w, = 0).

4 EXPERIMENTS

Let’s show an example of Table 1, that the informa-
tion contained in the OTT is sufficient for the synthesis of
the logic circuit of the FSM with DT. The structural
model of the FSM with DT, corresponding to the Moore
FSM, is shown in Fig. 5 and contains the next synthesized
blocks:

— the block W generates a set of signals W with digit
capacity Ry = 1Pl according to formula (4), where P is
the number of transition operations; X is the set of L input
signals of the FSM corresponding to the logical condi-
tions xi, ..., x; of the given GSA; T — state code of the
FSM with digit capacity R

w=Ww(X,T); )

— the block DT corresponds to the datapath of transi-
tions and implements a set of transitions operations in the
form of a set of separate combinational circuits, the out-
puts of which are multiplexed by the signal ¥ and enter
the FSM memory register that is part of the DT [8];

— the block BMO corresponds to the cicruit of forma-
tion of microoperations and implements the output func-
tion of the Moore FSM in the form of a set of microopera-
tions Y= {y,, ..., y,} according to formula (5) by analogy
with [2, 7]

Y=Y (D). (&)

Let’s synthesize these blocks. Under the synthesis of
the logic circuit of the machine we will understand the
development of VHDL-model, which can be synthesized
in the element basis of Xilinx FPGA [12].

Table 2 — Operational table of transitions (GSA G)

ay K(an) Ki(an) ay K(ay) K>(ay) X W, Y h
ap 5 0101 a; 1 0001 1 w; - 1
a; 1 0001 a 0 0000 1 w; Vi, V2 2
a; 0 0000 as 9 1001 X; - V3 3

as 4 0100 X w; 4
as 9 1001 ay 2 0010 1 - V2, V4 5
ay 2 0010 as 11 1011 1 - Vi 6
as 11 1011 as 8 1000 1 w2 Vi 7
as 4 0100 a 0 0000 X w3 Y2, V3 8

a; 13 1101 X, - 9
a; 13 1101 as 8 1000 1 w2 Vis V4 10
as 8 1000 a; 1 0001 X3 - V2 11

ay 12 1100 X3 w; 12
ag 12 1100 ap 5 0101 1 - Vi, V3 13
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X > w
W DT

A 4

»
»

» BMO |, Y

Figure 5 — Structural model of FSM with DT

Block W

This block implements a system of Boolean equations
of function (4), in which each signal wi is formed in ac-
cordance with expression (6)

H
wi=V CpAl X, (=1, Ry) (6)

In this formula, C;;, is a Boolean variable equal to 1,
if and only if the function w; is written in the OTT line
number /; A,},l, is a conjunction of internal variables, cor-
responding to the binary representation of state code a,,
from the line number 4 (for example, A57 =N L,TTy);
X, is a conjunction of signals of logical conditions, writ-
ten in the column X, of the line number 2 (X, =1 for

unconditional transitions).
For this example, the system of equations of function
(4) is the next:

wy = T T3Ty v T TT,R v T TT,RS;
N _ _ _ (7
wy :T1T2T3T4 VT1T2T3T4 VT1T2T3T4)C2V7}T2T3T4.

In the general case for the system (7) it is possible to
carry out minimization in order to reduce the complexity
of the circuit [4, p. 269].

System (7) can be described in VHDL in different
ways, for example, as a separate process (Fig. 6) [12].

In this model, the description of the buses 7, X and W
corresponds to the same FSM signals and is discussed
below in the description of the architecture block.

Block DT

This block includes an operational part that imple-
ments operations (1) — (3) and their multiplexing, as well
as a memory register designed to store the current FSM
state. The functional diagram of these nodes is shown in
Fig. 7. Since for the considered example the circuit of DT

process (T, X) -- Block W

begin

consists of standard functional blocks, special synthesis of
this circuit is trivial and is not required.

In Fig. 8 VHDL-model of OAP, in which the opera-
tional part and the memory register are represented by
separate processes, is showed.

The first process corresponds to the operational part of
DT. The absence of the synchronization signal C in the
list of sensitivity of the process indicates the asynchro-
nous nature of the operation of this block. Within the
process transformation of the state code 7 is performed
using one of three transitions operations depending on the
value of the operation code . As will be shown below,
for the signal T used data type "unsigned", which allows
you to interpret this signal simultaneously as an unsigned
integer and as a binary vector.

The second process corresponds to the memory regis-
ter. Receiving data in the register, as well as the switching
to the initial state 0101, in the presence of the Reset signal
are carried out synchronously on the leading edge of the C
signal.

Block BMO

The synthesis of this block is performed in accordance
with the contents of column Y, of the operational table of
transitions (Table 2). In this case, to obtain a synthesized
VHDL model of the block, it is possible to use the
method considered for block W (build a system of Boo-
lean equations for generated microoperations), or use the
case operator belonging to the synthesized subset of the
VHDL language. We use the second method, as a result
of which we obtain the VHDL model of the BMO block,
shown in Fig. 9.

In this model, after the start of the process, all digits of
the output bus Y are given zero values. Then, depending
on the values of the signals on the bus 7, the required dis-
charges of the bus Y are set to 1. It is expected that state
code values not provided by the case operator should not
appear on the 7 bus.

W(1) <= (not(T(1)) and T(2) and not(T(3)) and T(4)) or
(not(T(1)) and not(T(2)) and not(T(3)) and not(T(4)) and not(X(1))) or
(T(1) and not(T(2)) and not(T(3)) and not(T(4)) and not(X(3)));

W(2) <= (not(T(1)) and not(T(2)) and not(T(3)) and T(4)) or
(T(@) and not(T(2)) and T(3) and T(4)) or
(not(T(1)) and T(2) and not(T(3)) and not(T(4)) and X(2)) or
(T() and T(2) and not(T(3)) and T(4));

end process;

Figure 6 — VHDL model of block W
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1001, Al SM g p,| MUX |
D,
— B D2
AND S
1000, A Q
— B Reset
C
0100, A | XOR g
LB
T—
W-

process (W, T)
begin

Figure 7 — Functional diagram of datapath of transitions

if W= "00" then

D<=T+ 9;

elsif W = "01" then

D <= T and "1000";

else

D <= T xor "0100";

end if;
end process;

process (C)
begin

-- Datapath of Transitions

-- State Register

if rising_edge(C) then

if Reset = "1" then
T <= "0101";
else
T <= D;
end if;
end if;

end process;

process (T)

begin

Y <= (others =>

case T is
when "0001"
when "0000"
when "1001"
when '0010"
when "1011"
when '0100"
when "1101"
when *1000"
when "1100"
when others

end case;

end process;

Figure 8 — VHDL model of datapath of transitions

"0);

-- Microoperations

= Y(1) <= "1%; Y(2) <= "17;
=> Y(3) <= "17;

=> Y(2) <= "1"; Y(4) <= "17;
= Y(1) <= "1°;

=> Y(4) <= "17;

=> Y(2) <= "17; Y(3) <= "17;
= Y(1) <= "17; Y(4) <= "17;
= Y(2) <= "1°;

= Y(1) <= "1%; Y(3) <= "1°7;
=> null;

Figure 9 — VHDL model of block BMO
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Let’s combine the considered VHDL descriptions into
a single object entity, resulting in a synthesized model of
FSM with DT (Fig. 10). A feature of this model is the
presence of the output port S, which displays the code of
the current state 7. This is done in order to analyze func-
tioning of the FSM in the process of behavioral modeling.

5 RESULTS
Synthesis of the VHDL model shown in Fig. 10, in
CAD Xilinx Vivado 2021.1 allowed to obtain hardware
expenses for implementation of the FSM, equal to 7 LUT-
elements (based on FPGA xc7al2ticsg325-1L FPGA of
Artix-7 series).

library I1EEE;
use IEEE.STD_LOGIC_1164_ALL;
use ieee.numeric_std.all;

To test the correctness of VHDL model of the FSM
with DT, a behavioral part was developed that imple-
ments the next functionality:

— single generation of the Reset signal in the range of
10-90 ns from the beginning of the simulation;

— regular signal C generation with a duration of 20 ns
with an interval of 100 ns;

— regular generation of input signals x; —x; with dif-
ferent values of lengths of 1 and 0 levels.

Fig. 10 shows a fragment of the time diagram of the
FSM in the process of behavioral modeling. This frag-
ment demonstrates the correctness of the transition func-
tion and the output function of the FSM. For example, at

entity OAP is
generic (R: integer := 4; L:
RW: integer := 2; N: integer

port (X: in std_logic_vector (1 to L);
C: in std_logic;
Reset: in std _logic;
S: out unsigned (1 to R);
Y: out std_logic_vector (1 to N));

end entity OAP;

integer := 3;

4)

architecture OAP_A of OAP is
signal T, D: unsigned (1 to R);
signal W: std_logic_vector (1 to RW);
begin

process (C) -- State register

|-3|-'(-)cess T, X) -- Block W
;-)l-'(-)cess w, T
[-)I-"(-)CGSS (@)

S <=T;
end architecture OAP_A;

-- For debugging

-- Datapath of transitions

-- Block of microoperations

Figure 10 — Synthesizable VHDL model of FSM with DT
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Figure 10 — Fragment of time diagram of behavioral
modelling of work of FSM with DT (in interval from 0 to 600 ns)
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time t = 380 ns, marked by a vertical marker, the FSM
performs transition from the state with the code T=0
(state &), analyzing value of signal X;. Since at this point
X; =1, the transition is carried out to a state with code
T =9 (state a;), which is consistent with Fig. 3. After the
transition to state a;, the formation of microoperations Y,
and Yy, is carried out, which is consistent with Fig. 2.
Thus, the synthesis of FSM with DT for this example is
performed correctly.

6 DISCUSSION

A finite state machine with datapath of transitions dif-
fers from a canonical finite state machine in that it uses a
set of arithmetical and logical operations (transitions op-
erations) to convert state codes, which form a datapath of
transitions. Each transitions operation involves a certain
interpretation of binary state codes and is formally speci-
fied on a set of interpreted values. One of the interpreta-
tions is a scalar representation in the form of an unsigned
integer, which allows to define on the set of state codes
operations of addition, subtraction, and so on. Interpreta-
tion of the state code in the form of a binary vector allows
to specify over the state codes bitwise logical operations,
shift operations and the others. Information about the used
operations and methods of interpretation of binary state
codes is necessary for the schematic implementation of
the transition function of the FSM.

The input data for the synthesis of the logic circuit of
the canonical FSM is a table of transitions (direct struc-
tural table), which contains information about the func-
tions of transitions and outputs of the FSM. However, its
use for FSM with DT is impossible due to the lack of in-
formation about the methods of interpretation of state
codes and transitions operations. In this paper, it is pro-
posed to use the so-called operational table of transitions
for specification the FSM with DT, which provides ex-
tended information about the function of transitions of the
FSM. The example considered in the paper showed that
specification of the FSM with DT in the form of an opera-
tional table of transitions is sufficient for the synthesis of
the logic circuit of the FSM in the form of VHDL model
focused on the use element basis of FPGA-type.

The possibility of obtaining with the help of VHDL
model numerical characteristics of hardware expenses for
the implementation of the FSM circuit allows us to rec-
ommend the use of the operational table of transitions as a
way to present the results of other known methods of
hardware expenses in FSM circuit.

CONCLUSIONS

The article proposes a solution of scientific problem of
formalizing the description of the processes of state codes
transformation in a finite state machine with datapath of
transitions, which allows to bring the description of this
class of finite state machine in line with traditional de-
scription of other classes of finite state machines.

The scientific novelty of the work is to modify the di-
rect structural table by adding to it information about al-

© Barkalov A. A., Titarenko L. A., Babakov R. M., 2022
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gebraic interpretation and methods of transformation of
state codes. The resulting operational table of transitions
is proposed for the first time and contains sufficient in-
formation for the synthesis of the logic circuit of the
FSM.

Practical use of the obtained results is possible in the
development of formal methods of structural synthesis of
finite state machines with operational transformation of
state codes.

Prospects for further research are to develop meth-
ods of synthesis of FSM circuit, based on the formal rep-
resentation of the FSM in the form of operational table of
transitions.
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YK 004.2 : 004.94

CHHTE3 MIKPOITPOTPAMHOI'O ABTOMATA 3 OIEPAIIITHAM ABTOMATOM IEPEXO/IIB
3A ONEPAIIITHOIO TABJHIIEIO TEPEXO/IIB

BapkaiioB O. O. — 1-p TexH. HayK, mpodecop, mpodecop [HCTUTYTY KOMI'IOTEPHUX HAYK Ta EIEKTPOHIKH YHIBEpCHUTETY 3elre-
HOTYPCBKOTO, M. 3eipoHa ['ypa, [Tonpmia.

Titapenko JI. O. — 1-p TexH. HayK, npodecop, npopecop IHCTUTYTYy KOMIT'IOTEPHHX HAyK Ta IEKTPOHIKH YHIBEpPCHUTETYy 3elie-
HOT'YpCbKOro, M. 3enboHa I'ypa, [Tonbma.

Ba6akoB P. M. — 1-p TexH. HayK, JOICHT, JOICHT Kadeapu iHPOPMAIIHHUX TeXHOIOTiH JOHEIbKOr0 HAIliOHABHOTO YHIBEPCH-
tety iMeHi Bacwist Cryca, M. Binnuipt, Ykpaina.

AHOTAIIA

AKTYyaJabHicTb. Po3risnyTo 3amady dopmarizamii omucy MiKpomporpaMHOTO aBTOMAaTa, 3aCHOBAHOTO Ha MPHHIINII OIlepaLiifHo-
r'0 IepETBOPEHHS KOJIIB CTaHIB, 32 TOMIOMOT0I0 Moau(ikoBaHO1 Tabmumi nepexonis. O0'eKToM HOoCTiKEeHHS Oyiia MOAETbh MiKpOIIPO-
IpaMHOTO aBTOMATa 3 OIEpallifHIM aBTOMATOM IepexoaiB. Mera poboTH — po3poOka Ta HOCTIKEHHs coco0y (opMaIbHOTO 3a-
BJIAHHS MIKpOIIPOTrpaMHOTO aBTOMATa 3 OIepaIifHIM aBTOMaTOM Iepexo/iB y BUIIILAI Moan(ikoBaHOT TabNuUIi IIepexoAiB, Mo Mic-
TUTh JOCTATHIO iHGOPMAIIIIO JIUIsl CHHTE3Y JIOTIYHOT CXEMH aBTOMAaTa B 0a3uci MporpaMyBabHUX JIOTIYHUX TPHUCTPOTB.

MeToa. 3anporoHOBaHO HOBHII cHoCi0 MpeAcTaBiIeHHsT (GOPMAIBHOTO PIIeHHS 3a/adi adreOpaiyHOro CHHTE3y MIKpOIporpam-
HOTO aBTOMATa 3 OMEpallifHMM aBTOMaTOM IMEPEeXOJiB y BUIIIAAL omepauiiHoi tabmuui nepexoniB. Lls Tabmuiyt € moaudikaiiero
MPsIMOT CTPYKTYPHOI TaOIIuLi, 3a3BU4ail BUKOPUCTOBYBAHOI P CHHTE31 MiKpOIIPOrpaMHHUX aBTOMATIB. BukopucTaHHs paHirie Bimo-
MOTO TpEeACTaBICHHA (HOPMATIBHOTO BUPILICHHS 3a/adi anreOpaitHOro CHHTE3y y BHIVIALI CUCTEMH 130MOP(i3MiB aBTOMAaTHHX aj-
re0p € HaATO GPOPMATI30BAHUM 1 YCKIAJHIOE CHHTE3 JIOTIYHOI CXEMHU aBTOMAaTa BHACIIIOK PO3AUTLHOTO OnMucy (YHKLIH HepexomiB i
BuxoiB. [lokazaHo, o CTpyKTypa MiKpOIIPOTpaMHOI'0 aBTOMATa 3 OIEpaI[ifHIM aBTOMATOM IIEPEXOiB BUMarae BHECCHHS 10 Tpa-
JMIIHHOT TabIHIi TepexoiB iHpopManii Ipo MHOXKHHY iHTepIpeTaliil KoIiB CTaHIB i BUKOPHCTOBYBaHI omeparii mepexois. 3a3Ha-
YEHO, 1[0 3aMPONOHOBaHA OlepalliiiHa TaOIHIl MEPEXOIiB MICTUTh JOCTATHIO iH(OPMAIIIO JJIs CHHTE3Y JIOTIYHOI CXEMH aBTOMATa.
HageneHo npukiiaz moOy10BU onepariitHol Tabuili Mepexo/IiB A aBTOMATA, 33J]aHOT0 Ipad-CXEMOI0 IMIUIEMEHTOBAHOTO aJITOPHUT-
My KepyBaHHs. Y HpHKIaAi [MOKa3aHi pi3HI METOAH iHTepHpeTallii KOIiB CTaHiB. 3apoONOHOBAHO MOPSIOK CHHTE3Yy cXeMH (opMy-
BaHHs KOJIIB omepaliiii mepexoiB ta cxeMu GopMyBaHHSI MiKpooIepalliii 3a onepauiifHo0 TabIHIeI0 epeXoIiB.

Pe3ysbraT. PO3risiHyTO NpHKIa BUKOHAHHS OCHOBHHUX €TaIliB CHHTE3Y MIiKpPOIPOrpaMHOTO aBTOMaTa 3 OnepauiiiHiM aBToMa-
TOM TIEPEXOIB 32 omepauiifHoo Tabnuiero nepexoniB. HaBeneno npukiaan Moneneii CHHTE30BaHOTO aBToMara MoBoto VHDL, siki
BPaXOBYIOTb OCOOJIMBOCTI IpecTaBiIeHHs Moaenel kiHmeBux aBromariB y CAIIP Xilinx Vivado. IToka3aHo pe3ynbTaTH CHHTE3Y
aBTomaTa 3a VHDL-monemsmu y 6a3uci IUIIC FPGA.

Bucnoskun. I[IpoBeneni excriepuMeHTH MiATBEPANIN JOCTATHICTD OllepaniiiHoi TabnuIi epexoiB ISl OIHCY MIKpOIpOrpaMHO-
ro aBTOMara 3 OlepaniifHuM [epeTBOPEHHSIM CTaHIB KOJIB 3 METOIO MOAANBIIOr0 CHHTE3Y ioro yoriyHoi cxemu. [lepcriexTrBu noaa-
JBIIMX JIOCII/DKEHb ITOJIIraloTh Y BUKOPUCTAHHI 3alPOIIOHOBAHOI ollepaiiifHoi Tabnuii nepexoiB Mpu po3podii pi3HUX METOAIB
CHHTE3y Ta ONTHMi3awii MiKpOIIPOrpaMHUX aBTOMATIB 3 ONepaLiiiHIM IEPETBOPEHHSIM KOJIiB CTaHiB.

KJIFOYOBI CJIOBA: wmikpornporpamuuii aBToMaT, ONepalliifHuii aBTOMAT MEepexo/iB, TAONHUIsL MEePexXo/iB, CHHTE3 JIOTiYHOI
CXeMH, rpad-cxeMa alropuTMy.

YK 004.2 : 004.94

CHUHTE3 MUKPOIIPOI'PAMMHOI'O ABTOMATA C ONIEPAIIUOHHBIM ABTOMATOM IHEPEXOJ0OB
IO ONNEPAITMOHHOM TABJIMIIE TEPEXOIOB

BapkanioB A. A. — 1-p TexH. HayK, podeccop, npodeccop MHCTUTYTa KOMITBIOTEPHBIX HAYK M JJIEKTPOHUKH YHUBEPCHTETA 3e-
JICHOTYpCKOTO, T. 3eneHa ['ypa, [Tonpma.

Turapenko JI. A. — 1-p TexH. HayK, mpodeccop, mpodeccop MHCTHTYTa KOMIBIOTEPHBIX HAYK M DICKTPOHUKH YHHUBEPCHTETA
3eneHorypckoro, r. 3eneHa ['ypa, [lonaba.

Bab6axos P. M. — 1-p TexH. HayK, IOLEHT, HOLEHT Kadeapbl MHPOPMAIUOHHBIX TEXHOJOTHH J[OHEKOro HAaIMOHAIBHOTO YHU-
Bepcutera uMeHH Bacwuia Cryca, r. Bunnuna, YkpauHa.

AHHOTALUA

AKTyanasHOCTB. PaccMoTpena 3aada (popManu3aluy ONMCAaHWS MUKPOIPOrPAaMMHOIO aBTOMAara, OCHOBAHHOTO Ha NpPHUHIIMIIE
OMEepPaMOHHOTO PeoOpa30BaHusI KOJOB COCTOSHUIA, C TOMOILIbI0 MOANMUIIMPOBAHHON TaOIHIEI TIepexogoB. OOBEKTOM HCCIIeI0Ba-
HHS SBIISUIACH MOJIENb MUKPOIIPOIPaMMHOTO aBTOMAaTa C ONEPALMOHHBIM aBTOMAaTOM IepexonoB. Llenb paboTel — pa3paboTka U Hc-
ciefoBaHue crocoda GopManbHOTO 3aaHHsT MUKPOIIPOrpaMMHOIO aBTOMAara C OIEPAIlMOHHBEIM aBTOMAaTOM IIEPEXOJI0B B BHJIE MO-
JU(UINPOBAHHON TaOIHIBI MEPEXOAO0B, COJIEpXKAIel JOCTATOYHYI0 MH(GOPMALUIO ISl CHHTE3a JIOTHYECKOH CXEMbI aBTOMaTa B
0asuce NPOrpaMMHUPYEMbIX JJOTHUECKUX YCTPOHCTB.

Mertoa. IIpemnoxen HOBBIA crnoco0 mpeacTaBieHHs (OPMAIBHOrO pELICHUS 3a[auyd aureOpanyeckoro CHHTE3a MUKPOIPO-
IPaMMHOTO aBTOMAaTa ¢ ONEPalliOHHBIM aBTOMATOM HEPEeXO0A0B B BHJE ONEPALMOHHON TaOJIHULbI IepexooB. JJaHHas Tabnuna sBiis-
ercst MoauUKauued npsAMOi CTPYKTYPHOH TabiuLbl, TPaJUIIMOHHO HCIIOIb3yEeMON NPH CHHTE3¢ MUKPOIPOTPAMMHBIX aBTOMATOB.
Vcnonp30BaHue paHee H3BECTHOTO MPEICTaBICHUs (OPMaTIbHOTO PEIICHHs 3aJa4u adreOpanyeckoro CHHTE3a B BUJE CHCTEMBbI H30-
MOpGHU3MOB aBTOMATHBIX anreOp SBISETCS CIMIIKOM (OopManu30BaHHBIM M 3aTPYIHSET CHHTE3 JIOTHYECKOH CXEMBbl aBTOMAaTa IO
MIPUYUHE Pa3[e]bHOr0 ONMUCAaHMs (YyHKIMH IepexoJoB U BEIXOAOB. [IokazaHO, 4TO CTPYKTypa MHKpPOIIPOrpaMMHOIO aBTOMAara C
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OIIepallMOHHEIM aBTOMATOM IIEPEX0JI0B TpeOyeT BHECEHHS B TPAAUIMOHHYIO TabIuIly epexonoB HHGOpPMAIy O MHOXKECTBE HHTEP-
IpeTanyii KOZOB COCTOSIHUM U MCHOJIB3YyEMBIX Oepalusix nepexonoB. OTMEYEHO, YTO NMpEeAIoKeHHas OlepanioHHas Tabiuma nepe-
XOJIOB COJICPIKHT JOCTATOYHYI0 HH(OPMALIMIO IS CHHTE3a JOTMYECKOH CXeMbl aBToMaTa. [IpuBesieH mpuMep MoCTPOSHHUS ONepaLy-
OHHOM TaOJUILIBI IEPEXO0B YIS aBTOMATa, 3aJaHHOTO Ipad)-cXeMOil UMILIEMEHTHPYEMOr'0 aJITOPUTMa YIpaBieHus. B npumepe npo-
JEMOHCTPUPOBAHBI PA3JINYHbIE CHOCOObI MHTEPHPETALMU KOJIOB COCTOAHMIL. [Ipenoxen NOPANOK CHHTE3a cXeMbl ()OPMUPOBAHUS
KOJIOB OMEPAIHH MIEPeX00B U CXeMBbI (POPMUPOBAHUS MHKPOOTIEPALIUH IO ONIEPAMOHHON TabIHIe TEPEXOI0B.

Pe3yabTathl. PaccMoTpeH mpuMep BBIIONHEHUS OCHOBHBIX 3TAlOB CHHTE3a MHKPOIPOTPAMMHOTO aBTOMAaTa C ONEPalMOHHBIM
aBTOMATOM IIEPEXOOB 10 ONEPAMOHHOI TabiuIe rmepexonoB. [laHbl IpHMEpHl MOAENCH CHHTE3MPOBAHHOTO aBTOMAaTa HA SI3BIKE
VHDL, KoTOpBble YYUTHIBAIOT OCOOCHHOCTH NPEACTaBIeHHsI Mozeneil koHeunslx aproMaroB B CAIIP Xilinx Vivado. [Toka3ans! pe-
3ynbTaThl cuHTe3a aBroMaTa no VHDL-mozensim B 6a3uce [TJIMC FPGA.

BeiBoabl. [IpoBeeHHbBIC 3KCIIEPUMEHTBI HOATBEPIUIN 10CTATOUHOCTh OIEPAllMOHHON TaONUIbl IEPEXOJI0B [Vl ONUCAHUS MHK-
PONPOrpaMMHOTO aBTOMATa C OMEPAlMOHHBIM MPeoOpa3oBaHHEM KOJOB COCTOSIHUM C IIEbI0 JalbHEHIIET0 CHHTE3a €ro JOTHUECKOM
cxeMbl. [lepcreKTuBE! TabHEUIINX HCCIeOBAaHUN 3aKIII0YAIOTCS B UCIIOJIB30BAHUH IPEATI0KEHHOH ONEpallMOHHONW TabIuLbl Iepe-
XOJIOB TIPH pa3pabOTKe Pa3INIHBIX METOJOB CHHTE3a W ONTHMHU3ALUH MUKPOIIPOTPaMMHBIX aBTOMATOB C OIIEPAllMOHHBIM Ipeodpa-
30BaHHUEM KOZIOB COCTOSHUM.

KJ/JIIOUEBBIE CJIOBA: MuxponporpaMMHBIA aBTOMAT, ONCPalMOHHEINA aBTOMAT MEPEX00B, TabINIa MepexoioB, CHHTE3 JIO-
THYECKOH CXEMBI, Tpad-cXeMa alropuTMa.
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ABSTRACT

Context. The problem of localization of the effect of errors in data transmission channels when using compression and noise-
immune coding methods in the conditions of compliance with the speed of data delivery in infocommunication systems of the
aerosegment. The object of the study is coding methods for increasing the reliability of video information resources in infocommuni-
cation networks using airmobile platforms.

Objective. The goal of the work is to methodology development of increasing the reliability of video information in the info-
communication networks of the aerosegment.

Method. The use of noise-immune coding methods to ensure the required level of reliability of video information transmitted in
infocommunication systems of the acrosegment has a number of significant disadvantages: it leads to a significant increase in the bit
volume of compactly presented video data; the time delay for the delivery of video information is growing, which is critical in the
conditions of using airmobile platforms. An increase in time delays in the process of delivering video information leads to the fact
that the video information will not be transmitted in full and, as a consequence, in the conditions of aeromonitoring, to the loss of
data reliability; time for processing video data increases. The advantage of using compression coding technologies to solve the prob-
lem of increasing the reliability of video information transmitted in infocommunication systems of the aerosegment is to reduce the
bit volume of the video information resource. However, the existing video processing technologies are based on the use of statistical
coding methods and the identification of a series of identical sequences of repeating elements. But the use of such technologies does
not provide the required level of error localization. Restructuring method was developed based on identifying patterns in the internal
binary structure of message elements by a quantitative attribute. The sign of the number of series of units in the binary structure of
message elements is used as a tool for restructuring. Distinctive features of the method are that the restructuring of the information
space is carried out without loss of integrity on the basis of structural features by the number of binary series.

Results. The analysis of existing directions for solving the problem of increasing the level of reliability of video information
transmitted in the infocommunication systems of the aerosegment was carried out. A method of internal data restructuring has been
developed, which allows obtaining the following results: conditions are provided for additional reduction of structural redundancy of
code representation of information due to significant reduction of information space capacity as a result of using internal data restruc-
turing on the basis of the number of series of units; conditions are created for localization of errors in the process of reconstruction of
video information resources; conditions are created to reduce the time for data processing, due to the fact that the developed method
of data restructuring does not require transformations over the elements of the message.

Conclusions. It is necessary to improve the existing compression coding technologies in the direction of identifying patterns, tak-
ing into account which will allow localizing the destructive effect of errors arising in the communication channel.

KEYWORDS: video information resource, coding, reliability, efficiency, communication channel, aecrosegment, compression
technology.

o ABBREVIATIONS K" is a number distorted pixels that affect the quality
CS is crisis situations; of visual perception, %;
UAV is unmanned aerial vehicles; P(¢) is a probability of bit errors under conditions of

VIR is video information resources;
BCH is Bose-Chowdhury-Hawkingham codes;
SU is series of units.

interference and interference in the communication chan-
nel;
P(ug) is a probability of the appearance of elements

NOMENCLATURE ug in video sequence U();

Je is a message clustering functionality U(6) of the PSNR. is a peak signal-to-noise ratio under condi-

plural U(R;) on the basis of A, A=A, 7“|A\; tions of interference and interference in communication
fer(ug,;) is a element clustering functionality ug channels, dB; . )
PSNRg,,. is a necessary value of peak signal-to-

video sequences U(0) with the same amount A; SU; . .
noise ratio;
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PSNR; is a value of peak signal-to-noise ratio for
development method;.

qo-1>9o are previous and current binary digits,
which specify the internal binary structure of the element
ug message U(0);

T 4o 1s a delays time, ms;

T, 1s a transmission time, s;

U(0) is a video sequence;

ug 1s an element of video sequences;

U(h;) is a set (cluster) of elements ug, the binary

representation of which has the same value of the sign A,
ie. A=2;;

U(9) is an alphabet of video sequences U (0) ;

V,. is a transmission speed, Mbps;

A is a quantitative sign;

Ay 1s a value of quantity A SU on o-th step,

ot=1,|u\§|2 .

INTRODUCTION

Significant rates of digitalization of society are ac-
companied by increasing the role of information space at
both state and regional levels [1-3]. Especially in the field
of security, the main objects of which are the population
and the system of critical infrastructure of the city [3—5].

In this direction, video services play an important role
as a means to improve the efficiency of departmental
bodies and line ministries in terms of timely detection,
prompt coordinated response to threats to critical
infrastructure of the city, and prompt decision-making on
their location [6—8]. In turn, the threats that may arise in
modern society and the system of critical infrastructure
can lead to crises of man-made, natural, criminogenic,
terrorist nature [9—11].

It should be borne in mind that the critical
infrastructure system is characterized by such properties
as complexity, scale and mobility [12]. In this regard, the
use of infocommunication systems of the aerosegment
segment has become especially important [13—15]. Thus,
unmanned aerial vehicles (complexes, drones) are
actively used for mobile monitoring of remote objects and
areas [16-18]. This allows for timely detection and
prompt response to crisis (emergency) situations.

Thus, the use of remote infotainment technologies
based on airborne means in order to increase the effec-
tiveness of actions aimed at prevention and timely re-
sponse to crisis situations (CS) is a very important issue.

Thus, the use of unmanned aerial vehicles provides
the following tasks [19-21]:

— obtaining up-to-date information about the object
(territory) of observation — video surveillance in real time;

— monitoring of remotely remote objects of observa-
tion;

© Karlov D. V., Tupitsya I. M., Parkhomenko M. V., 2022
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— simultaneous monitoring of a significant number of
observation objects;

— monitoring of large areas;

— monitoring of dynamic objects.

For the transmission of video images in the infocom-
munication systems of the aerosegment, wireless commu-
nication channels are used, which are characterized by the
presence of a whole range of interference (interference) of
natural and artificial nature [22-24]. In this regard, it is
necessary to take into account the following problematic
aspects of the implementation of wireless technologies
[24]:

— low resistance to errors in data transmission chan-
nels;

— the need to take into account the electromagnetic
compatibility of on-board radio equipment with wireless
devices.

This leads to a significant loss of authenticity of video
information due to:

— receiving a video information resource with a sig-
nificant delay;

— loss of relevance of the received video data;

— complete destruction of video information in seman-
tic content;

— Inability to identify image objects.

Thus, the use of unmanned aerial vehicles on the one
hand allows increasing the level of informatization of
control systems, and on the other is leads to a significant
loss of reliability of video information.

The purpose of the work is development of a meth-
odology to increase the reliability of compactly presented
video images in infocommunication networks in terms of
ensuring the required level of efficiency.

1 PROBLEM STATEMENT
Suppose we have a video sequence U(0) consisting

of elements u; (izl,_O) and transmitted over a data
channel under error conditions P(g). The task is to de-
velop a method of internal data U(B) restructuring by

identifying patterns in the internal binary structure [ug ]
of the elements ug of the video sequence U (0) on a

quantitative sign A for further clustering.

Restructuring of the information space should provide
the required level of reliability of the reconstructed video
image, the quantitative assessment of which is the peak
signal-to-noise ratio PSNR, .

For the developed method, the peak signal-to-noise ra-
tio at a given error level ( P(g) = 107 ,P(e)= 107 ) in the
data channel should have the following value:

PSNR, >15-25dB..

2 REVIEW OF THE LITERATURE
Analysis of recent scientific publications shows that
currently actively used UAVs, which are characterized by
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an increase in maximum flight altitude to 7000 m [25—
27]. In this regard, the requirements for the resolution of
on-board video surveillance equipment installed on board
the UAV are increasing.

To obtain video information using the air segment,
airborne means are actively used, which are characterized
by the following features [28-30]:

— image resolution — not worse than 4000 x 3000 pix-
els [28];

— video resolution — not worse than Full HD (1920 x
1080 pixels) [29];

— image format — JPEG / DNG (RAW) [29-30];

— video format — MP4 / MOV (MPEG-4 AVC /
H.264, HEVC / H.265) [28-30];

— frame rate per second — 24... 60 [30].

In turn, the increase in the resolution of video images
in terms of increasing the height of aerial monitoring
leads to the fact that:

— requirements for ensuring the appropriate level of
reliability of video information resources (VIR) are in-
creased. This is due to the fact that the number of ele-
ments (pixels) that describe the object of observation de-
creases, resulting in an increase in their semantic load.
Accordingly, the loss of the element due to errors in the
communication channel leads to a decrease in the level of
reliability of the VIR;

— the volume of the video image increases. This leads
to an increase in the number of video processing opera-
tions. Accordingly, with the same computational com-
plexity and increasing volumes of video information, it is
necessary to look for opportunities to reduce the complex-

—_—,— e — —— — — ——— — — — — — —_—— —_—— —

Exchange of infocommunication systems with
alternative airmobile platforms

Action of interferences and obstacles in
communication channels:

- electromagnetic compatibility;

- electromagnetic noise;

- signal attenuation in the environment;

- the need to separate signals from interference,

| |
' |
| |
' |
| |
| |
I . . . . |
| | - fluctuation, harmonic and impulse noise; |
| |
| |
' |
| |
e |
| clc. |
' |

ity of the processing of VIR to ensure the desired level of
efficiency of delivery to the final destination.

So increase the reliability of compactly presented vid-
eo images in infocommunication networks is an urgent
scientific and applied task.

3 MATERIALS AND METHODS

Let’s break feature space into rectangular regions lim-
iting the range of values of each feature by its minimum
and maximum values. Then the partition projections into
feature axis allow allocating feature intervals for each of
the rectangular block. The intervals can be formed as
cluster projections or as a regular grid, or on the basis of
class boundaries in sample one-dimensional projections
on the feature axes [24].

The use of the aerosegment involves the implementa-
tion of a number of requirements for VIR from the stand-
point of ensuring the required level of reliability, which
are shown in Table 1. The requirements specified in
Table 1 are formed taking into account:

— analysis of QoS (quality of service) indicators [31—
33];

— requirements for providing video information in
critical infrastructure systems [34];

— results of practical research [35-37].

The scheme of formation of these requirements, taking
into account the peculiarities of the use of wireless com-
munication channels for the delivery of video information
is shown in Fig. 1.

Quantitative indicators of these requirements are given
in Table 1.

Resistance to errors in Compactness
data transmission of encoded
channels video data

v

I

I

I

I

I

I - —

| Introduction of Increasing time
| | additional corrective delays in the
[

[

I

[

[

I

bits delivery of video
¢ information

Increasing the amount of f

encoded video data

Requirements for video information resource

Reliability of aeromonitoring data

Efficiency of video data delivery

Figure 1 — The scheme of formation of requirements to video information resources in the conditions of use
aerosegment
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Table 1 — Requirements for video information resources in the
conditions of using the air segment

Ne Indicator Necessary
s/n value
1. | Peak signal-to-noise ratio PSNR, under >15-25

conditions of interference and interference in
communication channels, dB

2. | Number K' distorted pixels that affect the 7-8
quality of visual perception, %
3. | Probability of bit errors under conditions of | 107°... 107
interference and interference in the communi-
cation channel, P(g)

Time delays 7,7 , ms 120

Analysis of the data listed in table 1 show that the
main requirements for VIR in the use of the aerosegment
are the following:

1. Ensuring the reliability of the video information
resource in the conditions of errors in the communication
channel, which is determined by the following quantita-
tive indicators:

— peak signal-to-noise ratio PSNR. under conditions

of interference and interference in communication chan-
nels, which should not be less than 15-25 dB;

— number K' distorted pixels in the reconstructed
video image that affect the quality of visual perception
should not exceed 7-8%;

2. Probability of bit errors under conditions of inter-
ference and interference in the communication channel,
P(e).

3. The required level of time delay T,; in the proc-

ess of data delivery of video information resource using
wireless communication technologies. Time delays T,

should not exceed 120 ms. Otherwise, in the conditions of
air monitoring, significant time delays lead to the fact that
video information will not be transmitted in full. So this is
what will lead to the loss of its credibility.

On the other hand, infocommunication systems using
airmobile platforms are characterized by the presence of
interference and interference in communication channels due
to the following factors [38—40]: electromagnetic compati-
bility of airborne radio navigation equipment with wire-
less devices; low resistance of wireless communication
technologies to errors; electromagnetic noise; the need to
separate signals from interference; mutual electromag-
netic interference of devices of one channel (or adjacent
frequencies); signal attenuation in the environment.

These factors pose a threat to the loss of information,
the destruction of video images, reducing the efficiency of
their delivery due to the need to re-record and transmit
video data.

There are the following areas of solving the problem
of increasing the reliability of video information
transmitted in infocommunication networks using
airmobile platforms, namely [41-44]:

1) using existing noise-tolerant coding technologies;

2) compression coding technologies with localization
of errors that occur in the communication channel.
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Estimation of efficiency of use of existing technolo-
gies of noise-tolerant coding of video data. One of the
ways to solve the problem increase the reliability of video
information is the use of existing noise-tolerant coding
technologies. The most common are the Bose-
Chowdhury-Hawkingham (BCH) codes and the Reed-
Solomon codes. The essence of the use of these noise-
tolerant coding technologies is the need to introduce addi-
tional corrective (verification) bits in the process of form-
ing code structures assigned to the data VIR.

Fig. 2-3 shows estimates of video transmission time

in a given level of errors (P(e)=10"*..107) at a given
baud rateV;. =5 Mbps,V,. =40 Mbps) and pixel depth
(8 bits) using standard noise-tolerant encoding methods.
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Figure 2 — Diagram of the dependence of the transmission time
of the video frame on the resolution at a given transmission

speed, V. =5Mbps
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Figure 3 — Diagram of the dependence of the transmission
time of the video frame on the resolution at a given transmission

speed, V. =40Mbps

Analysis of the data shown in Fig. 2-3 shows that:

1. Given the average recording frequency of 30
frames per second, it can be concluded that the on-board
equipment for video surveillance and video transmission
on the studied airborne means does not provide full regis-
tration and transmission of all video information gener-
ated per second.
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2. The minimum time for transmitting video informa-
tion from the UAV is:
— at a video transfer rate of 5 Mbps and error rates in

the data channel P(¢) = 107* - from 3 to 40 minutes;
— at a video data transfer rate of 40 Mbps and a given
level of errors in the data channel P(e) = 1074~ from 24 s

to 5 min;
— at a video transfer rate of 5 Mbps and a given level

of errors in the data channel P(¢) = 107 - from 2.5 to 30

minutes;
— at a video data transfer rate of 40 Mbps and a given

level of errors in the data channel P(g) = 107> — from 18 s

to 3.5 minutes

3. Increasing the pixel depth to 24 bits increases the
transmission time of video information by 3 times.

Increasing time delays in the process of delivering
video information leads to the fact that the video informa-
tion will not be transmitted in full and, as a consequence,
in the conditions of aecromonitoring to the loss of reliabil-
ity of VIR data.

Thus, we can conclude that the use of existing noise-
tolerant coding technologies can increase the resilience of
VIR to errors in data channels due to the use of additional
corrective digits, but has a number of significant disad-
vantages:

— leads to a significant increase in the bit size of video
data;

— there is a growing delay in the delivery of video infor-
mation, which is critical in the use of airmobile platforms;
— video processing time is increasing.

In the conditions of aerial monitoring, significant time
delays lead to the fact that video information will not be
transmitted in full. So this is what will lead to the loss of
its credibility.

On the other hand, it is possible to localize the effect
of errors on the quality of recoverable images due to the
existing psycho visual redundancy. But it is on the
elimination of psycho visual redundancy in the existing
methods of compression coding is achieved the basic
value of the level of compression of video images.

Therefore, it is necessary to increase the reliability of
the video information resource based on the study of the
possibilities of reducing the negative impact of errors in
the process of compression and reconstruction of video
frames.

Estimation of efficiency of wuse of existing
technologies of compression coding of video data from
a position of maintenance of necessary level of
reliability. Analysis of the effectiveness of existing
compression video coding technologies from the
standpoint of ensuring the required level of reliability in
the event of errors in the reconstruction process shows
that existing video coding algorithms, built on processing
technologies implemented on JPEG platform, have
significant shortcomings. This is due to the fact that the
action of errors for existing approaches has an avalanche
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effect, which leads to the destruction of video images in
the reconstruction process.

Estimation of reliability of video images in infocom-
munication systems of an aerosegment on an indicator of
a peak ratio signal / noise PSNR, at a given error rate

(P(e)=10"*..107) in data transmission channels is
shown in Fig. 4.

PSNR ,,dB

1402

turated medium saturated high

EPir] = 0,001 B =0, 00001
Figure 4 — Diagram of the dependence of the peak signal-to-
noise ratio PSNR,, from mistakes P(g) in the communication

channel

Analysis of the data shown in Fig. 4 shows that the
use of existing compression coding technologies does not
provide an appropriate level of reliability of video infor-
mation for infocommunication systems of the air segment.
This is due to the fact that the value of the peak signal-to-
noise ratio PSNR, at a given level of errors in the proc-

ess of reconstruction of the video information resource
does not meet the required PSNR, i.e. the following

nec’
condition is not met:

PSNR, < PSNR. ., PSNR, <15-25dB.

nec?’

So at the level of errors P(g) in the communication

channel equal to P(g)= 107 the value of the peak signal-
to-noise ratio PSNR, less than the minimum required
value of 3% for high-saturated video to 38% for low-
saturated video.

In turn, at the level of errors P(e) in the communica-

tion channel equal to P(¢) =107* the value of the peak
signal-to-noise ratio PSNR, less than the minimum re-

quired value of 36% for high-saturated video to 47% for
low-saturated video.

Hence the use of existing compression coding tech-
nologies leads to a significant loss of reliability of infor-
mation, namely the video resource can be obtained with a
significant delay and will be in this case irrelevant, or
completely destroyed in semantic content, ie not subject
to reconstruction. This is due to the fact that existing com-
pression coding technologies are based on the use of sta-
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tistical coding methods and the detection of a series of
identical sequences of repeating elements. This situation
leads to a number of significant shortcomings, namely:

1. Low resistance to errors in data transmission
channels, as statistical coding methods are based on non-
uniform code constructions.

2. Due to the formation of non-uniform structural
characteristics (lengths of series of transformant
components with zero values) to reduce redundancy in
transformants, the occurrence of errors in the
reconstruction process can lead to a shift in the data of the
video information resource.

Therefore, this direction does not provide the required
level of localization of errors. Therefore, it is necessary to
improve existing compression coding technologies in the
direction of identifying patterns, taking into account
which will localize the destructive effects of errors that
occur in the communication channel.

To solve the problems associated with improving the
reliability of VIR data while ensuring the required level of
efficiency in the use of compression coding technologies,
it is necessary to ensure the following conditions:

1) to ensure the localization of errors to reduce their
impact on destructive action in the process of reconstruc-
tion of video data;

2) due to the restructuring of the information space,
within  which unlikely elements will be coded

ue P(ui) —0), increase the value of probabilities
Pug) by dividing the power of the original alphabet and

the length of the video sequence into local sets.

To do this, it is proposed to use a fundamentally new
approach — internal restructuring, which takes into ac-
count the laws of internal binary structure of the element

ug (ug €U(D)) on a quantitative sign A.

Structural and functional scheme of clustering of

Video sequence clustering U(0) on a quantitative
sign A of the set U(X;) is given by the following

expression:

U©)—L4s U (A1), s U, s U} (1)

For internal data restructuring as quantitative feature is
proposed to use quantity A series of units (SU) in the
binary representation of elements. The advantages of us-
ing this quantitative feature are the simplicity of algo-
rithmic implementation (the process of forming a quanti-
tative feature involves the use of only arithmetic and logi-
cal operations).

Quantity formation cycle A SU, in the binary repre-
sentation of the element ug, is given by the following

system of expressions:

o

@

{7"01’ = 4a-1 = 4995
Aog+1 = gu0# 49q-

Clustering of elements g video sequences U(0) with
the same amount of SU is given by the following expres-
sion:

St 2) :UO)—L U ):.:U0 ) 5U)f - (3)

Alphabet clustering U(3) video sequences U(6)

based on the amount of SU in the binary representation of
the elements u; is given by the following expression:
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clustering of elements u: message U(0) on a
quantitative basis A presented in Fig. 5.
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Figure 5 — Structural and functional scheme of clustering of elements ug video sequences U(0) on a quantitative basis A of the set
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4 EXPERIMENTS

To assess the effectiveness of the developed method
of internal restructuring of video information resource
data, a number of experimental studies were conducted.

Test video images of different degrees of saturation
were used as source data: low-, medium- and high-
saturation.

A discrete symmetric channel without memory was
used as the data channel.

The following error probability values were used to
assess the effect of errors on the reliability of the recon-
structed video image: P(g) = 1074, P(e)= 107,

Modeling of experimental research results was per-
formed using the developed software product.

Comparative assessment of the reliability of video
information in infocommunication systems of the
aerosegment by the indicator of the peak signal-to-noise

ratio PSNRSdm at a given error rate ( P(¢) = 1074..107)

in data transmission channels with algorithms of the
JPEG family is shown in Fig. 6-7.

PSNR,,dB
20,81
20,00

16,28

15,00

10,00

5,00

-
§\\‘
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|
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medium saturated

0,00
weakly saturated highly saturated
atm DM
Figure 6 — Diagram of the dependence of the peak signal-to-
noise ratio at a given error level P(¢) from the degree of image

saturation for developed and existing methods, P(¢) =107

PSNR,,dB
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Figure 7 — Diagram of the dependence of the peak signal-to-noise
ratio at a given error level P(€) from the degree of image

saturation for developed and existing methods, P(g) = 1074
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5 RESULTS
Analysis of the results of the reconstruction of VIR data

at a given level of errors ( P(g) = 1074..107 ) by the value

of the peak signal / noise ratio is presented in Fig. 67
indicates that:

1. The use of the developed coding method allows to
increase the level of reliability of VIR data at a given level of
errors in the reconstruction process. So for the case when the
error in the discrete symmetric data channel without memory

is set to a value equal to P(8)=10_5 the use of the

developed coding method allows to increase the reliability of
video information, which is determined by the quantitative
assessment of the peak signal-to-noise ratio, by an average of
53.08% compared to existing methods.

Accordingly, for the second case under study (when

P(e) = 10‘4) the developed method allows to increase the

reliability of video information by an average of 93.8%.

2. The developed method of compression coding of
video information solves the scientific problem of increasing
the reliability of video information in infocommunication
systems of the aerosegment. This means that the following
condition is met:

PSNR. >215-25dB.

6 DISCUSSION

Analysis of the effectiveness of modern video coding
technologies shows that existing approaches do not provide
the required level of reliability in terms of ensuring prompt
delivery. Thus, experimental studies of the impact of errors
in the data transmission channel show that the use of noise-
tolerant coding technologies leads to a significant increase
in the amount of coded data. In turn, this leads to time de-
lays in the delivery of video data (Fig. 2-3).

The use of existing compression coding technologies
based on the JPEG platform allows more compact presen-
tation of coded data [32, 33]. This allows ensuring com-
pliance with the requirements for the efficiency of deliv-
ery of video information resources by eliminating psycho-
visual redundancy [11, 13]. However, it should be borne
in mind that at the coding stage, the algorithms of this
family use a statistical approach [1-4, 6]. This means that
the result of statistical coding is the formation of non-
uniform codes assigned to the elements of the video se-
quence [7-9]. In turn, the results of experimental studies
presented in Fig. 4, indicate that the use of this approach
in the process of forming code structures does not allow
localizing the effect of errors in communication channels.

The use of the proposed method (Fig. 5), which is
based on the restructuring of the information space in
quantitative terms, allows without loss of integrity to pro-
vide additional reduction of the structural redundancy of
the code representation of the video sequence. This is due
to the fact that further coding of video sequence elements
occurs in the statistical space of clusters. In turn, this al-
lows to increase the level of reliability of video data due
to the localization of errors within the sequence of code
constructs assigned to one cluster (Fig. 6—7). Comparative
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analysis of the developed method with the existing ones
shows that the proposed approach allows providing the
required level of reliability (Fig. 6-7).

CONCLUSIONS

1. For infocommunication systems using airmobile
platforms are characterized by the presence of
interference and interference in communication channels.
This poses a threat to the loss of information, the
destruction of video images, reducing the efficiency of
their delivery due to the need to re-capture and transmit
video data. In this connection the problem of increase
needs to be solved reliability of video information
transmitted in infocommunication networks using
airmobile platforms. There are the following ways to
solve this problem: use existing noise-tolerant coding
technologies; compression coding technologies with
localization of errors that occur in the communication
channel.

2. A study of the use of noise-tolerant coding
methods to ensure the required level of reliability of video
information transmitted in infocommunication systems of
the air segment shows that this direction increases the
resistance of VIR to errors in data channels through the
use of additional correction bits. But it has a number of
significant disadvantages:

— leads to a significant increase in the bit size of com-
pactly presented video data;

— there is a growing delay in the delivery of video
information, which is critical in the use of airmobile
platforms. Increasing time delays in the process of
delivery of video information leads to the fact that video
information will not be transmitted in full and, as a
consequence, in the conditions of aerial monitoring to the
loss of reliability of VIR data;

— video processing time is increasing.

3. The advantage of using compression coding
technologies to solve the problem of increasing the
reliability of video information transmitted in the
infocommunication systems of the air segment is to
reduce the bit size of the video information resource.
However, existing video processing technologies are
based on the use of statistical coding methods and the
detection of a series of identical sequences of repeating
elements. But the use of such technologies leads to a
number of significant disadvantages, namely:

— low resistance to errors in data transmission
channels, as statistical coding methods are based on non-
uniform code constructions. This is due to the fact that the
action of errors that occur in the communication channel
leads to an avalanche effect;

— due to the formation of uneven structural
characteristics (lengths of series of transformant
components with zero values), to reduce redundancy in
transformants, the occurrence of errors in the
reconstruction process can lead to a shift in the data of the
video information resource.

Therefore, this direction does not provide the
required level of localization of errors.
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4. Tt is substantiated that it is necessary to improve
the existing compression coding technologies in the
direction of identifying patterns, taking into account
which will allow localizing the destructive effect of errors
that occur in the communication channel.

5. Thus, for the first time a method of restructuring
based on the detection of patterns in the internal binary
structure of the message elements was developed.
Distinctive features of the method are that the
restructuring of the information space is carried out
without loss of integrity on the basis of structural features
by the number of binary series. This allows you to get the
following results:

1) conditions are provided for additional reduction
of structural redundancy of code representation of
information due to significant reduction of information
space capacity as a result of using internal data
restructuring on the basis of the number of series of units.

2) conditions are created for localization of errors in
the process of reconstruction of video information
resources;

3) conditions are created to reduce the time for data
processing, due to the fact that the developed method of
data restructuring does not require transformations over
the elements of the message.
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METOI0JIOT IS MIABUIIEHHS JOCTOBIPHOCTI BITEOTH®OPMAIII B IHOOKOMYHIKAIITHIX
MEPEXKAX AEPOCEI'MEHTY

Kapaos [I. B. — 1-p TexH. Hayk, npodecop, HauaabHUK KadeapHn aBiallifHUX pagioTeXHIYHUX CHCTEM HaBiramii Ta mocaaku Xap-
KIBCBKOTO HanioHaJbHOTO yHiBepcuteTy [loBitpsaux Cui im. . Koxeny0a, Xapkis, Ykpaina.

Tymunst I. M. — Bukinagau kadenpu OOHOBOro 3acTocyBaHHsS Ta eKCIUTyaTallil aBTOMAaTH30BaHMX CHUCTEM YIPaBIIiHHS
XapkiBcbkoro HanioHansHOro yHiBepcurety [ToBitpstanx Cui im. 1. Koxxeny6a, Xapkis, Ykpaina.

IMapxomenko M. B. — kaHj. TexH. HayK, CTapIInii BUKiIaaay kadeapu OOHOBOro 3aCTOCYBaHHS Ta eKCILTyaTallil aBTOMATH30Ba-
HHX CHCTEM yNpaBiiHHs XapKiBChbKOro HauioHajgbHOro yHiBepeutety [lositpsaux Cun im. I. Koxeny6a, Xapkis, Ykpaina.

AHOTANIA

AxTyanbHicTs. [Ipo6nema yokanizanii BIIMBY NOMIJIOK y KaHaJaX Nepeaadi JaHUX NPH BUKOPUCTAHHI METOJIIB KOMIIPECIHHOTO
Ta 3aBaJ0CTIHKOro KOJyBaHHS B yMOBaX JOTPHMAHHS IIBUAKOCTI JOCTaBKU JaHUX B IHGOKOMYHIKAI[IHHUX CHCTEMaX aepOCErMEHTY.
OO6’€eKTOM JOCHIPKEHHS € METOAN KOXYBaHHS JUIS ITiABUICHHs HAaIiHHOCTI BiJeoiH(popMaLiiiHuX pecypciB B iHQOKOMYHIKaliHHUX
MeperKax 3 BUKOPUCTaHHIM aepOMOOIIbHUX IIaTGOPM.

Merton. BukopucTaHHs METOMIB 3aBaIOCTIHKOTO KOAyBaHHs Ul 3a0e3MeueHHs HeOOXiHOTO PiBHS JIOCTOBIPHOCTI BifeoiH(pop-
Marlii, o nepeaaeTbes B iHPOKOMYHIKAIHHUX CHCTEMax aepOCErMEeHTY, Ma€ PsJl ICTOTHUX HEAOJIKIB — HPH3BOIUTH O 3HAYHOTO
30iIbIICHHST OITOBOrO 00’€My KOMIIAKTHO MPEICTABICHUX Bi/e0300pa)KeHb; 3pOCTae YyacoBa 3aTPHMKa Ha JOCTAaBKY BifeoiH(popma-
1ii, 0 B yMOBaX BHKOPHCTAHHS aepOMOOUTPHHUX TUIATPOPM € KpUTHYHUM. [liABHUIIEHHS 4acOBUX 3aTPUMOK Y IPOIECi JOCTaBKU
BiZeoiH(OpMaIii TPU3BOIUTH O TOTO, MIO: BigeoiHdopMalito Oyze mepeaaHo He B IOBHOMY 00cs3i 1, IK HACNiOK, B yMOBaX aepo-
MOHITOPHHTY JI0 BTPaTH JOCTOBIPHOCTI JaHMX; 30LIBIIYETHCS Yac Ha 0OpoOKy BimeonaHux. [lepeBaroro BUKOPHUCTAHHS TEXHOJIOTIH
KOMITPECIHHOTO KOJyBaHHS JUIsl BUPIMISHHS 3a1adi MiIBUIIEHHS JOCTOBIPHOCTI BiZIe0300paskeHsb, M0 ePeNaOThCs B IHPOKOMYHIKa-
HIHHUX CHCTEMaX aepOCETMEHTY, € 3HWKEHHsI 0ITOBOTO 00’ €My BifeoiHhopManiitHoro pecypcy. OMHaK iCHYI0U1 TeXHOJOTil 00poOKH
BiZieoJaHNX 0a3yIOTHCS HA BUKOPHCTAHHI METOIB CTATHCTHYHOTO KOJXYBaHHS 1 BUSBIICHHI cepiif 0THAKOBHX IOCIIITOBHOCTEH eleMe-
HTIB, 1[I0 IOBTOPIOIOTHCS. AJie BUKOPHCTAHHS TAKHX TEXHOJIOTIH He 3a0e3rneuye HeoOXiqHOTO piBHsI JoKamizamii aii moMuiok. Po3po-
OJIeHMH METOJl pecTPYKTypHu3aLii Ha OCHOBI BUSIBJICHHS 3aKOHOMIPHOCTEH y BHYTPIIIHIN NBIHKOBIH CTPYKTYpi €JIEMEHTIB IOBiIOM-
JICHHSI 32 KUJIbKICHOIO O3HaKoI0. [HCTPYMEHTOM Ul PEeCTPYKTYypH3allii € 03HaKa KUIBKOCTI cepiii OMUHHUI y ABIMKOBIH CTPyKTYpi
€JIEMEHTIB IOBiJOMJICHH. BiZIMiHHI XapaKTEepUCTHKKA METOAY MOJAraloTh y TOMY, L0 pecTpyKTypu3ais iHdopmariiHoro mpocropy
3aifiCHIOEThCS 63 BTPATH LIUTICHOCTI HA OCHOBI CTPYKTYPHOT O3HAKH 32 KUIBKICTIO JIBIHKOBUX CEpiid.

PesyabTatn. IlpoBemeHO aHami3 ICHYIOUMX HAmpsMKIB BHpIMICHHS NPOOJEMH MiABHUINEHHS pIiBHSA OCTOBIPHOCTI
BimeoiHpoOpMaIii, moO TmepesaeTbcss B 1HOOKOMYHIKAIIMHUX CHCTEMax aepocerMeHTy. Po3poOieHuii MeTon BHYTPIIIHBOI
PECTPYKTYpH3aLlii JaHNUX J03BOJISE OTPUMATH HACTYIIHI pe3yabTaTH: 3a0e3MeyOThCsl yMOBH 0JATKOBOTO CKOPOUYECHHS CTPYKTYPHOI
HaJMIPHOCTI KOJIOBOTO IPEICTaBICHHS iH(OpMAIl 3apaXyHOK CyTTEBOTO CKOPOUYCHHS HOTY)KHOCTI iH(pOpMamiifHOro mpocTopy B
pe3yNbTaTi BUKOPUCTAHHS BHYTPIIIHBO! PECTPYKTYpH3aLil JaHUX 3a 03HAKOIO KLTBKOCTI Cepil OAMHHUIIG; CTBOPIOIOTHCS YMOBH JUIS
JIoKauizanii Aii MOMUJIOK B IpoLieci PeKOHCTPYKIIT BiZieoiH(pOpMaLiHHUX pecypciB; CTBOPIOIOTHCS YMOBH Ul CKOPOYEHHS 4acy Ha
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00pOoOKy NaHHX, B 3B’SI3KYy 3 THM, IO PO3POOJICHUI METO PECTPYKTypH3alil JaHUX HE BHMArac IpOBEJICHHS MEPETBOPECHb HaJl
CJIEMECHTaMH OBiJOMJICHHSL.

BucnoBkn. Heo0xiHO BIOCKOHAIIOBATH iCHYIOUI TEXHOJIOTI KOMIIPECIHOTO KOJyBaHHs y HAaIPsMi BUSABIICHHS 3aKOHOMipHOC-
Tei, 00K SIKMX A03BOJIUTD JIOKANi3yBaTH PyHHIBHY /if0 TOMUJIOK, [0 BUHUKAIOTh y KaHaJi 3B’SI3KY.

KJIFOYOBI CJIOBA: BigeoindopmauiitHuii pecypc, KoayBaHHs, JOCTOBIPHICTh, ONEPATUBHICTh, KaHAJ 3B’ 3Ky, a8POCETMEHT,
TEXHOJIOT1i CTUCHEHH.

YK 621.327:681.5

METOA0JOI'us NOBBIINEHUSA JOCTOBEPHOCTH BUJEOMH®OPMAIIMA B UTHOOKOMYHUKALIMOHHBIX
CETSAX AEPOCEI'MEHTA

Kapaos . B. — 1-p TexH. Hayk, npodeccop, HauanbHUK Kadeapbl aBUAIIMOHHBIX PAaJAMOTEXHUUECKUX CUCTEM HABHUTALUM U T10-
caaku XapbKOBCKOT0 HallMOHANBbHOTO yYHUBepcuTeTa Bo3mymmueix Cun um. U. Koxxeny6a, XapbkoB, YkpanHa.

Tymuna U. M. — npenonaBarens Kadeapbl 60eBOro MPUMEHEHHS M 3KCIUTyaTal[iy aBTOMATH3UPOBAHHBIX CHCTEM YNPABICHUS
XapbKOBCKOTO HAIIMOHAJILHOTO yHUBepcuTeTa Bo3mymHeix Cut um. Y. Koxeny6a, XappkoB, YkpanHa.

IMapxomenko M. B. — kaHJ. TexH. HayK, CTapIINi IpernogaBaTelsb Kadeapsl 00eBOro IPHMEHEHHS U SKCIUTyaTal[id aBTOMATH-
3UPOBAHHBIX CHCTEM YIpaBJICHUS XapbKOBCKOTO HAI[MOHAIBHOTO yHHBepcurera Boszmymmeix Cunm um. WM. Koxeny6a, Xappkos,
VYkpauna.

AHHOTANUS

AkTyanbHocTb. [IpobneMa nokanu3anuy BIUSHUS OIIHMOOK B KaHanaX Mepefadyu JaHHBIX MPU MCIOIb30BAaHUH METOJOB KOM-
MIPECCHOHHOTO ¥ ITOMEXO0YCTOHYMBOrO KOJUPOBAHHS B yCIOBHAX COOMIOJCHUS ONEPATUBHOCTH JOCTABKHU JaHHBIX B HH()OKOMMYHH-
KaI[MOHHBIX CHCTeMax aepocerMeHTa. OOBEKTOM HCCIEHOBAHHS SBIISIOTCS METOABI KOAUPOBAHMS JUIS MOBBIMICHUS] TOCTOBEPHOCTH
BH/ICONH(OPMAIIMOHHEIX PECYPCOB B NH(POKOMMYHHUKAIIOHHBIX CETSX C HCIIOJIb30BAaHUEM aePOMOOMIBHBIX IIIaT(hOpM.

Mertona. lcnionp30Banne METONOB MTOMEXOYCTOHYMBOIO KOJUPOBAHUS JUIs 0OecIiedeHUsI HEOOXOAUMOTO YPOBHS JOCTOBEPHOCTH
BUJICOMH(pOPMALIUHY, [IepejaBaeMOl B MHPOKOMMYHUKAIMOHHBIX CHCTEMAaX aepOCerMEHTa, MMEeT PsiJ] CYIIECTBEHHbBIX HEJJOCTATKOB:
MIPUBOANT K 3HAYUTEILHOMY YBEJIMUCHUIO OMTOBOrO 00beMa KOMIIAKTHO INPEACTABICHHBIX BHICONAHHBIX; PacTeT BPEMEHHas 3a-
JIepKKa Ha JI0OCTaBKy BUJICOMH(DOPMALMH, YTO B YCIOBHUSX HCIIOJIb30BAHUS a€POMOOMIBHBIX INIATGOPM SABIACTCS KPUTHUESCKHM.
IToBbllIeHHE BPEMEHHBIX 3aA€PKEK B IPOLECCE JOCTAaBKU BHACOMH(OPMAIMU NPHUBOAUT K TOMY, YTO: BHAeoMH(popManus Oyxner
nepesiaHa He B MOJTHOM 00beMe U, Kak CIISJICTBHE, B YCIOBUSIX a6POMOHHTOPUHTA K NTOTEPE JOCTOBEPHOCTHU JAHHBIX; YBEIUUUBACTCS
BpeMs Ha 00pabOTKy BHAEOAHHEIX. [IpenMyecTBOM UCHONB30BaHHS TEXHOJIOTHI KOMIIPECCHOHHOTO KOAHUPOBAHUS ISl PEIICHUS
3a7a4X TOBBIIIEHUS JOCTOBEPHOCTH BHICOMH(POPMANNH, TepefaBaeMoil B HHPOKOMMYHHKAIIMOHHBIX CHCTEMaX aepOCETMEHTA, SB-
JISIeTCSI CHIDKEHHE OMTOBOro 00beMa BHACOMH(DOPMAIMOHHOTO pecypca. OIHAKO CYMIECTBYIOIINE TEXHOJIOTHH 00pabOTKH BHIEO-
JaHHBIX 0a3UPYIOTCS HA WCIIOIb30BAHHU METOJOB CTATHCTHYECKOTO KOJWPOBAHMS W BBHISBICHHU CEpHH OJMHAKOBBIX ITOCIENOBA-
TEJILHOCTEH MOBTOPSIONIMXCS dJIeMeHTOB. Ho MCIonb30BaHne TaKuX TEXHOJIOTHI He 0OecrieunBaeT HEOOXOIUMBIH YPOBEHb JIOKAJIHU-
3anuy IeWcTBUs ommOoK. PaspaboraH MeTOX pecTpyKTYpH3allMi Ha OCHOBE BBISBIICHUS] 3aKOHOMEPHOCTEH BO BHYTPEHHEH JBOWY-
HOHM CTPYKTypE 3JI€EMEHTOB COOOIIEHHUS 0 KOJHMIECTBEHHOMY Npu3HaKy. HCTpYMEHTOM Ul PECTPYKTYpPH3ALUHN SBISETCS TIPU3HAK
KOJIMYECTBA CEPUH EIMHMI] B JIBOMYHOH CTPYKType 3/IeMEHTOB cooOmieHHs. OTIHYUTEeNbHbIE XapaKTEPHUCTUKA METOJA COCTOST B
TOM, YTO PECTPYKTYpHU3aLUs HHPOPMAIIOHHOTO NIPOCTPAHCTBA OCYIIECTBIISICTCS 0€3 MOTEPH LEIOCTHOCTH Ha OCHOBE CTPYKTYPHOTO
MIPU3HAKA 110 KOJIUYECTBY CEpHil eANHUII.

PesyabTatel. [IpoBeneH aHamm3 CyHmIECTBYIONIMX HAIPABICHHH PEIICHUS MPOOIEMBI MOBBINICHUS YPOBHS IOCTOBEPHOCTH
neperaBaeModl B MH(OKOMMYHUKAIMOHHBIX CHCTEMaxX aepocerMeHTa BuieomHpopMmanuu. Pa3paboTaHHBIM MeTOn BHYTpeHHeH
PEeCTPYKTYPH3allMM JAaHHBIX II03BOJISIET IIONYYHTH CIIEAYIOIIME pPEe3yJbTaThl: O0ECIeYHBAIOTCS YCIOBHS JIOMOJTHUTEIHHOTO
COKpAIIIEHHs CTPYKTYPHOH N30BITOYHOCTH KOJOBOTO TpeJCTaBIeHIs NH(GOPMAIUHU 3a CUET CYIIECTBEHHOTO COKPAIIEHHST MOITHOCTH
HH(OPMAIIMOHHOT'0 NPOCTPAHCTBA B PE3YJIbTATE MCIIOIb30BAHUS BHYTPEHHEH PeCTPYKTYPHU3AlMH JJaHHBIX 110 NMPU3HAKY KOJIMYECTBA
CepHil €IMHHII; CO3/AIOTCS YCIOBHS IS JIOKAaJM3allMU JIEWCTBUS OIIMOOK B IIPOIECCE PEKOHCTPYKLMH BUJICOMH(POPMAIMOHHBIX
PECYpCOB; CO3IAIOTCS YCIOBHUsS ISl COKPAILlEHHs BPEMEHH Ha OOpabOTKy AaHHBIX B CBSA3H C TEM, 4YTO pa3pabOTaHHBIH MeETOx
PECTPYKTYpHU3alluH AaHHBIX He TpeOyeT MPOoBEICHUs MPeoOpa30oBaHUil HaJl 3I€MEHTaMH COOOIIEHHSI.

BeiBoabl. Heo6xoanMo coBepIIeHCTBOBATh CYIIECTBYIOIINE TEXHOIOTHH KOMIIPECCHOHHOTO KOAUPOBAHMS B HANPABICHUH BbI-
SIBTICHHUSI 3aKOHOMEPHOCTEH, y4eT KOTOPBIX MO3BONUT JOKAJIH30BaTh Pa3pyIIUTENbHOE AeiicTBHE OIMOOK, BO3HUKAIOIINX B KaHAIe
CBSI3U.

KJIIOUEBBIE CJIOBA: BuieonH($pOopMannoHHEIH pecypc, KOAUPOBAHKE, TOCTOBEPHOCTD, ONIEPATHBHOCTD, KaHAI CBSI3H, aepo-
CErMEHT, TEXHOJIOIMHU CIKATHS.
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ABSTRACT

Context. In modern terms problem of constructing of the multiprocessor systems the special value acquires the base of standard
popular technologies and components. It is caused by that such systems became popular and cheap vehicle platforms for high-
performance calculations. In addition, practice pulls out problems complete decision of which in most cases possibly only due to
application of high-performance calculations. Consequently, a theme of constructing of the cluster multiprocessor systems for today
is actual, interesting and is on the stage of the active development. At the same time, the new high-quality stage of development of
the multiprocessor cluster systems lies in area of the use of new modern network technologies. Presently the problem of choice and
analysis of network technologies for the module multiprocessor cluster systems did not get due development, as well as problem of
reorganization of structure ofnetwork interfaceby aggregating of channels of network interface.

Objective. An aim is in-process put improvement of structure and increase of the productivity of the multiprocessor computer
system by the multidimensional aggregating of channels of network interface, adapted to the decision of tasks of the investigated
class.

Method. The task of increase of efficiency of the module multiprocessor computer system is decided due to multidimensional
aggregating of channels of network interface. Offered approach allowed not only to promote efficiency of parallelization but also
substantially to decrease time of calculations. Such results succeeded to be attained due to diminishing to time of border exchange of
data between the calculable knots of the cluster system.

Results. A feature offered approach is that he allowed to realize a direct exchange data between main memory of knots of the
multiprocessor system, that promotes the fast-acting of calculations and provides high-speed access to memory of her slave -nodes.
Thus during an exchange by data between the knots of the system the system CPU gets unloaded and loading of channel which
passes between the knots of the computer system goes down, that assists diminishing of time of border exchange of data between the
calculable knots of the system.

Conclusions. The results of the conducted experiments showed that the worked out multiprocessor system was used for creation
of new technological processes. So, she is used in a fluidizer intensification of the chepounmsupyemero annealing of long-length
steelwork. Directly the technological process of heat treatment of metal acquires such advantages, as a high yield, substantial
mionectic energy consumption and allows to carry out control of technological parameters in the modes of unisothermal treatment of
metal.

KEYWORDS: multiprocessor systems, network interface, aggregating, fast-acting, memory, knots, latentness.

ABBREVIATION
VLAN — Virtual Local Area Network;
IB — InfiniBand;
Eth — Ethernet;
PM — master node;
PN — slave node;
VPI — Virtual Protocol Interconnect;
QoS — quality of service;
DDR — Double Data Rate;
RDMA — remote direct memory access;
DHCP — Dynamic Host Configuration Protocol;
HDR — High Dynamic Range;
NVMe — Non-Volatile Memory Express;
SLI — Scalable Link Interface;
MPI — Message Passing Interface.

NOMENCLATURE
ATX — Advanced Technology Extended;
TCA — Target Channel Adapters;
RAID — Redundant Array of Independent Disks;
CPU - Central Processing Unit;
GPU — Graphics Processing Unit;
SSD — Solid state drive;

CUDA — Compute Unified Device Architecture;

HCA — Host Channel Adapters;

Ty, — temperature of heating of surface of standard;

Ty — controlled by facilities of the multiprocessor sys-
tem, temperature of phase transformation of metal.

INTRODUCTION

Today there is a swift height of number of the multi-
processor computer systems and their total productivity in
the world. It is caused by that such systems became popu-
lar and cheap vehicle platforms for high-performance
calculations. In addition, practice pulls out before applied
scientists of different problems complete decision of
which in most cases possibly only due to application of
the multiprocessor computer systems. For today there are
many different variants of construction of the module
multiprocessor computer systems. One of perspective is a
process of constructing of such systems on the basis of
“blade”-technologies. One of basic features of their con-
structing is constrained with the use of network technol-
ogy the choice of which depends foremost, from the class
of the tasks decided by users. Consequently, there is a
problem of design of architecture of the multiprocessor
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module computer systems, sent to the decision of wide
circle of the applied tasks.

Consequently, a theme of constructing of the cluster
multiprocessor systems for today is actual, interesting and
is on the stage of the active development. Clear and other,
by means of the high-performance module systems the
effective method of implementation of actual tasks of
class was found.

At the same time, the new high-quality stage of devel-
opment of the multiprocessor cluster systems lies in area
of the use of new modern network technologies. Thus
efficiency of necessary on this stage parallelization of
calculations is predefined by many factors among which
decision are a choice and organization of network inter-
face.

A research object are informative computational
processes in the multiprocessor computer systems.

The article of research is conception of construction
of the new module multiprocessor computer systems on
the basis of reorganization of structure of network inter-
face, decision-oriented certain class of tasks.

An aim to perfect a structure and promote the produc-
tivity of the multiprocessor system of calculations by ag-
gregating of channels of network interface, adapted to the
decision of tasks of the investigated class is in-process
put.

1 PROBLEM STATEMENT

Today, production practice raises various problems,
the complete solution of which in most cases is possible
only through the use of multiprocessor computing com-
plexes. Solving applied problems with the help of well-
known standard approaches is a complex problem that can
only be overcome by using modern multiprocessor com-
puter technologies. At the same time, one of the main
features of the application of such technologies is to in-
crease the speed and productivity of computers. High
computer performance allows you to solve multidimen-
sional tasks, as well as tasks that require a large amount of
processor time. Speed makes it possible to effectively
manage technological processes or, in general, to create
prerequisites for the development of new promising tech-
nological processes.

When designing new multiprocessor systems, the fol-
lowing must be taken into account. Modern HDR expan-
sion technology allows data exchange between computing
nodes at a speed of up to 200 Gbit/s. On the other hand,
according to the manufacturer’s data, HDR4 technology
has a delay of 0.4-0.5ps. In this case, it is necessary to
increase the efficiency and speed of the multiprocessor
system by means of multidimensional aggregation of
network interface channels. At the same time, data ex-
change between computing nodes must be transferred to a
separate network that works at the channel (second) level
using channel bonding technology. Such an approach will
be aimed at increasing the speed of data exchange be-
tween cluster nodes and reducing the load on the channel
that connects the cluster nodes. At the same time, due to
the use of HDR4x2 technology, the speed of data ex-
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change will increase from 200 Gbit/s. up to 400 Gbit/s.
On the other hand, due to the separation of aggregated
channels for the symmetrical use of controllers with ag-
gregated components, the latency will decrease to 0.1ps.

An Intel Core I5 processor was used to design the
multiprocessor system (using DDR4 memory type with
RDMA support, which allows the combination of RAM
ports up to 4 channels), which allows direct access to
memory with support for InfiniBand technology. Such an
approach will reduce the congestion of the channel that
passes between the nodes of the computing system. In
addition, the use of RDMA technology in the system will
make it possible to eliminate the delay in sending data
directly to the InfiniBand adapter.

2 REVIEW OF THE LITERATURE

In the modern terms of the special weight acquires
creation of the multiprocessor computer systems on the
base of standard popular technologies and components
[1-3]. Due to high demand and supply on bladed configu-
ration in scientific practice a “blade”-cluster calculable
complex is offered exactly for the decision of tasks with
the up-diffused area of calculations [4, 5]. Becomes clear
that through high-performance clusters the effective
method of decision of wide class of actual tasks is found.

In the process of planning of the module multiproces-
sor system his construction [has a large value 6]. Exactly
on the stage of constructing of the multiprocessor system
it is necessary to foresee possibilities of her expansion or
modification in the future [7]. We will mark that the most
successful decision, placing of the multiprocessor system
is considered in a bar [8]. Such arrangement appeared
appropriate even for the small computer system. Into a bar
there are knots, apparatus for effective connection of
components, management facilities by the intranet of the
system and under. Every blade works under the manage-
ment of the copy of the standard operating system. Com-
position and power of knots of the multiprocessor system
can be pasubM. In hired the homogeneous system is ex-
amined. The interaction between the nodes of the comput-
ing system is established with the help of specialized li-
braries at the level of the OS kernel and switching hard-
ware.

However at planning and effective use of the multi-
processor system basic attention is spared to the intercon-
nect network of the system and her topology [9, 10]. To-
pology of cluster and his fast-acting at the decision of
calculable tasks, undoubtedly, problems are constrained.

To our opinion, the new high-quality stage of devel-
opment of the multiprocessor cluster systems lies in area
of the use of new modern network technologies [11].
Thus efficiency of parallelization of calculations depends
on many factors, however one of qualificatory are a
choice and organization of network interface. It is ex-
plained as follows. The network of the cluster computer
system fundamentally differs from the network of the
work stations, although for the construction of cluster
ordinary network maps and switchboards which are used
during organization of network of the work stations are
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needed. However in case of the cluster computer system
there is one fundamental feature. The network of cluster,
first of all, is intended not for connection of computers,
and for connection of calculable processes. In this con-
nection, than higher there will be a carrying capacity of
computer network of cluster, the user parallel tasks, ex-
ecutable on a cluster, will be considered quicker. Thus,
technical descriptions of computer network acquire a pri-
mary value for the multiprocessor cluster systems.

Presently the problem of choice and analysis of net-
work technologies for the module multiprocessor cluster
systems did not get due development, as well as problem
of reorganization of structure ofnetwork interfaceby ag-
gregating of channels of network interface. In addition,
works, sanctified to research of influence of network
technologies on efficiency of parallelization in the module
multiprocessor cluster systems, are practically absent. In
this connection, the researches examined in hired are ac-
tual and, primary.

3 MATERIALS AND METHODS

The module of the high-efficiency multiprocessor sys-
tem consists of master-node (PMO001) and slave-nodes
(PNO0O1, PN002, PNOO03, ..., PNOON), calculable opera-
tions oriented to implementation; two  guided
switchboards (Switch IB1, Switch IB2) in the networks of
exchange by data between calculable knots; hybrid sluice
(SkyWay IB3), oriented to the management by the sys-
tem, her loading and diagnostics; virtual local networks,
intermediate buffers of memory of the guided
switchboards; networks of exchange by data in the system
of slave-nodes; mechanism of backuping of basic compo-
nents of the system. Loading of knots of the system is
produced through corresponding switched local networks.
On a Fig. 1 her flow-chart is presented.

The structural feature of the system consists of the fol-
lowing. In the interconnect network of exchange by data
between slave — by the knots of the multiprocessor system
for application of technology of InfiniBand [12] copper
cables are used. Function of network adapters to execute
network maps which support work of the module of the
multiprocessor system in the standard of InfiniBand.

For constructing of the multiprocessor system the
processor of Intel Core I5 (this processor 10 generations,
using type of memory of DDR4 with support of RDMA,
allowing the association of ports of main memory to 4
channels with frequency to 4 GHz and by volume of by
128 Gigabyte of RAM) was used.

The computer system foresees vertical, parallel in re-
lation to each other, arrangement of system boards. Just
the same approach and answers the idea of constructing of
“blade”-servers. After loading of OC access to the multi-
processor system takes place by the use of standard net-
work protocols (telnet, ssh, rsh). At that rate for organiza-
tion of parallel calculations with participation of working
computer and multiprocessor system it is necessary to set
network connection between them. Such connection gets
organized by means of topology “point-point”.
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After the serve of signal of START from a control of
master-node (PMOO1) panel his electric feed is produced
by means of the corresponding power (Fig. 1) module.

The process of start and initialising of master-node
(PMO0O01) of the module multiprocessor system begins
further. The system foresees two modes of loading OS,
namely: from a hard disk or from certain external media.
According to setting unique dynamic [P-adresses and cor-
responding local networks by default loading of blades of
the system is answered by the special configuration script.
He is started right after loading of the operating system.
In addition, this script will realize tuning of DHCP server
on the whole. Exactly on this stage of work of the system
the amount of slave-nodes of the computer system
(PNOO1, PN002, PNO0O03, .., PNOON) is appointed, and if
necessary tuning of access is executed to the external
networks or to the environment of the Internet.

The certain parameters of the system and her tuning
are thus determined. The start of slave-nodes of the com-
puter system (PNOO1, PN002, PN0OO3, .., PNOON) and
loading OS is produced by a serve to them corresponding
feed from blocks (fig. 1). After implementation of the
transferred operations a configuration script completes
work, and the computer system will be ready to realiza-
tion of the functions.

The multiprocessor system includes six virtual local
networks of VLAN: Netl — Net6. Thus a virtual local
network of Netl is a network of the interchannel aggre-
gating of network interface of the multiprocessor system,
she is oriented to realization of the interchannel aggregat-
ing of network interface through ports of IB3.Agrl and
IB3.Agr2 of hybrid sluice of SkyWay IB3. A virtual local
network of Net2 is a network of external and cloudy inter-
faces, she is oriented to loading of management data by
the system, to her configuration, and also cloudy convert-
ing of heterogeneous data with the purpose of their further
treatment. A virtual local network of Net3 is a system
network which will realize the rapid and energyeffective
method of storage and exchange information. A system
network is oriented to the rapid loading of the multiproc-
essor system, her configuration. Through this network the
process of tuning of files of configuration of OS will be
realized, storage of kernel OS, elements of safety of fire-
wall and other the Virtual local networks of Netl — Net3
is formed on the base of new hybrid sluice of NVIDIA
InfiniBand. Family of module switchboards of NVIDIA
InfiniBand is provided the very tall productivity and
closeness of port with a deblocking high carrying capacity
in a demihull. Such switchboards are perspective in tasks
high-performance, cloudy calculations and artificial intel-
ligence at less expenses and complication. They differ in
the scaleable hierarchical aggregating, possibility of self-
healing of networks, assured quality of service. The hy-
brid sluice of NVIDIA Skyway InfiniBand to Ethernet
Gateway is used in this development. Basic descriptions
of such sluice are presented in a Table 1.

135



e-ISSN 1607-3274 PanioenektpoHika, iHdpopmartuka, ynpasiias. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

I NETS_________ | I | | I -
II = | T i
Ii GPUCUDA L] ATXM | [GPU CUTry 1| ATH CEIPL] CLIT .1| ATX2 ||GPUCTUDAN| ATXN | PS RAII !
] | [
1 B RAID !
| PMO001 PNOOT PNO02. ., ... PNOON I TCA :
Iy | N !
1 |
Iy I
i Bl | B2 | 15K | B4 B | w2 | B2 |34 || IB1 | a2 | IB3 | IB4 || 1| ez | 1B3 | IB4 | 0 | 12 | IE3 | B4 :
- LT 1 I | | I | 11 1 | [ [ | [ I I [ [ 1 |
TR B K G O N N O O O N N 3 O N O 3 M O 3 N 2 3K 2 B
1 il sl il s sl s sl
] i MET5
. _ |
| +: |
1 | P ———
: ; | NET#& |
e e e e e o e | I +
! 1 :-"*I*l‘I*‘LI‘l‘_Ill [T [ T[T TTT T LT
: | |
! Swich [H] L level | e | tevel 2 f p—
I | aggregation i A | agercgation
i i T T B T e 1
] TR
L.l | Y et | I B [
R '
A T T R !
I A |
| . e e e | %_ 1:Ir. ; %_ + + 4+ ¥ .!_. ENE S S A A
I [T 1 [ T T 11 [ N A O I I\_I_I_L&_lé_l
| —
Swich [B2  FITRTRRRRRT—— —
: E"f'l.'\'-'t\.' ]'I’:-R.:T'I}R Infiribeme 2000/ 100G Etbeme gateway T3

[TEENEH| I3 Eth 2]

I3 Apr 1 t'l"- Aprl

t

Figure 1 — Flow-chart of the module of the multiprocessor computer system with the multidimensional aggregating of channels of
network interface

Table 1 — General descriptions of hybrid sluice NVIDIA
Skyway InfiniBand to Ethernet Gateway

General
carrying capacity 1.6 Tb/s
Common amount of ports 16
Amount of ports of IB 8x InfiniBand,
8x HDR HDR 200Gb/s
Amount of ports of Eth 8 ports of Ethernet,
8x 200/100Gb/s
Editing in a bar 2U

A virtual local network of Net4 is an interchannel net-
work which will realize connection of the aggregated
modules. In this connection she executes the functions of
aggregating of channels. A virtual local network of Net5
is a network of technology of virtualization of data, she
provides the increase of reliability of storage of data, and
also serves for the rev-up of reading/notation of informa-
tion. A virtual local network of Net6 is a network of the
layer aggregating of data of network and interface.

The flow diagram of topology of network interface of
the multiprocessor system is presented on a Fig. 2

Maximal efficiency of the module of the multiproces-
sor system is arrived at by reconfiguration of local net-
work structure in accordance with the specific of the de-
cided tasks (Fig. 2). Reconfiguration foresees the use of

six modes of operations of network. Topology of local
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network of type a “star” answers the first mode, second, is
a “line”, third is a “complete count”, fourth — “ring”, fifth
is a “grate” and finally sixth is the “reserved grate”. Thus
switching of the modes of topology of local network
comes true by tuning of routers at hardwarily-
programmatic level. To that end the modes of operations
of ports of network maps change from full-duplex in half-
duplex, and also in pairs to the symmetric aggregating of
network ports of switchboards on a reception and/or
communication of data. The concrete features of each of
such modes of operations of reconfigurable network of
the system in detail are reflected in literature [13, 14],
where and the features of exchange open up by data be-
tween slave -nodes.

We will consider some fundamental advantages of
process of calculations in the offered system. At first, in
slave-nodes the process of acceptance/of communication
of data is executed by facilities of the guided switch board
IB without application of the mode of spooling. Secondly,
intermediate and final calculations enter master-knot
through switchboard Infiniband. Directly process of man-
agement and communication of the noted data from calcu-
lable slave-nodes will be realized by means of network
adapters of HCA.
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Figure 2 — Flow diagram of topology of network interface of the multiprocessor system

Finally, it is necessary to mark the fundamental fea-
ture of the use of technology of InfiniBand, in obedience
to which all results of capture of data from input units,
their treatment and transmission of the managing affect-
ing out devices realized through the processor module
with the interface of TCA (Fig. 2). In addition, storage of
the indicated data with a management on a local network
comes true on the hard disk of SSD with the interface of
NVMe. Such approach allows substantially to promote
efficiency of calculations.

For configuration of the considered network interaces
the basic operations of tuning of the mode of Link Aggre-
gation are executed. Directly procedure of “fastening of
channels” or technology of fastening of channels, allow-
ing to unite a few network adapters in an onespeed chan-
nel in full lighted up in-process [15]. It is here shown that
exchange by data between the calculable knots of cluster
comes true in a separate network, working on the basis of
the mentioned technology of fastening of channels. Of-
fered approach provides the rev-up of exchange data be-
tween the secondary sites of the multiprocessor system
and to reduce loading on a channel, connecting the knots
of the multiprocessor system.

For planning of the multiprocessor computer system
the vehicle providing of corporation NVIDIA was used.
In this connection possibility of the use of software and
hardware architecture of parallel calculations appears on
the basis of platform of CUDA. Such platform allows to
use the resources of video cards for ungraphic calcula-
tions. And to date this technology becomes more actual.

The platform of CUDA is supported in all video cards
of corporation NVIDIA, since the simplest user and to
specialized powerful. An acceleration through the plat-
form of CUDA is used by many user applications, for
example, MatLab, TensorFlow, Keras of and other In this
connection programming, with the use of resources of
video card is actual and perspective. Thus get the large
productivity for a moderate price.

Basic advantages of platform of CUDA are her free of
chargeness (software for all basic platforms is freely got
from the resource of developer.nvidia.com), simplicity
and flexibility. Technology of NVIDIA CUDA is an envi-
ronment which allows developers to create software for
the decision of intricate calculable problems for less time,
due to multinuclear calculable power of graphic proces-
SOrS.

Procedure of programming, applied in CUDA differs
from traditional that fully hides a graphic conveyer from a
programmer, allowing him to write the programs those in
more usual for him “terms”. In addition, CUDA gives to
the programmer more comfortable model of work with
memory. Here is not a necessity to keep data in 128-bit
textures, as CUDA allows to read data straight from
memory of video card.

For constructing of the multiprocessor computer sys-
tem the video card of corporation NVIDIA GeForce GTX
1080 was used. Basic descriptions of such video card are
presented in a Table 2.

Table 2 — General descriptions of video card NVIDIA GeForce GTX 1080

Amount of kernels 2560
Base frequency 1607 Mhz
Videomemory 8 Gbit
Carrying capacity of channel
of memory 10 Gbps
Bit of interface 256-bit
Productivity 277.3 Gflops
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On the basis of the use of technology CUDA were re-
alized algorithms of calculation of process of heat transfer
[16]. The analysis of time of implementation of parallel
algorithms showed that application of technology of
CUDA in times is abbreviated by time of processing of
these experimental data. The practical testing showed,
effectiveness of such calculations exceeded on an order
statistics on similar calculations on central processing
unit, even with the use of technology of OpenMP. In time
is obvious also, that does not make sense to use technol-
ogy of CUDA for work with the small volumes of data.
For the small volumes of datains an acceleration practi-
cally is not observed.

On the other hand, it should be noted that the NVIDIA
GeForce GTX 1080 video card was selected taking into
account the compatibility of the scalable SLI communica-
tion interface. When creating the latest technological
processes [16], this approach is extremely relevant. The
proprietary SLI technology allows you to distribute the
calculation between two video cards. Quad SLI extends
this technology by allowing two dual-GPU graphics cards
to use four GPUs simultaneously. In the above develop-
ment of a multiprocessor system, two NVIDIA GeForce
GTX 1080 video cards were “linked”. This approach is
aimed not only at a significant increase in computing per-
formance, but also at a significant decrease in latency and
a significant unloading of the system bus.

Installation of Quad SLI systems differs in sufficient
simplicity. Inserting the indicated two video cards in
sockets and connecting SLI-moct, after the start of the
system new video cards are installed as an ordinary video
adapter. Further after setting of drivers and finding out
Quad SLI, penpepunr Quad SLI will be included by de-
fault. The new, additional tuning is not foreseen thus. We
will notice that the variant of disconnecting of technology
of Quad SLI is foreseen in a control of the multiprocessor
system panel, that will allow two video cards of NVIDIA
GeForce GTX 1080 to work independent of each other.
This procedure is extraordinarily important for realization
of new installation procedures with the video cards of the
indicated type.

We will mark that for “fastening” of two video cards
the bridge of SLI is used. Thus, a corporation Nvidia uses
a physical socket for connection of video cards together,
that allows to co-operate them with each other, not using
the stripe of key-in in slots. Thus, one of two bridges of
SLI may need: either standard bridge (for less powerful
maps) or bridge with a high carrying capacity (for more
powerful maps). Applied more powerful map (NVIDIA
GeForce GTX 1080), a standard bridge can use, but it will
not allow to provide the complete productivity of video
cards. Descriptions of bridges of SLI are driven to the
Table 3.

At installations SLI of the system the additional cool-
ing of corps of multiprocessor system is provided. For
such system a corps is used with a 120 mm by a ventila-
tor, located opposite the sockets of video cards. Placing a
120 mm of ventilator opposite these two video cards al-
lows considerably to reduce the temperature of video
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cards of GPU. Video cards are assembled so that they
BbIyBatoT hot air through opening on the backplane of
corps of the system. In this connection there is not a ne-
cessity to apply additional special cooling, it is necessary
only to provide normal ventilation.

Table 3 — Descriptions of SLI of bridges

Bridge Clock rate Maximal carrying
capacity
Standard bridge 400 Mhz 1 Gbps
Bridge with a high carrying 650 Mhz 2 Gbps
capacity

In respect of energy consumption, then in the similar
systems it is necessary to use the high-quality power
modules. In the construction of the multiprocessor system
the power of type of Corsair HX 1200 module was used
watt which without problems provides the feed of Quad
SLI systems. The offered multiprocessor system did not
force the power module to work to capacity. The applied
video cards work also quietly enough, thus even in Quad
SLI configurations with noise for them problems are not
present.

In addition, it is necessary to underline that graphic
processor, possessing powerful calculable capabilities,
however would not be able fully to replace activity of
central processing unit absolute advantage of which is
universality, but in his forces substantially to unload
CPU, undertaking loading, presented by the most labour
intensive and difficult tasks.

4 EXPERIMENTS

The worked out multiprocessor system is used in a
fluidizer intensification of the spheroidizing annealing of
long-length steelwork [16]. Setting of have for an object
substantially to shorten duration of technological process
of the spheroidizing annealing of metal due to the use of
unisothermal self-control, that allows to improve techno-
logical properties of rolled metal with providing of high
dispersion and homogeneity of structure of standard on all
plane of his section. Directly the technological process of
heat treatment of metal acquires such advantages, as a
high yield, substantial mionectic energy consumption and
allows to carry out control of technological parameters in
the modes of unisothermal treatment of metal.

The task is achieved due to the fact that the installa-
tion for intensifying spheroidizing annealing of a long
steel product is equipped with a multiprocessor computer
system with specially oriented software installed on it. At
the same time, the multiprocessor computing system is
connected via an information bidirectional communica-
tion interface with a process control unit. The multiproc-
essor computing system is made as a separate module and
allows using special software to set and control the neces-
sary temperature conditions on the entire sectional plane
of the sample during heating and holding the metal, as
well as control the mode of non-isothermal annealing of
steel, while the multiprocessor computing system aims to
control the thermal regime processing is constant in the
annealing temperature range.
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The use of a multiprocessor computer system with its
software makes it possible, on the basis of a mathematical
model of the process of heating a sample, already under
production conditions to control the heating of the sample
to the transition to the austenitic region and the tempera-
ture of phase recrystallization on the entire plane of the
cut of a long steel product, and then, having solved the
inverse problem of heat conductivity, to control the nec-
essary non-isothermal exposure mode in the annealing
temperature range over the entire sample cut plane. The
use of the installation for the implementation of the inten-
sive mode of spheroidizing annealing predetermines the
uniform distribution of cementite globules in the ferrite
matrix, which provides the necessary mechanical proper-
ties of the metal required for further cold deformation.

5 RESULTS

On results experiments the crooked distributions of
temperature of standard are got on the plane of his cut
where determined: Tp — is a temperature of heating of
surface of standard, Ty — controlled by facilities of the
multiprocessor system temperature of phase transforma-
tion of metal. The design of such temperature fields
comes true taking into account the change of thermo-
physical properties of material during his heating. The
microstructure of standards after heat treatment purchased
values 150—169 HB.

The performed spheroidization of the carbide phase of
the metal under the conditions of the corresponding
modes of heat treatment of the workpieces provides the
material with the structure of granular perlite. Moreover,
high-speed spheroidization predetermines a more uniform
distribution of cementite globules in a ferrite matrix. After
heat treatment, steel samples of almost the same hardness
acquired a finely dispersed structure, which ensures a
high level of metal ductility. Due to the rapid heating of
the sample and incomplete austenitization of steel, certain
changes occur in the morphology of the carbide phase
from lamellar to finely dispersed globular.

The use of the proposed multiprocessor system can
significantly improve the operational and technical char-
acteristics of the technological process as a whole. This is
due to the introduction of the following factors. Thus, in
comparison with the well-known approach [17], due to
the use of a processor module with a new generation TCA
interface and an SSD hard disk with an NVMe interface, it
was possible to reduce the operating system boot time on
the main node by 180%, on the slave nodes by 320%;
network interface software reorganization time decreased
by 530%; the time for processing, sending and storing
intermediate and final calculation results has decreased by
250%; 240% reduction in processing time for system sta-
tistics.

Through the use of VLANs and multidimensional
network interface link aggregation, it was possible to in-
crease the throughput of the network interface port from
200 Mb / s to 800 Mb / s, which increases the speed of
data exchange between the nodes of a multiprocessor sys-
tem four times.
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Compared to the well-known approach [17], due to
the use of the software and hardware architecture of paral-
lel computing by NVIDIA Corporation based on the
CUDA platform, it was possible to increase the amount of
video memory by 16 GB on each computing node of the
multiprocessor system, as well as increase the overall
performance of the system node by 350 Gfl.

6 DISCUSSION

It was found out on the basis of analysis of methods of
decision of the modern applied tasks, that application of
the parallel computer systems — one of strategic directions
of development of informative technique. It is possible
explained by the permanent height of amount of the ap-
plied tasks, for the decision of which possibilities of pre-
sent computing facilities failing. Obviously, that by
means of the high-efficiency module systems the success-
ful method of decision of actual tasks of wide class was
found. For this reason in hired the problem of construct-
ing of the high-efficiency multiprocessor system was
lighted up.

This paper considers a complex formalized approach
to designing a modular multiprocessor system with multi-
dimensional network interface aggregation. At the same
time, an analysis of approaches to the design of multi-
processor systems showed that recently computer equip-
ment manufacturers have been offering devices based on
blade technologies (blade technologies). Under such cir-
cumstances, by constructing a multiprocessor system
based on blade servers, a turnkey solution is obtained,
equipped with the necessary management tools and a
network interface. We note some of the main advantages
of such design solutions compared to others: blade sys-
tems are more compact and easy to maintain, their design
features make it convenient to form the required configu-
ration.

The analysis of constructing of the multiprocessor sys-
tems showed that the new high-quality stage of develop-
ment of the multiprocessor computer systems was in the
field of the use of new modern network technologies. It
can be explained by substantial differences between the
network of the cluster computer system and network of
the work stations. Yes, the network of the computer sys-
tem is intended not for connection of computers, and for
connection of calculable processes. Then, than higher
there will be a carrying capacity of computer network of
the system, the set an user parallel tasks will be executed
quicker. Consequently, technical descriptions of computer
network acquire a primary value, when speech goes about
the multiprocessor computer systems. Having regard to
marked, it was made decision to apply technology of net-
work interface of InfiniBand. Consequently, exchange
between the knots of the multiprocessor system organized
data by means of standard of InfiniBand. It is shown that
by comparison to other multiprocessor systems, the
worked out system has such fundamental differences:
network loading of processors, maintenances of the mode
of VLAN, mechanism of backuping of key constituents of
the module, specially worked out mode of exchange by
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data between the knots of the system in the network of
switchboards of InfiniBand.

When designing a multiprocessor system, special at-
tention was paid to traffic between neighboring nodes of a
multiprocessor system, which is the slowest part of the
algorithm of performed calculations and can significantly
reduce the effect of increasing the number of processors
involved. Exactly this circumstance and allows to talk
that one of basic ways of increase of efficiency of the
multiprocessor systems consists in aggregating of chan-
nels of network interface in the network of exchange by
data between slave-nodes of the system. Thus, it is set that
a theme of increase of efficiency of the multiprocessor
systems due to reorganization of structure of network
interface for today is actual, interesting, and her research
is on the stage of active development.

A comparative analysis showed that presently the
problem of aggregating of channels in the module multi-
processor cluster systems is not decided properly. Be-
sides, critically small works in which influence of archi-
tecture of network of the cluster system would be investi-
gated on efficiency of parallelization of calculations.

At the same time, multidimensional aggregation of
channels of the network interface of a multiprocessor sys-
tem is implemented on the basis of six VLANs. The inter-
channel aggregation network of the network interface of a
multiprocessor system, external and cloud interfaces, as
well as the control and diagnostics network are formed on
the basis of the new NVIDIA InfiniBand hybrid gateway.
On the other hand, the use of modular NVIDIA Infini-
Band switches supports a standard set of network tech-
nologies, in particular virtual networks, traffic prioritiza-
tion, aggregated links, and multicast traffic filtering. The
family of such switches is promising in high-performance,
cloud computing and artificial intelligence tasks at lower
cost and complexity. In addition, they are distinguished
by scalable hierarchical aggregation, self-healing net-
works, and guaranteed quality of service.

The technology of fastening of channels of network
interface of the multiprocessor cluster system worked out
in hired allows to unite the knots of cluster in a network
so, if each of them was connected to the switchboard
more than by one channel. The described technology is
similar to the mode of tracking at connection of
switchboards, due to which it is succeeded to rev up
communication of data between two or by a few
switchboards. Application of procedure of fastening of
channels allows to attain the even partition of load (accep-
tance/of communication of data) between them in the
multiprocessor system and to promote speed of exchange
data between her knots.

Once again it is important to pay attention to main ad-
vantage of the mode aggregating of channels, due to
which substantially speed of exchange rises by data, and
also reliability of functioning of the cluster system in-
dexes grow. So, in case of refuse adapter a traffic is sent
to the next in good condition adapter without breaking of
service. When an adapter again begins to work, then send-
ing of data recommences through him.
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To implement multidimensional link aggregation of
the network interface, the advantage was given to the
adapter from Mellanox. At the same time, network adapt-
ers of the MHQH29C — XTR type were chosen, which,
supporting switching according to the virtual protocol
VPI, provide flexibility in connections in computing sys-
tems. Under such conditions, a multiprocessor system
provides high-quality computing, high-speed access to
data storage resources, guaranteed high throughput, and
low data transfer latency.

When designing a multiprocessor system, special at-
tention was paid to its practical aspects of functioning.
Thus, due to the use of the hybrid NVIDIA Skyway In-
finiBand to Ethernet Gateway, a processor module with a
new generation TCA interface, as well as the use of the
CUDA platform, it was possible to significantly increase
the computing power of a multiprocessor system without
wasting time on reorganizing the network interface oper-
ating modes to solve the required class of applied tasks.

Computational experiments were carried out under the
control of cluster operating systems using VLAN tech-
nology and a set of MPI libraries in the object-oriented
programming environment of the C# language.

CONCLUSIONS

In the article the ways of increase of efficiency of the
multiprocessor cluster system are shown due to reorgani-
zation of architecture of her network interface. Offered
approach allowed not only to promote efficiency of
pacmapamrenuBaHus but also substantially to decrease
time of calculations. Such results succeeded to be attained
due to diminishing to time of border exchange of data
between the calculable knots of the cluster system.

The transferred signs of the worked out system al-
lowed her to perfect with acquisition of certain differ-
ences from present to the system, namely:

— at first, due to realization of technology of Infini-
Band were it is attained such advantages: subzero latent-
ness and high fast-acting;

—secondly, possibility to change — interface configu-
ration of local networks of the system through a control or
WEB stand, adapting their structures to the decision of
tasks of that or other type;

— thirdly, on the basis of principle of RDMA of tech-
nology of InfiniBand a direct exchange comes true by
data between main memory of knots of the multiprocessor
system, which promotes the fast-acting of calculations
and provides high-speed access to memory of her slave -
nodes systems, and also exchange by data between them,
off-loading the system CPU during an exchange by data
and reducing loading of channel which passes between
the knots of the computer system;

— fourthly, application of multichannel hybrid sluice
of NVIDIA Skyway InfiniBand in a copula with the proc-
essor module of TCA with the interface of NVMe and
hard disk of SSD creates fundamentally new possibilities
of “connectivity” of such system with other calculable
environments; dirigibility of the system allows substan-
tially to promote; in particular, to unload central process-
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ing unit (due to maintenance of traffic of InfiniBand); to
reduce time on switching of the modes of operations of
virtual networks, collection, transmission and storage of
results of calculations and, as a result, promote efficiency
of all multiprocessor system on the whole;

— fifthly, due to module principle of construction to
simplify the processes of planning, increase or replace-
ment of those calculable knots which broke ranks, and
also on the whole exploitation of all constructed system.

The scientific novelty. For the first time, a procedure
for multidimensional aggregation of network interface
channels of a multiprocessor computing system was pro-
posed, which made it possible to increase its performance
and speed.

The practical significance. The results of the experi-
ments carried out make it possible to recommend the de-
veloped multiprocessor system for creating new techno-
logical processes.

Prospects for further research. The developed mul-
tiprocessor system can be used to solve a wide range of
applied problems as a highly efficient platform for high
performance computing.
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MOJAYJBbHA BUCOKOE®EKTUBHA BAI'TATOIIPOHECOPHA CUCTEMA 3 BATATOBUMIPHOIO
ATPETAIIEIO KAHAJIIB MEPEJKEBOT' O THTEPOENCY
Mopo3 JI. M. — acuctenT kadenpu nporpamHoro 3abesnedeHHst komm oteprux cucrteM, HTY «/lHinpoBchKka MoOJiTEXHIKay,

Muinpo, Ykpaina.

AHOTAIIIA
AKTyaJbHiCThb. Y Cy4YacHHX YMOBax mIpoOiieMa KOHCTPYIOBaHHs 0araTONMpPOIIECOPHUX CHCTEM 0a3i CTaHIapTHUX 3aralibHOMO-
CTYITHHX TEXHOJIOTIH 1 KOMIIOHEHTIB Ha0yBae ocoOnuBe 3Ha4eHHS. 1]e BUKIMKAaHO THM, 1[0 TaKi CHCTEMH CTaJIM 3arajbHOJIOCTYITHH-
MH 1 ICIICBUMH aapaTHUMH IaTGopMaMu sl BACOKONPOIYKTUBHHUX 004YuCIeHb. KpiM TOro, mpakTuka BHCyBa€e MpoOJIeMH, TOBHE
BUPIIICHHS SKUX y OLIBIIOCTI BUMAAKIB MOXJIMBO JIAIIC 32 PAXyHOK 3aCTOCYBaHHS BUCOKOMPOAYKTHBHUX 0o0umciicHb. OTKe, TeMa
KOHCTPYIOBAaHHS KJIaCTEPHHUX 0araToMpOLECOPHUX CHCTEM Ha ChOTOAHI € aKTyaJbHOIO, IKABOIO 1 3HAXOIUTHCS Ha €Tarli CBOTO aKTH-
BHOTO PO3BHUTKY. B TOii e 4ac, HOBUIl KiCHUII €Tan PO3BUTKY 0AaraTONPOLIECOPHUX KIACTEPHUX CUCTEM JISKHUTDH B 00J1aCTi BUKOPHC-
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TaHHs HOBHMX CYy4YaCHHX MEpE}eBHX TexHoJjorii. Huni npobiema BHOOpY Ta aHaNi3y MEpekEBHUX TEXHOJIOTIH Ul MOIYJIbHUX Oara-
TONPOIIECOPHUX KIIACTEPHHX CHCTEM HE OTPHMaa HaJCKHOIO PO3BUTKY, sIK i MpobiieMa peopraHisallii CTpyKTypH MEpexeBoro iH-
Tepdelicy IUIIXoM arperarnii KaHaxiB MepekeBOro iHTepgeicy.

Merta. ¥ po6oTi nocraBiieHa MeTa yJOCKOHAJIECHHS CTPYKTYPH Ta MiJBHIICHHS IPOJYKTUBHOCTI GaraTonpouecopHoi 004ucio-
BaJbHOI CHCTEMH IUIIXOM OaraTOBHMIpHOI arperarii KaHasiB MepexeBoro iHrepgeicy, aaanToBaHOro 10 po3B’si3Ky 3ajad A0CIi-
JDKYBaHOTO KJIacy.

Merton. Po3p’s3aHa 3a1a4a miABUIIEHHS €()EKTHBHOCTI MOIYJIBHOI 0araTomponecopHoi 00UHCIIIOBATBHOI CHCTEMH 38 PaxyHOK
OaraToBHMIpHOI arperamnii kaHaliB MepexxeBoro iHTepdeiicy. 3anponoHOBaHMHM IiXiA JO3BOINB HE JINIIE MiTBUIIUTH ¢()EeKTHBHICTD
po3mapanentoBaHHs, aje i iCTOTHO 3MEHIIUTH Yac 004uciIeHb. Takux pe3ysbTaTiB BAANOCs JOCIITH 3a PaXyHOK 3MCHILICHHS 4Yacy
IPaHUYHOT0 OOMiHY JaHUMH MK OOUHCITIOBAIbHUMU BY3JIaMH KIIACTEPHOI CHCTEMH.

PesyabTaTn. Oco0NMBICTIO 3aIPOITOHOBAHOTO MiJXOY € T€, IO BiH MO3BOJIUB peasi3yBaTH MPsIMUN OOMIH TaHHUMHU MiX orepa-
THUBHOIO I1aM’SITTIO BY3JIiB 0araTornpouecopHol CHCTEMH, II0 MiJBHILY€E HIBUAKOIII0 OOYHMCIICHD i 3a0e3neuy€e BHCOKOIIBHIKICHUIA
jgoctyn 1o nam’sti ii slave-By3miB. Ilpu npoMy mijg yac oOMiHy JaHUMH MiX By3JaMH CHCTEMH po3BaHTaxyerbcs cuctema CPU i
3HIKY€THCS 3aBaHTKCHHS KaHAy, SIKHil IPOXOANUTH MIX By3JIaMH OOYHCIIFOBAIBHOI CHCTEMH, 110 CHPHSE 3MEHILICHHIO Yacy TPaHH-
YHOTO 0OMiHY JaHHMHU MiXK OOYHCITIOBaIbHUMH BY3JIaMH CHCTEMH.

BucHoBku. Pe3ynbrati MPOBEJCHUX SKCIIEPUMEHTIB MMOKa3ay, [0 Po3pobiieHa 6araTonporecopHa CHCTEMa BUKOPHCTOBY €ThCS
JUISL CTBOPEHHST HOBHX TEXHOJIOTIYHMX IporeciB. Tak, BOHA 3aCTOCOBYETHCS B yCTaHOBII JuIsl iHTeHCHpiKaIii chepoinu3yiodoro Bia-
nayry JOBFOMIPHOTO CTaleBOro BUpoOy. besnocepenHbO TEXHONOTIUHUI MTpoIiec TePMiuHOT 00pOOKH MeTay nmpuabdaBae Taki nepesa-
I'Hl, IK BUCOKA MPOYKTHBHICTb, ICTOTHE 3HIKEHHSI €HEPrOCIIOKUBAHHS 1 03BOJISIE 3IHCHIOBATH KOHTPOJIb TEXHOJOTIYHUX Mapamer-
PiB B pexuMax Hei30TepMidHOI 0OPOOKH MeTaiy.

KJIFOYOBI CJIOBA: OG6ararompolecopHi CHCTEMH, MepexeBHi iHTepdeiic, arperaifis, UIBUAKOIIS, I1aM’siTh, BY3IH,
JIATCHTHICTb.

YK 004.75
MOJAYJbHAS BBICOKO3®®EKTUBHASI MHOI'OIIPOLIECCOPHASL CACTEMA C MHOIOMEPHOM
ATPETAIIMEN KAHAJIOB CETEBOT'O HHTEP®EMCA
Mopo3 J. M. — accucteHT Kadeapsl mporpaMMHOro obecriedeHnst KoMIbioTepHbIx cucteM, HTY «/lHenpoBckas mOIUTEXHUKaY,
[uenp, Ykpauna.

AHHOTALIMUSA

AKTYaJIbHOCTB. B cOBpeMeHHBIX YCIOBHAX MpobieMa KOHCTPYHPOBAHUS MHOTONPOLIECCOPHBIX CHCTEM 0a3e CTaHAapTHBIX 00-
MIEOCTYHBIX TEXHOJIOTHI U KOMIIOHEHTOB MproOpeTaeT 0codoe 3HaUeHHE. DTO BBI3BAHO TEM, YTO TAKHUE CUCTEMBI CTAIH O0IIea0C-
TYIHBIMHU U JICIICBBIMU aIlIApaTHBIMU TUIATGOPMaMH JUTS BBICOKOTIPOU3BOIUTEIBHBIX BEIYHCICHUH. KpoMe Toro, mpakTika BeIIBH-
raet npoOJIEMbl, TOJTHOE PEIICHHE KOTOPHIX B OOJBITMHCTBE CIyYacB BO3MOXKHO JIMIIb 33 CUET MPHUMEHEHUS BBICOKOIIPOU3BOIUTEITb-
HbIX BbluUCIIeHUH. CienoBaTenbHO, TeMa KOHCTPYHUPOBAHUS KIIACTEPHBIX MHOTOMPOIIECCOPHBIX CUCTEM Ha CETrOJHS SIBJISIETCS aKTy-
AIbHOM, HHTEPECHOM M HAXOJUTCS HA Tale CBOCr0 aKTUBHOTO pa3BUTHs. BMmecTe ¢ TeM, HOBBIM KaueCTBEHHBIN ATall pa3BUTUSI MHO-
TOIPOLIECCOPHBIX KIACTEPHBIX CUCTEM JISKHUT B O0OJIACTH MCIOIb30BAaHUS HOBBIX COBPEMEHHBIX CETEBBIX TEXHOJIOTHH. B Hacrosmiee
BpeMs npobieMa BEIOOpa M aHaIN3a CETEBBIX TEXHOJIOTHH Ui MOIYIbHBIX MHOTONPOLIECCOPHBIX KJIACTEPHBIX CUCTEM HE MOIy4YriIa
JOJDKHOTO Pa3BUTHSA, KaK M MpoOJeMa peopraHu3aliyl CTPYKTYpPhl CETEBOTro WHTepdelica MyTeM arperaiuy KaHajoB CETEBOTO WH-
Tepeiica.

Hens. B pabote mocrasiieHa 1eib YCOBEPUICHCTBOBAHUE CTPYKTYPBI H MOBBIIICHHE MPOU3BOIUTEIEHOCTH MHOTOIIPOIICCCOPHOM
BBIYUCIUTEIBHON CHCTEMBI ITyTEM MHOTOMEPHOW arperainud KaHajoB CeTeBOro MHTepdeiica, alanTHpOBaHHOTO K PEHICHHUIO 3a1ad
HCCIIelyeMOro Kiacca.

Merton. Pemiena 3a1a4a noeiieHUs 3¢ (HEeKTHBHOCTH MOTYJIbHOM MHOTOIPOIIECCOPHON BBIYUCIUTEIBHON CHCTEMBI 32 CYET MHO-
rOMEpHOH arperaiueil kaHajioB cereBoro uHrepdeiica. [IpeyioKeHHBIH MOAXOA MO3BOJIMI HE TOJBKO MOBBICHTH 3()(EKTHBHOCTH
pacnapayienMBaHus, HO U CyIIECTBEHHO YMEHBIINTh BpeMs BBIYUCICHUN. Takux pe3ynbTaToB yaaqoch JOCTHYb 32 CYET yMEHbIIe-
HUS BpEMEHH IPaHMYHOTO 0OMEHa JaHHBIX MEXy BBEIYHCIUTEIFHBIMH Y3JIaMH KIaCTEPHOH CHCTEMBI.

PesyabTaThl. OCOOCHHOCTBIO MPEATIOKEHHOTO MOAX0/IA SBISETCS TO, YTO OH MO3BOJIMI PEANTN30BATh MPSIMO OOMEH NTaHHBIMU
MEX]y ONEPATHBHOU MAMSTHIO Y3JIOB MHOTOIIPOIIECCOPHOM CHCTEMBI, YTO MOBHIIMIAET OBICTPOICHCTBUE BEIYMCICHUI U 00CCIICUNBACT
BBICOKOCKOPOCTHOI JJOCTYH K mamsTH ee slave -y3moB. [Ipu 3ToM Bo Bpemst 0OMEHa TaHHBIMU MEXITy y3JIaMH CHCTEMBI pasrpyKaeTcs
cucrema CPU u cHibkaeTcst 3arpy3ka KaHasia, KOTOPBIH MPOXOIUT MEXKAY Y3JaMH BBIYHCIHTEIBHONW CHCTEMBI, YTO CIOCOOCTBYET
YMEHBIIICHHUIO BPEMEHH TPAHUYHOTO OOMEHA JAHHBIX MEK/Y BHIYUCIUTCIBHBIMU Y3JIaMU CUCTEMBI.

BrbiBoabl. Pe3ynbTaThl MPOBEACHHBIX 3KCIIEPUMEHTOB MOKA3aJIM, YTO pa3paboTaHHas MHOTOIPOLIECCOPHAs CUCTEMa HCIIOIb3YeT-
Cs1 IS CO3JJaHUSI HOBBIX TEXHOJIOTHYECKUX MPOIeccoB. Tak, OHa MPUMEHSETCs] B YCTAaHOBKE /Ul HHTCHCH(HUKALMU CHeponan3upye-
LIETO OTXKUra JITHHHOMEPHOTO CTATBHOTO M3aenus. HemocpencTBeHHO TEXHOIOTHMIECKUI MpoLece TEPMUIECKOH 00pabOTKH MeTa-
J1a IPHOOpETaeT TaKhe MPEUMYIIECTBa, KaK BBICOKAs MPOM3BOAUTEIBHOCTD, CYIIECTBEHHOE CHIDKEHHOE YHEPTONOTPEOIeHE U TI0-
3BOJISIET OCYIIECTBISTH KOHTPOIb TEXHOJIOTHYECKHUX MAPAMETPOB B PEKIMaX HEU30TEPMUIECKONW 00paboTKH MeTalia.

KJIFOYEBBIE CJIOBA: MHOTOIIPOIIECCOPHBIE CHCTEMBI, CETEBOI HHTEpdeElic, arperaiys, OpICTPOACHCTBIE, TaMTh, Y3IIbl, Jia-

TEHTHOCTb.
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ABSTRACT

Context. The problem of estimating the duration of software development in Java for personal computers (PC) is important be-
cause, first, failed duration estimating is often the main contributor to failed software projects, second, Java is a popular language,
and, third, a personal computer is a widespread multi-purpose computer. The object of the study is the process of estimating the dura-
tion of software development in Java for PC. The subject of the study is the nonlinear regression models to estimate the duration of
software development in Java for PC.

Objective. The goal of the work is to build nonlinear regression models for estimating the duration of software development in
Java for PC based on the normalizing transformations and deleting outliers in data to increase the confidence of the estimation in
comparison to the ISBSG model for the PC platform.

Method. The models, confidence, and prediction intervals of nonlinear regressions to estimate the duration of software develop-
ment in Java for PC are constructed based on the normalizing transformations for non-Gaussian data with the help of appropriate
techniques. The techniques to build the models, confidence, and prediction intervals of nonlinear regressions are based on normaliz-
ing transformations. Also, we apply outlier removal for model construction. In general, the above leads to a reduction of the mean
magnitude of relative error, the widths of the confidence, and prediction intervals in comparison to nonlinear models constructed
without outlier removal application in the model construction process.

Results. A comparison of the model based on the decimal logarithm transformation with the nonlinear regression models based
on the Johnson (for the Sg family) and Box-Cox transformations as both univariate and bivariate ones has been performed.

Conclusions. The nonlinear regression model to estimate the duration of software development in Java for PC is constructed
based on the decimal logarithm transformation. This model, in comparison with other nonlinear regression models, has smaller
widths of the confidence and prediction intervals for effort values that are bigger than 900 person-hours. The prospects for further
research may include the application of bivariate normalizing transformations and data sets to construct the nonlinear regression
models for estimating the duration of software development in other languages for PC and other platforms, for example, mainframe.

KEYWORDS: duration, software development, Java, personal computer, nonlinear regression model, normalizing transforma-
tion, non-Gaussian data, ISBSG.

ABBREVIATIONS

COCOMO is a constructive cost model;

ISBSG is the International Software Benchmarking
Standards Group;

KLOC is kilo lines of code (one thousand lines of
code);

MMRE is a mean magnitude of relative error;

MRE is a magnitude of relative error;

PC is a personal computer;

PRED is a percentage of prediction;

SMD is a squared Mahalanobis distance.

NOMENCLATURE
60 is an estimator of the parameter defined by the in-
tercept of the true regression line for normalized data;
61 is an estimator of the parameter defined by the

slope of the true regression line for normalized data;
N is a number of data points;

N(O, cg) is a Gaussian distribution with zero mathe-

matical expectation and variance c§ ;

P is a non-Gaussian random vector;
R is a multiple coefficient of determination;
T is a Gaussian random vector;

t W 2LN=-2 is a quantile of student’s t-distribution with

N —2 degrees of freedom and o/2 significance level;

X| is an effort of software development;
Y is the duration of software development;
Z; is a Gaussian variable that is obtained by trans-

forming variable X;;
Zy is a Gaussian variable that is obtained by trans-

forming variable Y;

Zy is a sample mean of the Zy values;

2Y is a prediction result by linear regression equation
for normalized data;
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o is a significance level;
By is a multivariate skewness;

B, is a multivariate kurtosis;

¢ is a Gaussian random variable that defines residu-
als;

o, is a standard deviation of ¢ ;
y is a vector of bivariate normalizing transformation.

INTRODUCTION

Estimation of duration, effort, and the cost is a very
important and integral part of the software development
life cycle [1-3]. It is important to do an accurate estima-
tion as much as possible because failed estimation (in-
cluding duration estimation) is often the main contributor
to failed software projects.

Today estimation of duration in software development
is mostly based on heuristic approaches like expert judg-
ment and planning poker. In absence of the experts for
estimating, it is very difficult to estimate software devel-
opment duration. That is why there is a need for algo-
rithmic methods and mathematical models that can do
accurate estimates.

For many years the most famous models are regres-
sion equations such as COCOMO and ISBSG. These
models are similar in structure (both are effort dependent
and constructed based on decimal logarithm). Wherein
there only is one ISBSG model for estimating the duration
of software development for the PC platform. However,
there are no models which additionally take into account
the programming language. In this paper, we demon-
strated the need to take into account the programming
language for the ISBSG model. We practiced the calibra-
tion of the ISBSG model using the ISBSG data set (D&E
Corporate Release May 2021 R1) collected from the
software development projects in Java for PC. We used
the ISBSG data set because for many years the ISBSG
repository is applied as a foundation of the software pro-
ject estimation process [4]. Also, we constructed other
models based on the normalizing transformations such as
the Box-Cox and Johnson using the above data set.

The object of study is the process of estimating the
duration of software development in Java for PC.

The subject of study is the regression models to es-
timate the duration of software development in Java for
PC.

The purpose of the work is to increase the confi-
dence in estimating the duration of software development
in Java for PC.

1 PROBLEM STATEMENT
Suppose given the original sample as the bivariate
non-Gaussian data set: actual duration (in months) Y and
effort (in person-hours) X, of software development in
Java for PC. Suppose that there is a mutually inverse
normalizing transformation of non-Gaussian random vec-

tor P={Y, XI}T to Gaussian random vector T = {Z,Z, }T
is given by

T=y(P) 0!

and the inverse transformation for (1)
P=y(T). @

It is required to build the nonlinear regression model
in the form Y =Y(X},&) based on transformations (1) and

).

2 REVIEW OF THE LITERATURE

Although the first models for estimating the duration
of software development were built in the 1970-1980
years [1, 5], research in this area is still ongoing [4, 6—10].

Most often these models enable estimating the dura-
tion of software development depending on the develop-
ment effort. Building such models requires the presence
of corresponding datasets. Firstly it was government or-
ganization datasets (NASA etc.). For at least 25 years
many such researchers are used data from the different
ISBSG repository releases [6—10].

The COCOMO models were built using project size as
the data clustering criteria [1]. Software development
projects were split by their size into 3 types: organic (2—
50 KLOC), semi-detached (50-300 KLOC), and embed-
ded (larger than 300 KLOC). Then each of these types
was built in separate models.

The ISBSG models are similar in structure to
COCOMO models the only difference is that they were
built for such platforms as mainframe, mid-range, and
personal computers based on the 1996 ISBSG repository
data.

In all models from [1, 2, 6] the decimal logarithm
transformation was used to normalize empirical data. But
as it was clear from [6], the above transformation is not
always acceptable for empirical data normalization. In [6]
a linear regression was performed on the LoglO-
transformed values of duration and effort for the 39 PC

software development projects R?=0.140. It is very low
and means that there is no correlation between dependent
and independent variables.

In the nonlinear regression model for estimating the
duration of software development for PC [7], the Johnson
univariate transformation was used to normalize empirical
data values of duration and effort. This transformation
enables to build of valid models in some cases but as will
be shown in this research this transformation gives aver-
age model quality with the 2021 ISBSG repository data
for software developed in Java for PC. Therefore, it is
also required to apply bivariate transformation and re-
move outliers from the empirical data to build a high-
quality model according to [11].
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A normalizing transformation is often a good way to
construct nonlinear regression models [11-17]. According
to [14], transformations are made for essentially four pur-
poses, two of which are: firstly, to obtain approximate
normality for the distribution of the error term (residuals),
secondly, to transform the response and/or the predictor in
such a way that the strength of the linear relationship be-
tween new variables (normalized variables) is better than
the linear relationship between initial dependent and in-
dependent variables.

According to [11], there may be data sets on which the
results of building nonlinear regression models depend,
firstly, which normalizing transformation is used, univari-
ate, or multivariate, and, secondly, are there any outliers
in the data set. That is why in [11] the technique was con-
sidered to build nonlinear regression models based on the
multivariate normalizing transformations and prediction
intervals. In this technique, in addition to the technique
for detecting outliers in multivariate non-Gaussian data
[18], the prediction intervals of nonlinear regressions are
used to detect the outliers in the process of constructing
the nonlinear regression models. We apply the above
technique [11] for building the nonlinear regression mod-
els with one predictor (effort) to estimate the duration of
software development in Java for PC.

3 MATERIALS AND METHODS

According to [11], the technique to build nonlinear re-
gression models based on the normalizing transformations
and prediction intervals consists of four steps. In the first
step, multivariate non-Gaussian data are normalized using
a multivariate normalizing transformation (1).

In the second step, the nonlinear regression model is
constructed based on the multivariate normalizing trans-
formation (1). Before that, we first determine whether one
data point of a multivariate non-Gaussian data set is a
multidimensional outlier. To do this, we apply the statisti-
cal technique based on the normalizing transformations
and the Mahalanobis squared distance (MSD) as in [18,
19]. If there is a two-dimensional outlier in a bivariate
non-Gaussian data set, then we discard the one, and return
to step 1, else build the linear regression model for nor-
malized data based on the transformation (1) in the form

ZY :2Y +8=60+6121+8, (3)

¢ is a Gaussian random variable that defines residuals,
e~N (0, oﬁ )
After that, the nonlinear regression model is built

based on the linear regression model (3) and the transfor-
mations (1) and (2) as

Y=y (By +e) . )

In the third step, the prediction interval of nonlinear
regression is defined [11]

\V?I 2Y +1 SZ 1+L+M , (5)
i 0/2,N-2 N SZIZI

where t W/ 2,N=2 is a student’s t-distribution quantile with

a/2 significance level and N—2 degrees of freedom;

;N - ; a1
t= 3z 7). Sup -2, -7):
N-2:3 i=1
Z) 1%2
1=75 I -
N i

In the fourth step, we check if there are data that are
out of the bounds of the prediction interval. And if we
detect the outliers, we discard them and repeat all the
steps starting with the first for new data without discarded
outliers, else nonlinear regression model construction is
completed.

To normalize the data according to (1), we applied the
decimal logarithm transformation with components Z;

Zi=1gX4 (6)
and Zy
Zy =lgY . %

Also, to normalize the data, we used the univariate and
bivariate Box-Cox transformations [16] with components
Z)

(XM 1)y, i a0
zy=x()=1"" ®)
In(X,), it A;=0

and Zy , which is defined analogously to (8) with the only
difference that instead of Z;, Xj, and A; should be put
respectively Zy , Y, and Ay . Here Z;, and Z, are Gaus-
sian variables, A; and Ay parameters of the bivariate

Box-Cox transformation.

Furthermore, to normalize the data, we used the uni-
variate and bivariate Jonson transformations for the Sg
family [11] with component Z;

Xi— ¢

Zy=y +nln
O +A =X

)

and Zy , which is defined analogously to (9) with the only
difference that instead of Z;, X, y;, My, @1, and A
should be put respectively Zy, Y, vy, Ny, ¢y, and Ay .
Here Z; and Z, are Gaussian variables with zero

mathematical expectation and unit variance; vy, my,
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Qy, Ay, Y1, N> ¢, and A, are parameters of the John-

son transformation for the Sy family.

The nonlinear regression model based on the linear
regression model (3) for the normalized data and the
decimal logarithm transformation for (6) and (7) has the
form

Y =105 x (10)

The nonlinear regression model based on the bivariate
Box-Cox transformation has the form [20]
)]

Y= [fw (2Y +g)+1]1/XY :

According to [20], the nonlinear regression model
based on the Johnson bivariate transformation for the Sg
family has the form

Y =y +7A\Y/{1+exp[—(2v +€—§’Y)/ﬁ¥]}~ (12)

In (10)—(12) as and in (3), ¢ is a Gaussian random

variable which defines residuals, € ~ N (0, cﬁ )

The confidence interval of nonlinear regression is de-
fined analogously to (5) with the only difference that in
the sum under the square root, there will not be leading 1.

4 EXPERIMENTS

Before building a nonlinear regression model based on
the multivariate normalizing transformation, we con-
structed a nonlinear regression equation to estimate the
duration Y (in months) of software development for the
PC platform depending on the effort X; (in person-hours)
based on the decimal logarithm transformation of 243
software projects data with Data Quality Rating A from
the 2021 ISBSG database (see Fig. 1).

] 20000

40000 60000 80000 100000 i

Figure 1 — Nonlinear regression (solid line) and its prediction
intervals (dash lines) of the duration depending on the effort,
which was constructed by the decimal logarithm using 243
software projects data (dots) with Quality Rating A (highest)
from the ISBSG database (D&E Corporate Release May 2021
R1)

Fig. 1 contains nonlinear regression (solid line) for
which the equation is:

Y =0.4902X 3437 (13)
Also, Fig. 1 contains prediction intervals bounds (dash
lines) of nonlinear regression of the duration depending
on the effort, which was constructed using the decimal
logarithm (Log10) by (5) for a significance level of 0.05.

The values of R* , MMRE, and PRED(0.25) equal re-
spectively 0.2971, 0.4840, and 0.3457 for equation (13).
These values are less than acceptable ones and indicate
the unsatisfactory accuracy of duration prediction by
equation (1). That is why we apply the appropriate tech-
nique [11] to build a nonlinear regression model for esti-
mating the duration of software development in Java for
PC.

To construct a nonlinear regression model for estimat-
ing the duration of software development in Java for PC
we use the above technique for the 39 software projects
data with Data Quality Rating A from the ISBSG data-
base (D&E Corporate Release May 2021 R1). The above
data are shown in Fig. 2 as dots.

15 L] Y
.
10 ]
.
.
L] . ®
.
3 * »
.
&
0 10000 20000 30000 40000 i

Figure 2 — Scatter plot of effort X; vs. duration Y for 39 software
projects in Java for PC

We checked the bivariate data from Fig. 2 for multi-
variate outliers. But before that, we tested the normality
of multivariate data from Fig. 2 because well-known sta-
tistical methods (for example, multivariate outlier detec-
tion based on the squared Mahalanobis distance (SMD))
are used to detect outliers in multivariate data under the
assumption that the data is described by a multivariate
Gaussian distribution [16, 18, 19]. We applied a multi-
variate normality test proposed by Mardia and based on
measures of the multivariate skewness B, and kurtosis
B, [21, 22]. According to this test, the distribution of
bivariate data from Fig. 2 is not Gaussian since the test
statistic for multivariate skewness NB;/6 of this data,
which equals 119.61, is greater than the quantile of the
Chi-Square distribution, which is 14.86 for 4 degrees of
freedom and 0.005 significance level. Similarly, the test
statistic for multivariate kurtosis 3, which equals 24.60,
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is greater than the value of the Gaussian distribution
quantile, which is 11.30 for 8 mean, 1.641 variance, and
0.005 significance level.

Therefore, we used the statistical technique [18] to de-
tect multivariate outliers in the bivariate non-Gaussian
data from Fig. 2 based on the multivariate normalizing
transformations and the SMD for normalized data. To
normalize the data from Fig. 2, we applied three univari-
ate and two bivariate transformations (see Table 1).

The parameter estimates of the univariate and bivari-
ate Box-Cox transformations for the data from Fig. 2 are
calculated by the maximum likelihood method according
to [16]. The parameter estimates of the univariate Box-

Cox  transformation  are 71Y =-0.295079  and

A

A1 =—0.244234. The parameter estimates of the bivariate

Box-Cox transformation are Ay =-0.207256 and
A =-0.212036.
Table 1 — SMD values for normalized data

. Univariate Bivariate
No Project ID Logl0 | Box-Cox| Johnson | Box-Cox| Johnson
1 10248 1.37 1.55 1.04 1.60 1.27
2 10868 8.74 14.69 14.02 12.95 10.56
3 11641 11.81 8.18 8.20 9.10 10.23
4 11802 1.12 1.26 1.12 1.23 1.19
5 12636 5.60 3.98 4.78 4.42 5.30
6 12857 0.98 0.98 0.89 0.97 0.96
7 14345 0.43 0.39 0.26 0.40 0.31
8 14487 2.33 1.90 1.93 1.98 2.20
9 14883 0.50 0.49 0.31 0.49 0.38
10 14937 6.61 4.09 5.57 4.39 5.73
11 14953 0.52 0.61 0.51 0.59 0.53
12 16032 1.24 1.61 1.23 1.57 1.30
13 18271 0.15 0.13 0.12 0.15 0.16
14 19256 0.73 0.85 0.49 0.83 0.59
15| 21372 0.42 0.35 0.21 0.34 0.27
16 | 21719 0.29 0.21 0.16 0.22 0.20
17 | 22359 1.86 1.92 1.36 2.01 1.68
18 | 22404 3.43 2.63 2.52 2.77 291
19 | 23094 1.11 1.28 1.05 1.26 1.11
20 | 23265 0.28 0.20 0.16 0.21 0.20
21 24483 2.23 2.01 1.76 2.07 1.98
22 | 25081 0.16 0.09 0.10 0.11 0.13
23 | 25342 1.54 1.86 1.13 1.93 1.47
24 | 25480 0.16 0.09 0.10 0.11 0.13
25 | 25663 1.49 2.26 1.66 2.17 1.76
26 | 25931 0.41 0.63 0.37 0.65 0.50
27 | 26422 0.25 0.17 0.14 0.18 0.17
28 | 26695 2.17 2.77 2.46 2.62 2.34
29 | 28504 0.28 0.42 0.26 0.43 0.34
30 | 28519 2.73 5.90 9.75 5.45 6.30
31 29310 7.92 4.10 6.06 4.45 6.44
32 | 29311 1.37 1.37 1.27 1.38 1.35
33 | 29398 1.83 3.18 2.49 3.00 2.52
34 | 29471 0.14 0.12 0.11 0.13 0.14
35 | 29537 0.23 0.43 0.27 0.41 0.27
36 | 30243 0.40 0.61 0.36 0.63 0.48
37 | 30658 0.18 0.24 0.17 0.25 0.22
38 | 31895 3.86 3.17 2.57 3.31 3.26
39 1 31999 1.11 1.28 1.05 1.26 1.11

The parameter estimates of the univariate and bivari-
ate Jonson transformation for the Sg family for the data

from Fig. 2 are calculated by the maximum likelihood
method according to [20]. The parameter estimates of the
univariate Jonson transformation for the Sp family are
Ty =3.8025, y; =3.02479, ny =1.4727, 1, =0.59352,

§y =0.65925,  (;=97.897, iy =76.853, and

il =207294.1. The parameter estimates of the bivariate
Jonson transformation for the Sg family are jy =10.939,
11 =4.42142, Ny =1.19033, M =0.54626 ,

By =0.23642,  (;=81.576, Ay =5937.939,

A =1484909.7 .

Table 1 contains the SMD for normalized data. The
SMD values from Table 1 indicate there is one multivari-
ate outlier in bivariate non-Gaussian data for four trans-
formations (all univariate transformations and the bivari-
ate Box-Cox transformation) since the SMD values for
row 3 for decimal logarithm and row 2 for two univariate
transformations (Box-Cox and Jonson) and the bivariate
Box-Cox transformation are greater than the quantile of
the Chi-Square distribution, which equals to 10.60 for the
0.005 significance level and 2 degrees of freedom. In Ta-
ble 1, the SMD values, which are greater than the above
quantile, are highlighted in bold.

For example, a scatter plot of normalized effort Z; vs.
normalized duration Zy (using the bivariate Box-Cox
transformation) for the data from Fig. 2 is shown in
Fig. 3. Here the above outlier (Project 10868) is marked
as an “outlier”.

and

Zy
2 . e
.
.
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1.5 ]
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.
.
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.
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L ]
0 3 3.3 4 zZ

Figure 3 — Scatter plot of normalized effort Z; vs. normalized
duration Zy (using the bivariate Box-Cox transformation) for the
data from Fig. 2

Only the SMD values from Table 1 for bivariate Jon-
son transformations for the Sy family indicate there are no
multivariate outliers in bivariate non-Gaussian data from
Fig. 2 since all SMD values, in this case, are less than the
above quantile value.

The reason for such different results in outlier detec-
tion is that only the data normalized using the bivariate
Jonson transformation for the S family passes a multi-
variate normality test proposed by Mardia [21]. As a note,
the above, Mardia’s test is based on measures of the mul-
tivariate skewness P, and kurtosis B, [21].
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According to Mardia’s test, the bivariate distribution
of data (from Fig. 2) normalized using the bivariate Jon-
son transformation for the S family is approximately
Gaussian since the test statistic for multivariate skewness
NB,/6 of this data, which equals 2.08, is less than the

quantile of the Chi-Square distribution, which is 14.86 for
4 degrees of freedom and 0.005 significance level. Also,
the test statistic for multivariate kurtosis 3, , which equals

10.71, is less than the value of the Gaussian distribution
quantile, which is 11.30 for 8 mean, 1.641 variance, and
0.005 significance level.

Therefore, we decide, that there are no multivariate
outliers in bivariate non-Gaussian data from Fig. 2 (39
data points). And we go to step 2 of the first iteration.

We constructed the nonlinear regression model (10),

for which the estimate 6, is 0.1552, parameters estimates

are By =—0.500291 and by =0.357533.

Next, we calculated the nonlinear regression predic-
tion interval by (5) for a significance level of 0.05. In the

first iteration, =2.026; Sz =0.15726 ;

ta/Z,N—Z
Z,=3.025; Sz,z, =15.968 for the data normalized by

the Log10 transformation of 39 data points from Fig. 2.

There are two outliers (data for software projects
10868 and 11641) since their Y values are out of the pre-
diction interval computed by (5) for a significance level
of 0.05. We discarded data of software projects 10868 and
11641. The first iteration is completed. The above 37 data
points are shown in Fig. 4.

In the second iteration, there are no multivariate out-
liers in bivariate non-Gaussian data from Fig. 4 (37 data
points). And we go to step 2 of the second iteration.

0 10000 40000 X

20000

30000

Figure 4 — Nonlinear regression Y (solid line) and its prediction
intervals (dash lines) of the duration depending on the effort,
which is constructed by the decimal logarithm transformation of
37 data points

We constructed the nonlinear regression model (10),
for which the estimate &, is 0.1104, parameters estimates

are by =—0.468116 and by =0.346194 .

Next, we calculated the nonlinear regression predic-
tion interval by (5) for a significance level of 0.05. In the

second iteration, =2.030; Sz =0.1120 ;

t(x/Z,N—Z
Z,=3.035; Sz,z, =15.816 for the data normalized by

the Log10 transformation of 37 data points from Fig. 4.

There are two outliers (data for software projects
12636 and 31895) since their Y values are out of the pre-
diction interval computed by (5) for a significance level
of 0.05. We discarded data from software projects 12636
and 31895. The second iteration is completed.

In the third iteration, we used data from the remaining
35 projects (see Fig. 5). There are no multivariate outliers
in bivariate non-Gaussian data from Fig. 5 (35 data
points). And we go to step 2 of the third iteration.

Next, we used 35 data points from Fig. 5 to construct
the model in form (10) with the following parameters

estimates: by =—0.439718 , by =0.330913, &, =0.0828 .

I

40000 A

0 10000

20000 30000

Figure 5 — Nonlinear regression Y (solid line) and its prediction
intervals (dash lines) of the duration depending on the effort,
which is constructed by the decimal logarithm transformation of
35 data points

After constructing a model (10), we have to find the
nonlinear regression prediction interval by (5) for a sig-
nificance level of 0.05 (see Fig. 5). In the third iteration,

tyo N =2035; Sz =0.0840 ; Z,=3.016;

Sz,z, =15.158 for the data normalized by the Logl0

transformation of 35 data points from Fig. 5.

There is one outlier (data for software project 14487)
since its Y value is out of the prediction interval computed
by (5) for a significance level of 0.05. We discarded data
from software project 14487. The third iteration is com-
pleted.

In the fourth iteration, we used data from the remain-
ing 34 projects (see Fig. 6). There are no multivariate
outliers in bivariate non-Gaussian data from Fig. 6 (34
data points). And we go to step 2 of the fourth iteration.

We used 34 data points from Fig. 6 to construct the
model in form (10) with the following parameters esti-

mates: 60 =-0.423179, 61 =0.323072, 6, =0.07253.
Next, we calculated the nonlinear regression predic-
tion interval by (5) for a significance level of 0.05. In the

fourth  iteration, =2.037; S7; =0.07366 ;

LN
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Z;=3.002; Sz =14.923 for the data normalized by

the Log10 transformation of 34 data points from Fig. 6.
There are no outliers since all Y values are not out of
the bounds of the prediction interval computed by (5) for
a significance level of 0.05. The model construction is
completed.
5

0 10000

20000

30000 40000 X

Figure 6 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration
depending on the effort, which is constructed by the decimal
logarithm transformation of 34 data points

Also, we calculated the confidence intervals of

nonlinear regression Y constructed by the decimal loga-
rithm transformation of 34 data points (see Fig. 6).

The computer program implementing the constructed
models (10), (11), and (12) was developed to conduct
experiments. The program was written in the sci-language
for the Scilab system. Scilab (https://www.scilab.org/) is
free and open-source software, the alternative to commer-
cial packages for system modeling and simulation pack-
ages such as MATLAB and MATRIXx [23].

5 RESULTS

The prediction results Y (solid line) of nonlinear re-
gression models (11) and (12), its confidence (dot lines)
and prediction (dash lines) intervals of the duration (in
months) depending on the effort (in person-hours) are
defined for both univariate and multivariate transforma-
tions (see figures 7-10) to compare with prediction results
for model (10).

¥

40000 A

0 10000

20000 30000

Figure 7 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration
depending on the effort, which is constructed by univariate Box-
Cox’ transformation of 34 data points

To evaluate the prediction accuracy of the nonlinear
regression models we applied the metrics R, MMRE, and
PRED(0.25). MMRE and PRED(0.25) are accepted as
standard evaluations of prediction results by regression
models.

0 10000 20000 30000 40000 A

Figure 8 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration
depending on the effort, which is constructed by bivariate Box-
Cox’ transformation of 34 data points

0 10000 20000 30000 40000 Rl

Figure 9 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration

depending on the effort, which is constructed by univariate
Johnson’ transformation of 34 data points

40000 &

0 10000

20000 30000

Figure 10 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration
depending on the effort, which constructed by bivariate John-

son’ transformation of 34 data points
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These metrics are applied in software engineering too
[24, 25]. The acceptable values of MMRE and
PRED(0.25) are not more than 0.25 and not less than 0.75

respectively. The values of R?, MMRE and PRED(0.25)
are shown in Table 2 for models (10)—(12) for both uni-
variate and multivariate transformations. The values of
these metrics are acceptable and approximately the same
for all models. These values indicate good prediction ac-
curacy of the models (10)—(12) for estimating the duration
of software development in Java for PC.

Table 2 — The prediction accuracy metrics of the nonlinear
regression models

Metrics Univariate Bivariate
Logl0 | Box-Cox | Johnson | Box-Cox | Johnson
R’ 0.8817| 0.8704] 0.8763| 0.8709| 0.8807
MMR in 0.0010[  0.0008[ 0.0006] 0.0086] 0.0001
MMR jax 0.3147| 0.3001] 0.2953] 0.3539] 0.3108
MMRE 0.1352| 0.1333] 0.1346] 0.1356] 0.1353
PRED(0.25) 0.8529] 0.8529| 0.8529| 0.8235] 0.8529

Also, Table 2 contains minimum and maximum values
of MRE denoted MMR;;, and MMR .., respectively.

The model (12) based on the Johnson bivariate trans-
formation for the Sg family has smaller MRE values for
bigger numbers of data points in comparison to other
models. Such, the MRE values for the model (12) based
on the Johnson bivariate transformation are smaller than
for the model (11) with parameters estimates for both the
univariate and bivariate Box-Cox transformations for 21
from 34 data points. The MRE values for the model (12)
based on the Johnson bivariate transformation are smaller
than for the model (10) for 18 from 34 data points. The
MRE values for the model (12) based on the Johnson
bivariate transformation are smaller than for the model
(12) with parameter estimates for the Johnson univariate
transformation for 19 from 34 data points. Also, the last
result indicates the advantage of using the bivariate trans-
formation in comparison to the univariate one.

6 DISCUSSION

We apply bivariate normalizing transformations to
build the nonlinear regression model for estimating the
duration of software development in Java for PC by ap-
propriate techniques [11] since the error distribution of
the linear regression model is not Gaussian what the chi-
squared test result indicates. Also, there are no outliers in
the data. Moreover, the bivariate distribution of the data is
not Gaussian which the Mardia multivariate normality test
based on measures of the multivariate skewness and kur-
tosis indicates. Because we use the statistical technique
[18] to detect multivariate outliers in the bivariate non-
Gaussian data based on the bivariate normalizing trans-
formations and the SMD for normalized data. Note, that
we have other bivariate outliers for the data from Table 1
without applying normalization compared to outlier detec-
tion results using the above technique [18].

Also note that in our case, the poor normalization of
bivariate non-Gaussian data using the Box-Cox and John-
son univariate transformations lead to an increase in the

widths of the confidence and prediction intervals of
nonlinear regression for a larger number of data rows
compared to the Box-Cox and Johnson bivariate trans-
formations. The above indicates the advantage of using
the bivariate transformation in comparison to the univari-
ate one.

The nonlinear regression model (10), in comparison
with other nonlinear regression models (11) and (12), has
smaller widths of the confidence and prediction intervals
for effort values that are bigger than 900 person-hours.
These results and the values of the prediction accuracy
metrics from Table 2 indicate the preference for using a
more simple model (10) for estimating the duration of
software development in Java for PC.

CONCLUSIONS

The important problem of increase of confidence in
estimating the duration of software development in Java
for PC is solved.

The scientific novelty of obtained results is that
nonlinear regression models to estimate the duration of
software development in Java for PC are firstly con-
structed based on the Box-Cox and Johnson bivariate
transformations. These models, in comparison with other
nonlinear regression models, have smaller widths of the
confidence and prediction intervals for effort values that
are smaller than 900 person-hours.

The practical significance of obtained results is that
the software realizing the constructed model is developed
in the sci-language for Scilab. The experimental results
allow for the recommendation of the constructed model
for use in practice.

Prospects for further research may include the ap-
plication of bivariate normalizing transformations and
data sets to construct the nonlinear regression models for
estimating the duration of software development in other
languages for PC and other platforms, for example, main-
frame.

ACKNOWLEDGEMENTS
This research was made possible by the ISBSG data
set (D&E Corporate Release May 2021 R1). ISBSG
(www.isbsg.org) provided the repository data subscription
for Admiral Makarov National University of Shipbuilding
at a heavily discounted price for academic purposes.

REFERENCES

1. Boehm B. W. Software engineering economics. Englewood
Cliffs, NJ, Prentice Hall, 1981, 768 p.

2. Boehm B. W., Abts C., Brown A. W. et al. Software cost
estimation with COCOMO 1II. Upper Saddle River, NJ:
Prentice Hall PTR, 2000, 506 p.

3. Owais M., Ramakishore R. Effort, duration and cost estima-
tion in agile software development, 2016 Ninth International
Conference on Contemporary Computing (IC3), 2016,
pp. 1-5, DOI: 10.1109/IC3.2016.7880216.

4. Abran A. Data collection and industry standards: the ISBSG
repository, Software Project Estimation: The Fundamentals
for Providing High Quality Information to Decision Makers,

© Prykhodko S. B., Pukhalevych A. V., Prykhodko K. S., Makarova L. M., 2022

DOI 10.15588/1607-3274-2022-3-14

151



e-ISSN 1607-3274 PagioenexTpoHika, iHpopmaTuka, ynpasiinss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

10.

11.

12.

13.

14.

IEEE, 2015,
10.1002/9781118959312.ch8.
Putnam L. H. A general empirical solution to the macro-
software sizing and estimating problem, IEEE Transactions
on Software Engineering, 1978, Vol. 4, No. 2, July, pp. 345—
361.

Oligny S., Bourque P. , Abran A., Fournier B. Exploring the
relation between effort and duration in software engineering
projects, Proceedings of the World Computer Congress,
Aug. 2000, P. 175-178.

Prykhodko S. B., Pukhalevich A. V. Developing PC Soft-
ware Project Duration Model based on Johnson transforma-
tion, Proceedings of the 12th International Conference
Modern Problems of Radio Engineering, Telecommunica-
tions and Computer Science TCSET’2014, Lviv-Slavske,
Ukraine. Lviv, Polytechnic National University, 2014,
pp. 114-116.

Prykhodko S.B., Pukhalevich A. V. Confidence interval
estimation of PC software project duration regression based
on Johnson transformation, Radioelectronic and Computer
Systems. Kharkiv, 2014, No.2 (66), pp. 104-107. ISSN:
1814-4225

Loépez-Martin C., Abran A. Neural networks for predicting
the duration of new software projects, Journal of Systems
and Software, 2015, Vol. 101, pp.127-135. DOL
10.1016/J.JSS.2014.12.002

Pospieszny P., Czarnacka-Chrobot B., Kobylinski A. An
effective approach for software project effort and duration
estimation with machine learning algorithms, Journal of
Systems and Software, 2018, pp.184-196. DOI:
10.1016/1.JSS.2017.11.066

Prykhodko S., Prykhodko N.Mathematical modeling of
non-Gaussian dependent random variables by nonlinear re-
gression models based on the multivariate normalizing
transformations, Mathematical Modeling and Simulation of
Systems : 15th International Scientific-practical Conference
MODS’2020. Chernihiv, Ukraine, June 29 — July 01, 2020,
selected papers. Springer, Cham, 2021, P. 166-174. (Ad-
vances in Intelligent Systems and Computing, Vol. 1265).
DOI: 10.1007/978-3-030-58124-4 16

Bates D. M., Watts D. G. Nonlinear regression analysis and
its applications. New York, John Wiley & Sons, 1988,
384 p. DOI:10.1002/9780470316757

Seber G.A.F., C.J. Wild Nonlinear regression. New York,
John Wiley & Sons, 1989, 768 p. DOI: 10.1002/0471725315
Ryan T. P. Modern regression methods. New York, John
Wiley & Sons, 1997, 529 p. DOI: 10.1002/9780470382806

pp. 161-184, DOI:

YK 004.412:519.237.5

KopabeOynyBanHs iMeHi agMipana MakapoBa, Mukonais, Ykpaina.

© Prykhodko S. B., Pukhalevych A. V., Prykhodko K. S., Makarova L. M., 2022

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Drapper N. R., Smith H. Applied regression analysis. New
York, John Wiley & Sons, 1998, 736 p.
Johnson R. A., Wichern D. W. Applied multivariate statisti-
cal analysis, Pearson Prentice Hall, 2007, 800 p.
Chatterjee S., Simonoff J. S. Handbook of regression analy-
sis. New York, John Wiley & Sons, 2013, 236 p. DOI:
10.1002/9781118532843
Prykhodko S., Prykhodko N., Makarova L., et al. Detecting
Outliers in Multivariate Non-Gaussian Data on the basis of
Normalizing Transformations, Electrical and Computer En-
gineering : the 2017 IEEE First Ukraine Conference
(UKRCON) «Celebrating 25 Years of IEEE Ukraine Sec-
tion», Kyiv, Ukraine, May 29 — June 2, 2017 : proceedings.
Kyiv, IEEE, 2017, pp. 846-849. DOIL:
10.1109/UKRCON.2017.8100366
Prykhodko S., Prykhodko N., Makarova L. et al. Application
of the Squared Mahalanobis Distance for Detecting Outliers
in Multivariate Non-Gaussian Data, Radioelectronics, Tele-
communications and Computer Engineering : 14th Interna-
tional Conference on Advanced Trends (TCSET). Lviv-
Slavske, Ukraine, February 20-24, 2018 : proceedings,
pp. 962-965. DOT: 10.1109/TCSET.2018.8336353
Prykhodko S., Prykhodko N., Knyrik K. Estimating the ef-
forts of mobile application development in the planning
phase using nonlinear regression analysis, Applied Com-
puter Systems, 2020, Vol. 25, No. 2, pp. 172-179. DOI:
10.2478/acss-2020-0019
Mardia K.V. Measures of multivariate skewness and kurto-
sis with applications, Biometrika, 1970, Vol. 57, pp. 519—
530. DOI: 10.1093/biomet/57.3.519
Mardia K.V. Applications of some measures of multivariate
skewness and kurtosis in testing normality and robustness
studies, Sankhya: The Indian Journal of Statistics, Series B
(1960-2002), 1974, Vol. 36, Issue 2, pp. 115-128.
Campbell S. L., Chancelier J.-P., Nikoukhah R.Modeling
and simulation in Scilab/Scicos. Springer, 2005, 313 p.
Foss T., Stensrud E., Kitchenham B., Myrtveit I. A simula-
tion study of the model evaluation criterion MMRE, IEEE
Transactions on software engineering, 2003, Vol. 29, Is-
sue 11, pp. 985-995. DOI: 10.1109/TSE.2003.1245300
Port D., Korte M. Comparative studies of the model evalua-
tion criterions MMRE and PRED in software cost estimation
research, Empirical Software Engineering and Measure-
ment, the 2nd ACM-IEEE International Symposium ESEM,
Kaiserslautern, Germany, October, 2008 : proceedings.
New York, ACM, 2008, pp. 51-60
Received 01.07.2022.
Accepted 27.08.2022.

HEJIHIVHI PETPECIAHI MOJEJII 111 OITHIOBAHHSA TPUBAJIOCTI PO3POBKU IIPOT'PAMHOI'O
3ABE3IIEYEHHS HA JAVA IS IIK 3A JAHUMM ISBSG 2021 POKY

Mpuxoapko C. B. — 1-p TexH. HayK, mpodecop, 3aBimxyBad kadeapu IPOrpaMHOro 3ade3NneyeHHs aBTOMATH30BaHUX cucTeM Ha-
LIOHAJBHOTO YHIBEPCHTETY KopabieOymyBaHHs iMeHi agMipana Makaposa, MukomnaiB, YkpaiHa.

IyxaneBuu A. B. — kaH1. TexH. HayK, BUKJIaga4 Kadeapy IporpaMHOro 3abe3nedeHHs aBTOMaTH30BaHHUX crcTeM HarionansHo-
ro yHiBepCcHUTETy KopabieOyayBaHHs iMeHi anMipaia MakapoBa, Muxounais, YkpaiHa.

IMpuxoapko K. C. — xana. TexH. HayK, AoueHT Kadeapu iHbopMauiiiHux cucteM i TexHosoriii HauionampHOro yHiBepcuTeTy

Maxkaposa JI. M. — kaHJ. TeXH. HayK, JOIECHT KadeApH MporpaMHOro 3a0e3neyeHHs] aBTOMaTU30BaHUX cucTeM HarioHaapHOTO
yHiBepcHUTETy KopabneOyayBaHHS iMeHi anMipana MakapoBa, MukomnaiB, YkpaiHa.

DOI 10.15588/1607-3274-2022-3-14

152



e-ISSN 1607-3274 PagioenextpoHika, inpopmaTuka, ynpasainss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

AHOTAIIA

AKTyaJIbHICTB TIPOOJIEMH OLIHIOBAaHHS TPHUBAJIOCTI po3poOku mporpamuoro 3abesmedenHs (I13) Ha Java s mepcoHanbHHX
komn 'totepiB (IIK) oOymoBiieHa HaCTyTHUM YHHHUKaMHM: IIO-NIEPIe, HEBJAJC OLIHIOBAHHS TPHBAIOCTI YaCTO € OCHOBHOIO MPUYH-
HOIO HeBIayoi peanizallii MporpaMHHUX MPOEKTIiB; MO-Apyre, Java € momyJsipHOI0 MOBOIO; i, mo-tpere, 1K € mmpoko nomupeHum
OaratouiaboBUM KoMIT F0TepoM. OO’ €KTOM JOCTIIKECHHS € MPOIIeC OLiHIOBaHHS TpUBasocTi po3pooku I13 Ha Java mns I[1K. TIpenme-
TOM JOCII/KEHHS € MOJAENI HeNiHIiHOT perpecii 1 omiHoBaHHS TpuBasocTi po3pooku [13 Ha Java s TIK.

MeTta. Metoro po6oTH € oOyoBa HENHIMHUX perpeciiiHux Moerne I OLiHIOBAaHHS TpHUBasocTi po3podku I13 B Java s TTK
Ha OCHOBI HOPMaJIi3yl04Oro HMEPEeTBOPEHHS Y BUIIIAAL JECATKOBOTO JIOTApU(My Ta BHIAICHHS BUKHIIB y JAHUX UL ITiIBUINCHHS
JOCTOBIPHOCTI OLIIHIOBaHHS MOPiBHSIHO 3 Mozesutto ISBSG. st miatrdopmu TIK.

Mertopa. 3a 10MOMOTOIO BiAOBITHUX METOJIB Ha OCHOBI HOPMaJIi3yIOUX IEePETBOPEHB JJIsl HErayCoBHUX JAQHUX MOOYIOBAaHO MO-
JeJi, JOBip4i iHTepBaly Ta IHTePBaJIX HPOrHO3YBaHHS HENMIHIHHUX perpeciit s ouiHKK TpuBanocTi po3pobku I13 na Java ms TIK.
Meroau nobyoBH MOAEINei, TOBIpUMX IHTEPBAIIiB Ta IHTEPBAJIIB IPOrHO3YyBaHHS HENIIHIHHUX perpeciii 6a3yl0ThCsi HA HOPMAai3yIo-
YHX NepeTBOpeHHAX. TakoK MM 3aCTOCOBYEMO BHIAICHHS BUKHIIB UL ITOOY/IOBH MOZENeH. 3araioM, BHIle3a3HaAYCHE NPU3BOAUTD
JI0 3MEHIICHHS CePEIHbOI BEMTMYMNHN BiTHOCHOT HOXHUOKH, ITMPHHHU JOBIPYMX iHTEPBAJIB Ta IHTEPBAIIB MPOTHO3YBAHHS MOPIBHIHO 3
HENHIHHAMH MOJEIISIMH, OOy IOBaHUMH 0€3 3aCTOCYBaHHS BUJAJICHHS BUKHIIB Y IPOIIECi o0y X0BU Moemeit.

Pe3yasTaTn. [IpoBeieHo NOpiBHSIHHS MOOYX0BAHOI HAa OCHOBI I€CATKOBOTO JIOTapU(pMy MOZEINI 3 MOJEIISIMU HEJIIHIHHOI perpecii
Ha OCHOBI mepeTBopeHb [IxoHcoHa (171 ciMeiicTBa Sg) Ta bokca-Kokca sik 0THOBUMIPHHX, TaK 1 IBOBUMIPHHX.

BucnoBkn. Mozens HemiHiiHOT perpecii [uist oliHIOBaHHS TpHuBasiocTi po3pooku 13 Ha Java juis 1K nmoGymoBaHa Ha OCHOBI T1e-
peTBOpeHHs JecsaTKoBoro sorapudma. Lis Moenb, MOPIBHSIHO 3 IHIIMMHU MOJCIISIMU HeJliHIHHOT perpecii, Mae MeHIIIi 3HAUYSHHS IIHU-
PHHHU JOBIpYMX iHTEpBaIiB Ta iHTEpBAJiB MPOrHO3YBAaHHs AJIs TPYIOBHUTpAT, siKi nepeBuinyoTh 900 mroauHo-roauH. [lepcnektuu
MOJANBIINX JOCTIIKEHb MOXKYTh MepeadadaT 3acTOCYBaHHS ABOBHMIPHUX HOPMAITi3yIOUMX MEPETBOPEHB 1 HAOOPiB JaHUX IS I0-
OyZOBH HETIHIHHUX PerpeciiHuX MOJeNeH Ui OWiHIOBAaHHSA TpHUBAIOCTiI po3poOkw 13 iHmmmu moBamu mnsd IIK Ta iHmmx miat-
(dopmM, HarpuKiIaza, MeiHppeMiB.

KJIIOYOBI CJIOBA: TpuBamicTs, po3podka IporpaMHOro 3ade3neueHHs, Java, mepcoHanbHUI KOMIT' I0Tep, HeNliHiiHa perpe-
ciliHa MozeNb, HOpMalli3yloue IepeTBOPEeHH s, Heranycosi nani, ISBSG.
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AHHOTALUA

AKTYaJILHOCTB MPOOJIEMbI OLICHUBAHHS MPOJODKHTEILHOCTH pa3paboTku nmporpammuoro obecrneyenus (I10) Ha Java ams nep-
coHapHBIX KoMmbioTepoB (1K) oOycioBnena cnenyromumMu GpakTopamMu: BO-IIEPBBIX, HEYIa4HOE OLICHUBAHHE TPOIODKUTEILHOCTH
YacTO SBJISIETCSI OCHOBHOM NMPHYMHON HEyJauHOH peann3aluy MPOrpaMMHBIX IIPOEKTOB; BO-BTOPBIX, Java SIBISIETCS MOIYJISPHBIM
A3BIKOM; U, B-TpeTbuX, [IK sSBIseTCS MUPOKO pacipoCTpaHEHHBIM MHOTOIIETIEBBIM KOMITBIOTEpPOM. OOBEKTOM HCCIIEJOBAHUS SABIACT-
Cs1 TIPOIIECC OLIEHKH MPOJIODKUTEIBHOCTH pa3paboTku mporpaMMHoro obecredenus B Java ans [1K. [Ipeamerom nccnenoBanus siB-
JISIFOTCSL MOJIEIH HETIMHEHHOM perpeccuy T OLECHKH MPOIOJDKUTETbHOCTH pa3padbotku [10 Ha Java s TTK.

Hean. Llenasio paboTsl SABISETCS MOCTPOCHHE HENMHEHHBIX PETPECCHOHHBIX MOJENeH IS OLEHKU NPOJODKUTENIFHOCTH pa3pa-
6otkn 110 na Java ms [1K ¢ mcronb3oBaHreM HOPMAaIM3YIOIIETO MpeoOpa3oBaHMs B BHJE NECATHYHOTO JIOrapu(Ma ¥ yIaleHUs
BBIOPOCOB B IAHHBIX JJIs TIOBBIILICHHUS IOCTOBEPHOCTH OLICHWBAHUsI 110 cpaBHEeHMIO ¢ Mozenbio ISBSG s miardopmer ITK.

Metoa. C MOMOIIIBIO COOTBETCTBYIOIIMX METOJIOB HA OCHOBE HOPMAIH3YIOIINX MPeoOpa3oBaHUil IJIsl HErayCCOBBIX AaHHBIX I10-
CTPOEHA MOJIENb, JOBEPUTEIbHBIE HHTEPBANIbl X HHTEPBAJIBI IPOTHO3MPOBAHUS HENMHEHHON PErpeccuu s OLEHKU IMPOAOIKUTEINb-
HocTH pa3pabotku [10 Ha Java mnsg [IK. Metons! mocTpoeHust Mozienei, TOBEpUTEIbHBIX HHTEPBAJIOB U MHTEPBAJIOB IIPOrHO3UPOBA-
HUS HEJIMHEWHBIX perpeccuil 6a3mpyroTcs Ha HOPMAIM3HPYIOMMX HMpeoOpa3oBaHMsAX. Tarxke MbI HCHONB3yeM yAalleHHE BBIOPOCOB
JUISL TIOCTPOCHNUSI MOJETH. B 11e710M BEIIIEyTOMSIHYTO€ IPUBOJANUT K YMEHBIICHHIO CPeHEI BENNYHNHBI OTHOCUTENBHOH MOTPENIHOCTH,
IIMPUHBI JOBEPUTEIBHBIX HHTEPBAJIOB U HHTEPBAIOB IIPOTHO3HPOBAHUS 110 CPABHEHHIO C HEJIMHEHHBIMH MOJIEISIMH, OCTPOCHHBIMU
0e3 IpUMEeHEeHNUS yIaJIeHUsI BRIOPOCOB B TIPOIIECCE ITOCTPOSHUS MOJIEIIH.

Pe3yabTartsl. [Ipon3BeneHo cpaBHEHHE NOCTPOCHHOW HAa OCHOBI AECSTUYHOTO Jiorapu(pmMa MOJIEIH C MOACISIMH HEIUHEHHOU
perpeccuu Ha OCHOBE TpeoOpazoBanwii JoHcoHa (Ut cemeiicTBa Sg) n bokca-Kokca kak 0THOMEpHBIX, TaK U JJBYMEPHBIX.

BriBoabl. Moziesib HeNMHEHHON perpeccuu Ui OLEHUBAHMSA NMPOROJDKUTENFHOCTH pa3paboTku 110 Ha Java nns [IK moctpoena
Ha OCHOBE IPeoOpa3oBaHUs JECATUYHOro jorapudma. OTa MOAEINb, 0 CPAaBHEHUIO C JPYTHMMHU MOJAEISMH HEJUHEIHON perpeccuu,
HMMEeT MEHBIINE 3HAaYCHHs MUPUHBI JOBEPUTEIBHBIX HHTEPBATOB U HHTEPBAIOB MPOTHO3UPOBAHUS AT TPYA03aTPaT, MPEBHINIAL0-
mux 900 genoBeko-4acoB. [lepcriekTHBB! DaNbHEHIINX MCCIEIOBAaHUI MOTYT IpeayCMaTpUBaTh IPUMEHEHHE JBYMEPHBIX HOPMAaITH-
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3UPYIONIUX NPpeoOpa3oBaHui U HAOOPOB JAHHBIX JUIS MOCTPOCHUS HEJIMHEHHBIX PErPECCHOHHBIX MOJENICH IS OLEHUBAHUS IIPOJIOJI-
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YIIPABJIIHHA
Y TEXHIYHUX CUCTEMAX

CONTROL
IN TECHNICAL SYSTEMS

YIIPABJIEHUE
B TEXHUYECKHUX CUCTEMAX

UDC 519.816, 681.518.2

METHOD FOR WEIGHTS CALCULATION BASED ON INTERVAL
MULTIPLICATIVE PAIRWISE COMPARISON MATRIX IN DECISION-
MAKING MODELS

Nedashkovskaya N. 1. — Dr. Sc., Associate Professor at the Department of Mathematical Methods of System
Analysis, Institute for Applied Systems Analysis at National Technical University of Ukraine “Igor Sikorsky Kyiv
Polytechnic Institute”, Kyiv, Ukraine.

ABSTRACT

Context. The pairwise comparison method is a component of several decision support methodologies such as the analytic
hierarchy and network processes (AHP, ANP), PROMETHEE, TOPSIS and other. This method results in the weight vector of
elements of decision-making model and is based on inversely symmetrical pairwise comparison matrices. The evaluation of the
elements is carried out mainly by experts under conditions of uncertainty. Therefore, modifications of this method have been
explored in recent years, which are based on fuzzy and interval pairwise comparison matrices (IPCMs).

Objective. The purpose of the work is to develop a modified method for calculation of crisp weights based on consistent and in-
consistent multiplicative IPCMs of elements of decision-making model.

Method. The proposed modified method is based on consistent and inconsistent multiplicative IPCMs, fuzzy preference
programming and results in more reliable weights for the elements of decision-making model in comparison with other known
methods. The differences between the proposed method and the known ones are as follows: coefficients that characterize extended
intervals for ratios of weights are introduced; membership functions of fuzzy preference relations are proposed, which depend on
values of IPCM elements. The introduction of these coefficients and membership functions made it possible to prove the statement
about the required coincidence of the calculated weights based on the “upper” and “lower” models. The introduced coefficients can
be further used to find the most inconsistent IPCM elements.

Results. Experiments were performed with several IPCMs of different consistency level. The weights on the basis of the consid-
ered consistent and weakly consistent [IPCMs obtained using the proposed and other known methods have determined the same rank-
ings of the compared objects. Therefore, the results using the proposed method on the basis of such IPCMs do not contradict the re-
sults obtained for these types of IPCMs using other known methods. Rankings by the proposed method based on the considered
highly inconsistent IPCMs are much closer to rankings based on the corresponding initial undisturbed IPCMs in comparison with
rankings obtained using the known FPP method. The most inconsistent elements in the considered IPCMs are found.

Conclusions. The developed method has shown its efficiency, results in more reliable weights and can be used for a wide range
of decision support problems, scenario analysis, priority calculation, resource allocation, evaluation of decision alternatives and crite-
ria in various application areas.

KEYWORDS: interval multiplicative pairwise comparison matrix, consistency, expert judgements, fuzzy preference program-
ming, decision support systems.

ABBREVIATIONS NOMENCLATURE
DM is a decision-making; A is an interval pairwise comparison matrix;
PCM is a pairwise comparison matrix; n is a dimension of matrix 4, the number of pairwise
IPCM is an interval pairwise comparison matrix; compared objects;
AHP is an analytic hierarchy process; a; isan interval number, an element of matrix A4;
FPP is a fuzzy preference programming. I; is a left end of interval ay
u; 1s aright end of interval a;; ;
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w is a weight vector;

w; is an element of weight vector, i =1,...,n;

P is a matrix describing a system of inequalities,
P e RT",

q is a number of rows in matrix P, g =n(n—1);

B, is the k-th row of matrix P;

W (P,w) is a membership function of a fuzzy
preference relation;
d. is a parameter in function p (P, w);

H;;(w) is a convex membership function of a fuzzy

relation;

d; is a parameter in function p,;(w);

m,; is the most probable predominance value from the

interval [/;,u,];

Aisa fuzzy feasible area;

7" isa (n—1) -dimensional simplex;

w is a maximizing solution, the resulting vector of
weights;

A is an auxiliary variable;

A= 1% (W*) is the degree of overall satisfaction of
the decision maker with the optimal decision w ;

XZ- are coefficients, which characterize extended in-
tervals for weights ratios.

INTRODUCTION

The problems of evaluating decision alternatives in
semi-structured and unstructured subject areas have their
own characteristics [1, 2]: the uniqueness, complexity,
lack of optimality in the classical sense, multicriteria, data
uncertainty, incompleteness of quantitative input
information and the need to take into account qualitative
judgements of a decision maker. Semi-structured and
unstructured decision support problems are solved using
the expert estimates and the principle of decomposition of
a complex problem into subproblems [2—4]. Thus, a
typical hierarchical or network model for a practical
decision-making (DM) problem contains decision criteria,
sub-criteria, goals, sub-goals and decision alternatives [4].
By performing pairwise comparisons of the criteria and
alternatives, preference relations on the set of compared
elements are built, and the pairwise comparison matrices
(PCMs) are formed. Moreover, the pairwise comparison
method represents a natural, general way of thinking of a
person when making decisions [5, 6]. Based on PCMs,
the weights of criteria and the priorities of alternatives in
terms of each criterion are calculated. These priorities
form partial solutions to the initial problem and are
further aggregated into the resulting vector of global
priorities or weights of the alternatives. In recent decades,
considerable attention is given to development of the
theory and applications of the Analytic Hierarchy Process
(AHP) [7 — 10]. The rating, prioritization and resource
allocation problems, problems of choosing the best deci-
sion alternatives, planning, scenario analysis and
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sustainable development problems are solved using the
AHP.

One of the main elements of both the basic AHP and
its modifications is the calculation of local priorities or
weights using the pairwise comparison method and expert
judgements. The complex psychological process of a
comparative analysis made by a person in the presence of
multiple criteria and decision alternatives is significantly
influenced by various kinds of uncertainties [11]. The
input information in the majority of multi-criteria DM
problems is uncertaint and imprecise [12]. The
uncertainty level of pairwise comparison results can
increase with an increase of the number of compared ele-
ments [5, 13]. Therefore, many modifications of the AHP
have been proposed for calculating weights based on
uncertain estimates of pairwise comparisons: stochastic
[14], fuzzy [15-35], or their combinations. Fuzzy
multiplicative PCMs [15-18], interval multiplicative
PCMs [19-29] and different types of fuzzy preference
relations [30-35] on a set of pairwise compared
alternatives are investigated. The weights are calculated
on the basis of interval fuzzy preference relations [30-32]
and interval multiplicative preference relations [18, 19,
34, 35].

The resulting local priorities (weights) of the decision
criteria and alternatives on the basis of PCMs are
significantly influenced by the consistency level of the
initial expert pairwise comparison judgements. Methods
for assessing the consistency level of PCMs are developed
in [23, 26, 29, 31-35], methods for increasing the
consistency level of PCMs are proposed and discussed in
[27, 36], but this issue requires further research.

The object of study is an interval multiplicative PCM
of elements of DM model.

The subject of study is a method for calculation of
priorities (weights) of elements of DM model on the basis
of interval multiplicative PCM and fuzzy preference pro-
gramming.

The purpose of this work is to develop a modified
method for calculation of crisp weights (priorities) based
on consistent and inconsistent interval multiplicative
PCM of elements of DM model.

1 PROBLEM STATEMENT
Let A4={a; =[l;,u;]|i,j=1...n} be an interval
multiplicative pairwise comparison matrix (IPCM) of
objects, for example, decision alternatives regarding their

common characteristic (decision criterion), 0</; <u;,

liy=1/uj;, i =u; =1.In is necessary to find the vector
w={w, |i=1,..,n} of weights of the objects, such that

n
+
w; eR", ZWiZI'
i=1
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2 REVIEW OF THE LITERATURE

The first modifications of the pairwise comparison
method using fuzzy set theory appeared in the early 1980s
[37, 38]. Using extended binary arithmetic operations, a
method for calculating fuzzy weights was proposed based
on the PCMs with triangular fuzzy numbers [37]. This
approach was further developed in [15-17], where the
approximation of PCM elements g; by the (L-R)-type

fuzzy numbers a; was performed. Fuzzy numbers a;

represent the approximate value of preference of one
alternative over the other and form a fuzzy PCM A.0n

the basis of the fuzzy matrix A, fuzzy weights are

calculated, which approximate 4 : a; = w; /W it

Another approach, presented in [18, 20-22, 39], is
based on the discretization of fuzzy numbers — elements
of fuzzy PCM. Decomposition representation of fuzzy
PCM using level sets results in interval PCMs. Models of
least logarithmic squares [39], FPP [18, 19], goal pro-
gramming [22], lower and upper approximation models
[20], two-stage models [21, 40] and other have been pro-
posed, which operate with [IPCMs.

The first stage of the two-stage model [21] consists in
finding the minimum deviations of the expert IPCM from
the unknown consistent PCM. In the second stage, the
weight vector is directly calculated based on the founded
deviations. Another two-stage method for weight vector
calculation is based on the interval additive PCM [40]. At
the first stage of this method, programming models are
built to obtain crisp consistent PCMs based on
inconsistent interval PCMs. At the second stage, the
resulting weights are calculated with different degrees of
confidence.

The FPP method for calculation of crisp weights is
based on the IPCM and fuzzy mathematical programming
[18]. The FPP method requires the setting of additional
parameters, which characterize the level of satisfaction of
an expert or a decision maker with the calculated vector
of weights. The problem is transformed to a classical
fuzzy programming problem using the Bellman-Zade
principle. The FPP method [18, 19] has significant
limitation, which casts doubt on the validity of obtained
results. It is the sensitivity of results by the FPP method to
the renumbering of the compared objects.

The analysis of modifications of the pairwise
comparison method, analytical hierarchy and network
methods, which use the fuzzy sets, has shown that in these
methods little attention is given to methods for increasing
the consistency level of expert pairwise comparison
judgements represented by interval and fuzzy PCMs.

3 MATERIALS AND METHODS

IPCM 4 is inversely symmetric: a =1/al~j s
Vi, j=1,..,n. This is equivalent to the fulfillment of the
condition ll-j =1/ujl- for Vi,j=L..,n. Thus, the

elements of the upper triangular and lower triangular parts
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of the IPCM carry the same information about the values
of preference on a set of compared objects.
Definition. IPCM 4 is called consistent, if a weight

. . . .. +
vector w exists, which satisfies the conditions w; € R,

3w, =1 [20,21];
im1

by <wi/w; <u, ()

[/

i=L2,.,n-1, j=23,.,n,i<j.

A weaker concept of a fuzzy consistent [IPCM is also
used, such that violation of inequalities (1) is allowed to
some extent. According to the FPP method, a vector of
weights w is calculated that satisfies inequalities (1)
approximately.

Definition. IPCM 4 is called fuzzy consistent if a

n
weight vector w exists, such that w, € R", z w; =1 [18,
i=1
19]:
by sw/w; suy, @

i=12..n-1, j=23,..n, i< j,

where < is a fuzzy preference relation.

Inequalities (2) are transformed in order to formulate a
linear optimization problem for calculating the weight
vector w:

W, —uyw; £0,

-w,+lw, <0, i< j. 3)

System (3), which contains 7(n—1) inequalities, can
be written in the equivalent matrix form:

Pw0, @)

where P € R, g=n(n-1).

In the initial FPP method [18], the following
piecewise continuous membership function was used,
representing the kth row of the inequality (4), for which
PkW§ 0 . k :1,2,...,q .

1, Pw<0,
Bw
p, (Bw)=51- 1 0<Pw<d, 5)
k
0, Pw>d,;

where dj is a parameter specifying the interval of
approximate fulfillment of a crisp inequality P,w<0,

subscript & corresponds to the number of one-sided
inequality in the constraint system (3).
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The membership function pj (P, w) (5) describes the
degree of satisfaction of the decision maker with some
weight vector, according to the kth one-sided inequality
(3). According to (5), the p; (B, w) value:

— is zero, if the corresponding crisp constraint
B, w<0 is strongly violated,;

— grows linearly, is positive and less than one, if the
constraint P,w <0 is approximately satisfied;

—is equal to one, if the constraint B, w <0 is fully sat-
isfied.

Since both constraints in (3) correspond to the same
interval for @; given by the pair (i,/), a modified FPP
model is proposed [19], such that functions (5) are repre-

sented in the form of the following convex membership
functions:

- (-w, +L,w)) w,

<m,
- e
_ d; Wi ,
l”"ij(wi’wj)_ (5"
1 (Wz _uijwj) w; >
TTa, w v
i j
where d; is a parameter for interval [/;,u;], m, is the

most probable value of the preference from the interval
[;,u; ], namely the middle of this interval. The functions

(5") are as follows: p;(w): R™ — [—oo, W™ ]

The Bellman-Zadeh mathematical programming ap-
proach is uses in [18] for calculating the weight vector on
the basis of IPCM A=1{a, =[/;,u,]|i,j=1,.,n}. Let
u, (Pw), k=12,..,g be the membership functions (5)
of fuzzy constraints Pw<0 on the (n—1)-measuring
simplex 7" = {(wl,...,wn) |w, eR", Zwl. :1},

i=1

Definition. A fuzzy feasible region AonT"" isa
fuzzy set, which is an intersection of fuzzy constraints (4)
[18]:

;W) ={kr_rllif1q{uk (Bw)} [ w, eRﬂZn:wf =1}- (6)

i=1

The parameters d, values in (5) should be chosen

large enough to obtain a non-empty area A (6). In this

case, fuzzy set A (6) on T"' is convex. If fuzzy
constraints (3) are defined using membership functions

(5"), the requirement of non-emptiness of the set A (6)
can be weakened, and A is defined as follows:
py(w)= min

i=1,2,...,n—
Jj=23,...,n

iy 0} )
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Obviously, the fuzzy set 4 (6) is convex. In contrast
to the function (6), the function (6") can take negative
values for a strongly inconsistent IPCM in a case of too
small values of the parameter d, .

The area A defined by (6) or (6') indicates the overall
satisfaction for the decision maker with a certain crisp
weight vector. The maximizing solution is the resulting
weight vector.

Definition. The maximizing solution of the problem is
the vector [18]:

w =argmax minp. (w), 7
weT"™ Kk =k

where <, presents the k-th fuzzy inequality in (4), namely
Pw<0.

Depending on the choice of the membership function
. (W) in (7), the maximizing solution can be calculated

in one of the following ways:

w =argma><{mi { (Bw)} [ w, e R, D w, =1}, ®)
w q

k=l,..., P
where values p, (P, w) are defined as in (5), or

W =argmax r{,{lj,n{ui, W)}, (8"
where 1, (w) are defined as in (5).

In case when all fuzzy constraints are determined us-
ing the membership functions (5), at least one point W is
present in 7", which has the maximum degree of mem-

bership in the set A . However, the solution to problem
(8) will not necessarily be unique. The optimization prob-
lem (8"), in turn, has a unique solution.

By introducing a variable A, the problem (7) for re-
sulting weight vector calculation is presented as a follow-
ing fuzzy mathematical programming problem:

max A )
under constraints

A<p, (Pw), k=12,.,q,

where values p, (P, w) are defined as in (5).

Problem (9) can also be written as

9

max A

under constraints

A<, (w), i=L2,.,n-1,j=23,.,n,i<j,
where i, (w) are defined as in (5").

The membership functions (5') are linear with respect
to variables w,,...,w,, so (9') can be written as a follow-

ing linear programming problem [18]:
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max A
under constraints
dh+w, —u;w; <d, ,

dh—w, +l,w, <d;,

i=12,n=1,j=23,..n,i< j,

(10)

iwk =1, w, >0, k=12,...,n.

k=1

The pair (w,A") forms the solution to problem (10),

where W is the resulting weight vector, and A" = 3 W)
is the value of maximum membership in the aggregated

set A . The value X measures the degree of expert’s (de-
cision maker’s) overall satisfaction with the optimal solu-

tion w . Therefore A" =p 3 (w") is defined as an indicator

of consistency level of expert (decision maker) judgments
[18].

If IPCM is consistent, then A" >1. Indeed, according
to the definition of consistent IPCM, there is a vector w ,

w,eR", D w, =1, satisfying [, <w,/w, <u,, i<j.
i=1

Therefore, Lw<0 and p,(F,w)>1 are carried out for

every k=12,..q. Consequently,

..... m Py

—_— 1 + p—
ui(w)—{krrlnn 1, (Bw))|w, eR ,ZWI.—I}ZI, and
A >1, where w =w.

Next, let us consider an inconsistent IPCM and a case
when a weight vector w exists, such that the system of

inequalities (2) 1is satisfied. Then, there is such
k=12,.,q that Pw>0 and p (Pw)<l.

Consequently, p;(w)<1 and A" <1. By choosing large
enough values of d, parameter, a positive value A~ can
be achieved. It can be shown that A" >0 if ¢, >1. Thus,

for an inconsistent IPCM we have A" €(0,1), and A’ de-
pends on the inconsistency level of IPCM and d, values.
Let us consider problems (9), (9") and (10) for calcu-
lating the resulting weight vector. In these problems, the
weights are defined based on expert’s estimates presented
in the upper triangular part of the IPCM. As noted above,
the IPCM has the property of inverse symmetry. So, the
sets of elements of the [PCM, which form the upper and
lower triangular parts of the IPCM, carry the same infor-
mation about the unknown weights. Therefore, the solu-
tion based on problem (10) and judgments [/;,u,], i < j
must coincide with the solution of the same problem
based on judgments [ll./.,u,./.], i > j. However, as shown

in examples below, the weight vectors according to the
“upper” and “lower” FPP models [18, 19] do not coincide
with each other.

“Upper” FPP model: max A

under constraints
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A< w), i=12,n1, j=23,n, i< .

“Lower” FPP model: max A
under constraints

M<pi(w), j=12.n-1 =23 .n, j<i.

The above “upper” and “lower” FPP models have ad-

ditional constraints ZW,( =1, w,>0, k=12,..,n.
k=1

The difference in the results based on the “upper” and
“lower” FPP models means that the FPP solution [18, 19]
depends on how the compared elements are numbered. In
this paper, a new method is proposed that does not have
such drawback.

Consider membership functions (5'), where the middle

of the interval [/,,u,] is chosen as the most probable

preference value m, . Indeed, an expert or a decision

maker is not equally satisfied with all the ratios of the
resulting weights inside or outside the intervals (2) for
a;,i < j. Obviously, he/she would prefer a solution

around the middle of each interval than a solution on the
given boundaries of the intervals for ;. On the other

hand, in case of inconsistent IPCM, any ratio of resulting
weights w, /w; that is outside the interval a; close to the

boundaries of this interval is more preferable than the
solution far from these boundaries. Therefore, the degree
of satisfaction of an expert or a decision maker with the
ratio of resulting weights should be presented as a
monotone continuous function, gradually increasing
towards the middle of the interval.
However, the wuse of the middle of
Ly +u,

y
m; =

interval

seems to be justified only for the case

1< l,-j Su. The middle of interval as the most probable
preference value is not acceptable for all intervals in
IPCMs. For example, if [/, <u, <1 then the value
()" +,)” o 2

2 )T )
sidered as the most probable value of preference. In the
third possible case /[, <1<u,, it is reasonable to choose

.j+1
-1
(Z;)" +1

should be con-

m; = (

the value m, = as the most probable preference

value.
Thus, it is proposed to determine the value m,; de-

pending on [/,

,»u;] as follows:

ij ij

—if 1<1, <u,, then m, = 5 (11)
if <1, then m 2 (12)
-/l <u, sl,then My =——————,
v )" + )
if I <l<u, ,th L (13)
—if [, <1<u,,then m, = —— .
i i Ty
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According to the new values m; (11) — (13), the
membership functions (5') are changed as follows:

1) if 1</, <u,, then

ij o

(w+lw) w,

L L <m,,
d, wj v
)= (14)
|77 7 s —2>my,
d; wp
where m;; is calculated as in (11),
2) if [; <u, <1, then
) W
(0, w,) = ) ' (15)
TR o)
d; w,
where m;; is calculated as in (12),
3) if [, <I<u,, then
Cwvlpe) v,
( =D(; -D+d; w, v
},LU-(WI-,W].) = (16)
~ (w, u,]wj) >m

(Z; =D(u; =) +d; w

where m;; is calculated as in (13), and the value of d;

parameter is proposed to be equal to d, =u, -/, for all

the above cases 1) — 3).

In order to preserve the structure of expert (decision-
maker) preferences, to further assess and improve the
consistency level of interval expert pairwise comparison
judgments, a modified method is proposed for calculating
a crisp vector of priorities or weights for elements of DM
model. The method includes the following two models:

Proposed “upper” model:

(17)
—under constraints

Ay <p(w), i=12,.,n-1,7=23,..n,i<j,
where p, (w) values are calculated as in (14)—~(16).

Proposed “lower” model:

maxni:ikij

j=li=j+1

(18)

—under constraints
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A<y, j=12,0,n-1 =230, J<I,

where 1, (w) are calculated as in (14) — (16).
The “upper” and “lower” models (17) and (18) have

additional constraints Zwk =1, w,>0, k=12,.,n. A
k=1
similar approach to constructing the objective function as

n-1 n

a sum Z z (p; +4;) is used in another TLGP method
i=l j=i+l
[21], where p;,q, are variables that form unknown ex-
tended intervals. TLGP is a two-stage method and results
in optimization problems with non-linear constraints.
Statement. The weight vector based on the “lower”
model (18) is equal to the weight vector based on the “up-
per” model (17).
Proof. Suppose that the constraints A, <p, (w),

Vi< j of the “upper” model are satisfied. Let us show

that for each of the conditions 1-3 for the ends of the in-
terval [/;,u;] in (14)—(16), the objective functions of the

i
“upper” and “lower” models coincide and the constraints
of the “upper” and “lower” models are also coincide.
Consider /; < a,; <u; and the coresponding condition
A, <p,(w) for i< j. Let 1</, <u, be satisfied for
i < j. Then the constraint A, <p, (w), i<, in (17) is
equivalent to the fulfillment of two inequalities:

dk W, —u,w, <dy,i<j, (19)
dihy —w,+Lw, <d;, j<i. (20)

Consider S <a,
u;
tion A, <p,(w) for ]<l L, <u, <1,
J<i, and inequality A, <p,(w), J<I is equivalent to
the following two:

gli and the coresponding condi-

In this case,

didj +Lw; =Luw <d,;, J<1, (197
1 11 < i<
djikji_l_wj-i_l_u_wi _dﬁ, J<t. (20"
i i Y
The inequality (19') is written as
TR I N PR
ij ul/ ij
d/lul/lt/}\’_/t +l W W d_/tul/ll[ (19”)
The inequality (20') is written as
du ), —uw, +w, <d ul, (20"

Note that inequality (19"”) is equivalent to (20), and
(20") is equivalent to (19), if d; =d u,l, and A, =4,

JiTT
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For example, when choosing d, =u, —/,, equality

Uy =1y

dl.j =d.u.l.

Ul 1s satisfied, since d; =u, -1, =

uijlij

The proof is similar in other two cases: [; <u, <1, if

i<j,and [, <l<u,,ifi<j.

4 EXPERIMENTS

Let us consider several matrices of different consis-
tency levels (Tables 1 — 4), which other researchers have
analyzed using other methods. [IPCM A1 [19] (Table 1) is
not consistent by definition, and indicator A" =0.9583.
However, the IPCM A1 is weakly consistent, since
(ap >DAlay > = (a3 >1).

IPCMs 42 [21, 23, 26, 29] (Table 2) and A3 [22] (Ta-
ble 3) are consistent by definition. Consistency is also
confirmed by values A" =1.0435 and A" =1.0313 of
these IPCMs. Consistency is a stronger concept than weak
consistency. So, [IPCMs 42 and A3 are weakly consistent.

PCM B (Table 4) has proposed in [10] to solve the
sprint planning problem. PCM B is not consistent by
definition, since the transitivity condition b; = b,b, is not

satisfied for all 7, j,k =1,...,n. However, the consistency

ratio CR = 0.083 is less than its threshold value, so PCM
B is admissibly inconsistent and can be used for weights
calculation. PCM B is weakly consistent, since
(b, >D A, >D)= (b, >1) forall i, j,k=1..,5.

IPCM A4 (Table 5) is the result of B fuzzification for
the application of the proposed method. IPCM A4 is con-

sistent, since A" =1.0244 .

Let us disturb individual elements of IPCM 44 in or-
der to increase the inconsistency level of this matrix. In-
consistent [IPCMs often occur in practice. Therefore, it is
interesting to investigate the implementation of the pro-
posed method also on IPCMs of this class. So, only the
element a,, :=[2,4] of IPCM 44 and the symmetric ele-

ment are changed. Resulting IPCM 45 is shown in Table
6. Such IPCM can be, for example, the result of an acci-

dental expert error. The value A" =0.9500 of IPCM A5
indicates an increase in inconsistency compared to A44.
The same conclusion is based on the consistency ratio CR
= 0.650 (after A5 defuzzification). In addition, IPCM 45
is not weakly consistent, which means it has a cycle and
an undesirable violation of ordinal transitivity on the set

of its elements.
The next IPCM A6 (Table 7) coincides with 44 except
for the element a,, =[3,5] and symmetrical to it

a,=[1/51/3]. Values . =0.8611 and CR = 1.002

(after defuzzification of 46) for IPCM 46 mean that this
matrix is the most strongly inconsistent in comparison
with 44, A5 and 41 — 43.
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Table 1 — Weakly consistent IPCM A1 [19]

1 [1,2] [8,9]
[1/2, 1] 1 [2,3]
[1/9, 1/8] [1/3,1/2] 1

Table 2 — Consistent IPCM 42 [21, 23, 26, 29]
1 [2,5] (2,4] [1,3]
[1/5,1/2] 1 [1, 3] [1,2]
[1/4,1/2] [1/3,1] 1 [1/2,1]
[1/3,1] [1/2,1] [1,2] 1

Table 3 — Consistent IPCM 43 [22]
1 [1,3] [3, 5] [5,7] [5,9]
[1/3,1] 1 [1,4] [1,5] [1,4]
[1/5,1/3] [1/4,1] 1 [1/5, 5] [2,4]
[1/7,1/51 | [1/5, 1] [1/5, 5] 1 [1,2]
[1/9,1/51 | [1/4,1] [1/4,12] | [1/2,1] 1
Table 4 — PCM B [10]
1 3 3 12 2
1/3 1 172 1/4 172
1/3 2 1 1/3 1/2
2 4 3 1 2
172 2 2 1/2 1
Table 5 — Consistent IPCM 44

[1,1] [2,4] [2,4] [1/3,1] [1,3]
[1/4,12] | [1,1] [1/3,1] [1/5,13] | 13, 1]
[1/4,12] | [1,3] [1,1] (/4,121 |13, 1]
[1,3] [3,5] [2,4] [1,1] [1,3]
[1/3,1] (1,3] [1,3] [1/3,1] (1, 1]

able 6 — Weakly inconsistent [IPCM 45

[1,1] [1/4,1/2] [2,4] [1/3,1] [1,3]
[2,4] [1,1] [1/3,1] [1/5,1/3] [1/3,1]
[1/4,1/2] [1,3] [1,1] [1/4,1/2] [1/3,1]
[1,3] [3,5] [2,4] [1,1] [1,3]
[1/3,1] [1,3] [1,3] [1/3,1] [1,1]

Table 7 — The most

strongly inconsistent IPCM 46

1, 1] [2,4] [2, 4] [1/3,1] [1,3]

[1/4,12] | [L 1] [1/3,1] 3, 5] [1/3,1]

[1/4,12] | [1,3] 1,1 [1/4,12] | [173, 1]

[1,3] /5,13] | [2.4] L1 [1,3]

[1/3, 1] [L,3] [1,3] [1/3,1] L1
5 RESULTS

In the following Tables 8-13, weights are shown,
which are calculated using different methods based on the
above-considered IPCMs. The k; values for these IPCMs
(Table 14) are further used to find the most inconsistent
elements in the IPCMs. Calculated weights are also com-
pared with weights by the Saaty’s eigenvector method
(EM) on the basis of defuzzified IPCMs A5 and A6 (Ta-
bles 12 and 13).
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6 DISCUSSION
As follows from Tables 8—13, the weights based on

Table 11 — Weights obtained using different methods based on
consistent IPCM 44 from Table 5

the “lower” FPP model [18, 19] differ from the weights Weights
based on the “upper” FPP model [18, 19] for all the FPP model Proposed model
considered IPCMs. The “upper” and “lower” models g [10] | Normal | “upper” | “lower” | “upper” | “lower”
proposed in this paper lead to the same resulting weight ised g
vectors. w) 1.55 0.2660 0.2683 0.3000 | 0.2647 | 0.2647
Wy 0.46 0.0790 0.0976 0.1000 | 0.0882 | 0.0882
Table 8 — Weights obtained using different methods based W3 0.64 0.1110 | 0.1220 | 0.1250 | 0.1176 | 0.1176
on IPCM 41 from Table | ws | 2017 | 03720 | 03659 | 03250 | 03529 | 03529
Weights Ws 1.00 0.1720 0.1463 0.1500 | 0.1765 | 0.1765
FPP model Proposed model . . . .
“upper” Tower” “upper” Tower” Table 12 — Welgh_ts obtgmed using different methods based on
weakly inconsistent IPCM 45 from Table 6
wi 0.6250 0.6154 0.5604 0.5604
ws 02917 02967 0.3736 03736 Weights
ws | 0.0833 0.0879 0.0659 0.0659 FPP model Proposed model
EM “upper” “lower” “upper” “lower”
Table 9 — Weights obtained using different methods based Wi 0.1810 0.1167 0.1149 0.1935 0.1935
on consistent IPCM 42 from Table 2 wa 0.1290 | 0.1333 | 0.1609 | 0.0968 | 0.0968
Interval weights w3 0.1170 0.0833 0.1264 0.1290 0.1290
Li&Tong’s TLGP [21] Liu’s me- Kuo’s me- Wy 0.3920 0.5000 0.4138 0.3871 0.3871
method [26] thod [23] thod [29] Ws 0.1810 0.1667 0.1839 0.1935 0.1935
[1.5540, [1.6818 [1.4142, ] ] -
wi 2.5329] 2.4495] 2.7832] 0.4499 Table 13 — Weights obtained using different methods based
[0.7348, [0.7598 [0.8409, on the most strongly inconsistent IPCM 46 from Table 7
w2 1.1977] 1.1067] 1.0466] 0.2127 Weichts
Wy [0.5105, [0.5000 [0.5373, 01398 FPP model g o Tmode]
: 0.7442] 0.8409] 0.7071] posed mode
s [0.7219, [0.6866 [0.6389, 0.1977 EM “upper” | “lower” | “upper” | “lower”
1.0525] 1.0000] 1.1892] W) 0.1810 0.2500 0.2500 0.3000 0.3000
W 0.1290 0.1944 0.2143 0.1000 0.1000
Table 9 continuation — Weights obtained using different . 01170 0.1944 01250 0.1000 0.1000
methods based on consistent [IPCM A2 from Table 2 o 03920 01111 01607 03000 03000
Weights ws 0.1810 | 02500 | 02500 | 0.2000 | 0.2000
FPP model Proposed model
“upper” “lower” “upper” “lower” Table 14 — Values 7»; for IPCMs of different consistency
Wi 0.4783 0.4675 0.4000 0.4000
wy 0.2174 0.2078 0.2667 0.2667 IPCM Values )\;
ws 0.1304 0.1429 0.1333 0.1333 Weakly  consistent | [1.1868, 1.0330, 0.8242]
Wy 0.1739 0.1818 0.2000 0.2000 Al from Table 1

Consistent 42 from | [0.9556, 1.0667, 1.1000, 1.0667, 1.0667,

0.1364, 0.2909]

[0.1781, 0.2817]

[0.1396, 0.3320]

0.1409

[0.0818, 0.2097]

0.0364, 0.1364]

[0.0763, 0.0845]

[0.0591, 0.1347]

[
[
w3 [0.0273, 0.1818]
[
[

0.0455, 0.1364]

0.0704

0.0633

A5 from Table 6

Table 10 — Weights obtained using different methods based on Table 2 1.0667]
consistent IPCM A43 from Table 3 Consistent 43 from | [1.1214, 1.0607, 1.0405, 1.0347, 1.0405,
Tnterval weights Table 3 1.0405, 1.0116, 1.0354, 0.9913, 1.0116]
Consistent 44 from | [1.0441, 1.0147, 1.0441, 1.0441, 1.0147,
LUAM-1 LUAM-2 GPM Table 5 1.0441, 1.0441, 1.0588, 1.0294, 1.0882]
wi 0.2909, 0.4091] [0.4225, 0.5343] 0.4527 Weakly inconsistent | [0.8548, 0.9677, 1.0968, 1.0000, 1.0161,

1.0484, 1.0484, 1.0645, 1.0323, 1.0968]

Weakly inconsistent
A6 from Table 7

1.05, 1.05]

[1.05, 1.05, 1.00, 1.05, 1.00, 0.6, 1.05, 1.05,

Table 10 continuation — Weights obtained using different
methods based on consistent IPCM 43 from Table 3

Weights
FPP model Proposed model
“upper” “lower” “upper” “lower”
wi 0.5000 0.5089 0.4855 0.4855
) 0.1875 0.1809 0.2428 0.2428
w3 0.1563 0.1583 0.1214 0.1214
Wy 0.0937 0.0840 0.0809 0.0809
ws 0.0625 0.0679 0.0694 0.0694
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Analysis of Tables 8-11 shows that the weights
obtained by different methods on the basis of the
consistent IPCMs A42-44 (Tables 9-11) and weakly
consistent IPCM A1 (Table 8) provide the same rankings
of the compared objects. Therefore, the results obtained
by the proposed models do not contradict the results for
such IPCMs obtained by other known methods [10, 19,
21, 22, 23, 26, 29]. The modeling shows that solutions to
the problem of choosing one “best” object, obtained by
different methods on the basis of a consistent IPCMs, are
generally coincide. The same is true for solutions to the
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problems of ranking and rating of objects based on
weakly consistent [IPCMs.

When highly inconsistent expert estimates of paired
comparisons (IPCMs 45 and A6, see Tables 6 and 7) are
the input data, then different considered methods lead not
only to different weights, but also to different rankings of
compared objects (Tables 12 and 13). For example, for
IPCM 45, the “upper” FPP model specifies the ranking

w, >ws >w, >w, >w;, the “lower” FPP model specifies
the ranking w, >w, >w, >w, >w,, and the proposed

method specifies another ranking w, > w; =w, > w; > w,
(Table 12). For IPCM A6, the “upper” FPP model

determines w, =w; >w, =w; >w,, the “lower” FPP
model determines w, =w, >w, >w, >w;, and the
proposed method determines the ranking

w =w, >w; >w, =w, (Table 13).

The result w, =w, >w; >w, =w, (Table 13) by the
proposed method based on the inconsistent IPCM A6 is
significantly closer to the ranking w, > w, > w, > w, >w,

(Table 11) by the proposed method based on the initial
unperturbed IPCM 44 in comparison with the FPP
rankings. Therefore, the resulting vector of weights by the
proposed method based on the inconsistent [IPCMs with
outliers, like IPCM A6, is not significantly sensitive to
individual strongly perturbed element in this matrix.
Another advantage of the proposed method in
comparison with FPP is that it becomes possible to find
the most inconsistent elements in highly inconsistent
IPCMs based on values 7»;., in order to their further
correction to reduce the inconsistency level of the entire
IPCM. So, the element a,, of IPCM A45 (Table 6) is the
most inconsistent. This element corresponds to the ele-

ment L;,, which is equal to 0.8548 and is the smallest
element of corresponding 7»: (Table 14). In IPCM 46
(Table 7), the most inconsistent element is a,, . It corre-
», » Which is equal to 0.6000 and is

the smallest element of these 7»; (Table 14). In the consis-

*

sponds to the element A

tent [IPCMs 42 — A4, the elements ?»;. generally take on
values greater than one.

Solutions to problems (9) and (9’) [18, 19] depend on
the choice of values of parameters d, and d; of member-

ship functions p, (F,w) (5) and w,;(w) (5"), respectively.
In the general case, this choice has to be made by a deci-
sion maker. In this paper, the values d, are calculated

without the role of a decision maker: d,.j =u, - l(/. .

The proposed method consists in solving a linear pro-
gramming problem with n + n(n—1)/2 variables. For com-
parison, the linear programming problem of the FPP
method has (n + 1) variables. The linear programming
problems of the GPM [22] and LUAM [20] have 6n and
4n variables, respectively. Additional n(n—1)/2 variables
in proposed method are needed to preserve the prevalence
values determined by an expert, and are also used to find

© Nedashkovskaya N. 1., 2022
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the most inconsistent
judgments.

The TLGP [21], Liu’s [23], Li&Tong’s [26], Ne-
dashkovskaya’s [13] and Kuo’s [29] methods result in
interval and non-normalized weights on the basis of
IPCM. So, the question of choosing a method for normal-
izing interval weights arises. The weights obtained by the
proposed method are crisp and therefore do not require
special methods for their normalization and ranking.
However, interval resulting weights provide more infor-
mation to the decision maker and are more flexible when
applied in the DM process.

The method can be used for a wide range of decision
support problems, planning, prioritization and rating, re-
source allocation problems, evaluating decision alterna-
tives and criteria in various applied areas.

expert pairwise comparison

CONCLUSIONS

The scientific novelty of the obtained results consists
in suggestion of a modified method for calculating a crisp
weight vector for elements of DM model based on consis-
tent and inconsistent multiplicative IPCMs. The differ-
ences between the proposed method and the known ones
are as follows: coefficients that characterize extended
intervals for ratios of weights are introduced; membership
functions of fuzzy preference relations are proposed,
which depend on values of IPCM elements. The introduc-
tion of these coefficients and membership functions made
it possible to prove the statement about the required coin-
cidence of the calculated weights based on the “upper”
and “lower” models. The introduced coefficients can be
further used to find the most inconsistent [IPCM elements.
Therefore, the proposed method results in more reliable
weight vectors on the basis of inconsistent multiplicative
IPCMs compared to another known methods.

The results show the practical significance of the
method for solving prioritization problems. Resulting
weight vectors, priorities and rankings based on them are
not sensitive to the renumbering of the compared ele-
ments in contrast to the known FPP method. The most
inconsistent elements of [IPCM, which are a by-product of
the proposed method, are further used for adjusting the
elements of IPCM to improve the quality of decisions
based on these matrices. In the proposed method, experts
or a decision-maker are not required to set the parameters
of the membership functions, these parameters are calcu-
lated without the participation of experts. Modeling has
shown that the weights and rankings obtained by the pro-
posed method on the basis of consistent and weakly con-
sistent [PCMs do not contradict the weights and rankings
for such IPCMs calculated using other known methods.
For strongly inconsistent studied IPCMs, the proposed
method gave more reliable weights compared to the other
known methods, since the obtained weights were practi-
cally insensitive to individual strongly perturbed during
the simulation elements in these matrices.

Prospects for further research consists in investiga-
tion of other types of fuzzy preference relations on a set
of compared decision alternatives, other types of interval

163



e-ISSN 1607-3274 PagioenextpoHika, inpopmaTuka, ynpasainss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

and fuzzy PCMs, in particular, type-2 fuzzy PCMs; inves-
tigation of aggregation of fuzzy local weights of decision
alternatives according to multiple criteria; application of
the developed method for solving practical problems of
decision support in various applied areas.

ACKNOWLEDGEMENTS
This study was funded and supported by National

Technical University of Ukraine “Igor Sikorsky Kyiv
Polytechnic Institute” (NTUU KPI) in Kyiv (Ukraine),
and also financed in part of the NTUU KPI Science-
Research Work by the Ministry of Education and Science
of Ukraine “Development of the theoretical foundations
of scenario analysis based on large volumes of semi-
structured information” (State Reg. No. 0117U002150).

10.

11.

12.

13.

REFERENCES
Larichev O. I. Science and Art of Decision Making. Mos-
cow, Nauka Publisher, 1979, 200 p. (in Russian).
Larichev O. 1., Moshkovich H. M., Rebrik S. B. Systematic
research into human behavior in multiattribute object classi-
fication problems, Acta Psychologica, 1988, Vol. 68, Is-
sue 1-3, pp. 171-182. DOI: 10.1016/0001-6918(88)90053-4
Simon H. A. The architecture of complexity, Proceedings of
the American Philosophical Society, 1962, Vol. 106, Issue 6.
pp. 467-482. https://www.jstor.org/stable/985254
Saaty T. L. The Analytic Hierarchy Process. New York,
McGraw-Hill, 1980.
Saaty T. L. The modern science of multicriteria decision
making and its practical applications: The AHP/ANP ap-
proach, Operations Research, 2013, Vol. 61, Issue 5,
pp. 1101-1118. DOI: 10.1287/0pre.2013.1197
Bernasconi M.6 Choirat C., Seri R. The analytic hierarchy
process and the theory of measurement, Management Sci-
ence, 2010, Vol. 56, Issue 4, pp. 699-711. DOI:
10.1287/mnsc.1090.1123
Vaidya O. S., Kumar S. Analytic hierarchy process: An
overview of applications, European Journal of Operational
Research, 2006, Vol. 169, Issue 1, pp. 1-29. DOL
10.1016/j.ejor.2004.04.028
Brunelli M. Introduction to the Analytic Hierarchy Process.
New York, Springer, 2015, 83 p. DOI: 10.1007/978-3-319-
12502-2
Titenko E. A., Frolov N. S., Khanis A. L. et al. Models for
calculation weights for estimation innovative technical ob-
jects, Radio Electronics, Computer Science, Control, 2020,
No. 3, pp. 181 —193. DOI: 10.15588/1607-3274-2020-3-17
Melnyk K. V., Hlushko V. N., Borysova N. V. Decision
support technology for sprint planning, Radio Electronics,
Computer Science, Control, 2020, No. 1, pp. 135-145.
DOI: 10.15588/1607-3274-2020-1-14
Rezaei J. Best-worst multi-criteria decision-making method:
Some properties and a linear model, Omega, 2016, Vol. 64.
pp. 126-130. DOI: 10.1016/j.omega.2015.12.001
Gwo-Hshiung T., Huang J.-J. Multiple Attribute Decision
Making: Methods and Applications. New York, Chapman
and Hall, 2011, 352 p. DOI : 10.1201/b11032
Nedashkovskaya N. I. Method for Evaluation of the Uncer-
tainty of the Paired Comparisons Expert Judgements when
Calculating the Decision Alternatives Weights, Journal of
Automation and Information Sciences, 2015, Vol. 47, Issue
10, pp. 69-82. DOI: 10.1615/JAutomatInfScien.v47.i10.70

© Nedashkovskaya N. 1., 2022
DOI 10.15588/1607-3274-2022-3-15

164

14.

15.

16.

17.

18.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Durbach I., Lahdelma R., Salminen P. The analytic hierar-
chy process with stochastic judgements, European Journal
of Operational Research, 2014, Vol. 238, No. 2, pp. 552—
559. DOI: 10.1016/j.ejor.2014.03.045

Wang Y.-M., Chin K.-S. An eigenvector method for gener-
ating normalized interval and fuzzy weights, Applied
Mathematics and Computation, 2006, Vol. 181, pp. 1257-
1275. DOI: 10.1016/j.amc.2006.02.026

Krej¢i J. Fuzzy eigenvector method for obtaining normal-
ized fuzzy weights from fuzzy pairwise comparison matri-
ces, Fuzzy Sets and Systems, 2017, Vol. 315, pp. 26-43.
DOI: 10.1016/j.s5.2016.03.006

Ramik J. Deriving priority vector from pairwise compari-
sons matrix with fuzzy elements, Fuzzy Sets and Systems,
2021, Vol. 422, pp. 68-82. DOI: 10.1016/j.f55.2020.11.022
Mikhailov L. Deriving priorities from fuzzy pairwise com-
parison judgements, Fuzzy Sets and Systems, 2003,
Vol. 134, Issue 3, pp. 365-385. DOI: 10.1016/S0165-
0114(02)00383-4

. Mikhailov L. A fuzzy approach to deriving priorities from

interval pairwise comparison judgements, European Journal
of Operational Research, 2004, Vol.159, Issue 3, pp. 687—
704. DOI: 10.1016/S0377-2217(03)00432-6

Sugihara K., Ishii H., Tanaka H. Interval priorities in AHP
by interval regression analysis, European Journal of Opera-
tional Research, 2004, Vol. 158, pp. 745-754. DOI:
10.1016/S0377-2217(03)00418-1

Wang Y.-M,, Yang J.-B., Xu D.-L. A two-stage logarithmic
goal programming method for generating weights from in-
terval comparison matrices, Fuzzy Sets and Systems, 2005,
Vol. 152, Issue 3, pp. 475-498. DOLI:
10.1016/j.fs5.2004.10.020

Wang Y.-M., Elhag T. M. S. A goal programming method
for obtaining interval weights from an interval comparison
matrix, European Journal of Operational Research, 2007,
Vol. 177,  Issue I, pp. 458-471. DOI:
10.1016/j.ej0r.2005.10.066

Liu F. Acceptable consistency analysis of interval reciprocal
comparison matrices, Fuzzy Sets and Systems, 2009,
Vol. 160, Issue 18, pp. 2686-2700. DOIL:
10.1016/].fs5.2009.01.010

Entani T., Inuiguchi M. Pairwise comparison based interval
analysis for group decision aiding with multiple criteria,
Fuzzy Sets and Systems, 2015, Vol. 274, pp. 79-96. DOI:
10.1016/j.1s5.2015.03.001

Pankratova N. D., Nedashkovskaya N. I. Estimation of deci-
sion alternatives on the basis of interval pairwise compari-
son matrices, Intelligent Control and Automation, 2016,
Vol. 7, Issue 2, pp. 39-54. DOI: 10.4236/ica.2016.72005

Li K. W., Wang Z.-J., Tong X. Acceptability analysis and
priority weight elicitation for interval multiplicative com-
parison matrices, FEuropean Journal of Operational Re-
search, 2016, Vol. 250, Issue 2, pp. 628-638. DOI:
10.1016/j.ej0r.2015.09.010

Nedashkovskaya N. 1. Investigation of methods for improv-
ing consistency of a pairwise comparison matrix, Journal of
the Operational Research Society, 2018, Vol. 69, Issue 12,
pp. 1947-1956. DOI: 10.1080/01605682.2017.1415640
Pankratova N. D., Nedashkovskaya N. I. Method for proc-
essing fuzzy expert information in prediction problems. Part
1, Journal of Automation and Information Sciences, 2007,
Vol. 39, Issue 4, pp- 22-36. DOI:
10.1615/jautomatinfscien.v39.i4.30

Kuo T. Interval multiplicative pairwise comparison matrix:
Consistency, indeterminacy and normality, /nformation Sci-



e-ISSN 1607-3274 PagioenextpoHika, inpopmaTuka, ynpasainss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

ences, 2020, Vol. 517, pp. 244-253. DOL ence relations, Information Sciences, 2019, Vol. 482, pp.
10.1016/;.ins.2019.12.066 105-122. DOI: 10.1016/j.ins.2019.01.007.

30. Liu F., Zhang W. G., Fu J. H. A new method of obtaining  36. Nedashkovskaya N. I. The M_Outflow Method for Finding
the priority weights from an interval fuzzy preference rela- the Most Inconsistent Elements of a Pairwise Comparison
tion, Information Sciences, 2012, Vol. 185, Issue 1, pp. 32— Matrix, System Analysis and Information Technologies
42. DOI: 10.1016/j.ins.2011.09.019 (SAIT), 17th International Conference, Kyiv, 2015, proceed-

31. Xu'Y., Li K. W., Wang H. Consistency test and weight gen- ing. Kyiv, NTUU KPI, 2015, P. 90.
eration for additive interval fuzzy preference relations, Soft http://sait.kpi.ua/media/filer public/f8/7e/t87e3b7b-b254-
Computing, 2014, Vol. 18, Issue 8, pp. 1499-1513. DOI: 407£-8a58-2d810d23a2e5/sait2015ebook.pdf
10.1007/s00500-013-1156-x 37. Buckley J. J. Fuzzy hierarchical analysis, Fuzzy Sets and

32. Wang Z-J., Yang X., Jin X.-T. And-like-uninorm-based Systems, 1985, Vol. 17, Issue 3, pp. 233-247. DOL
transitivity and analytic hierarchy process with interval- 10.1016/0165-0114(85)90090-9
valued fuzzy preference relations, Information Sciences,  38. Van Laarhoven P.J.M., Pedrycz W. A fuzzy extension of
2020, Vol. 539, pp- 375-396. DOLI: Saaty’s priority theory, Fuzzy Sets and Systems, 1983, Vol.
10.1016/j.ins.2020.05.052 11, Issues 1-3, pp. 229-241. DOI: 10.1016/S0165-

33. Wang Z.-J. A goal programming approach to deriving inter- 0114(83)80082-7
val weights in analytic form from interval Fuzzy preference ~ 39. Wang Y.-M., Elhag T. M. S., Hua Z. A modified fuzzy loga-
relations based on multiplicative consistency, Information rithmic least squares method for fuzzy analytic hierarchy
Sciences, 2018, Vol. 462, pp. 160-181. DOI: process, Fuzzy Sets and Systems, 2006, Vol. 157, Issue 23,
10.1016/j.ins.2018.06.006 pp. 3055-3071. DOI: 10.1016/j.fs5.2006.08.010

34. Lépez-Morales V. A reliable method for consistency im-  40. Zhang F., Ignatius J.,. Lim C. P et al. A new method for
proving of interval multiplicative preference relations ex- deriving priority weights by extracting consistent numerical-
pressed under uncertainty, International Journal of Informa- valued matrices from interval-valued fuzzy judgement ma-
tion Technology & Decision Making, 2018, Vol. 17, Issue 5, trix, Information Sciences, 2014, Vol. 279, pp. 280-300.
pp. 1561-1585. DOI: 10.1142/S0219622018500359 DOI: 10.1016/j.ins.2014.03.120

35. Wang Z.-J.,, Lin J. Consistency and optimized priority Received 15.06.2022.
weight analytical solutions of interval multiplicative prefer- Accepted 29.07.2022.

YK 519.816, 681.518.2

METO/, PO3PAXYHKY BAI' EJJEMEHTIB MOJEJI IIIATPUMKH HPUMHSTTS PILIEHb HA OCHOBI
IHTEPBAJIbHUX MYJIbTUIVIIKATUBHUX MATPHUIb TAPHUX IIOPIBHAHb

HepamkiBebka H. 1. — n-p TexH. Hayk, JOIEHT Kadeapn MaTeMaTHYHUX METOJIB CHCTEMHOTO aHaji3y, [HCTUTYT NMpPUKIIaJHOTO
cuctemuoro ananizy, HTYY «KuiBcekuii monitexHiunuii incTutyT iM. Iropst Cikopcbkoro», Kuis, Ykpaina.

AHOTALIA

AKTyaJabHicTb. MeToq mapHUX MOPIBHSAHB — CKJIaJ0Ba KUIBKOX METOMOJIOTIH MIATPUMKH HPUIHATTS PIlIeHb, TaKHX SK
PROMETHEE, TOPSIS, ananisy iepapxiit i mepex. Moro cyTs momsirae B po3paxyHKy BEKTOpa PiOpHTETIB (Bar) eleMEHTIB MOz
MIPUHHATTS PillleHb HA OCHOBI OOEPHEHO CHUMETPHUYHMX MAaTPHIlh MTapHUX NOPiBHAHB. OIHIOBAaHHS €JIEMEHTIB MOJEINI 3/IICHIOETHCS
371e0LUIBIIIOrO eKCIIepTaMy B YMOBAaX HEBH3HAUCHOCT. ToMy B OCTaHHI POKH JIOCIIKYIOTECS MOAM(IKOBaHI METOAN PO3paxyHKy Bar
3 BUKOPUCTaHHSIM HEYiTKUX Ta IHTEPBAIBHAX MaTPHLb NapHUX HopiHsHb (IMIIIT).

MeTa. Po3pobka Mou}ikoBaHOTO METOY PO3PaxyHKY Bar Ha OCHOBI Y3TO/KCHUX 1 HEY3TO/KEHUX MyJIbTHILTIKATUBHUX IMIIIT
CJIEMEHTIB MOJICII IPHUHSTTS PilllCHb.

Mertopa. 3anpornoHoBaHO MOIM(iKOBaHHI METOJ Ha OCHOBI y3TO/PKEHHUX 1 HEY3rokeHuX MyabTumutikatuBHuX IMIII Ta Hedit-
KOTO TpOrpaMyBaHHS ITEpeBar, KU MPU3BOIUTH 10 OLTBII JOCTOBIPHHX Bar €JIEMEHTIB MOJEINI MPUHHSATTS PILICHb MOPIBHIHO 3
IHIIUMH BiIOMHMH MeToAaMH. Po3poOneHnii MeTo BiAPI3HIETHCS Bi iHITNX HACTYIMHUMH OCOOIHMBOCTSIME: BBEICHO KOSQIIi€HTH,
SIKI XapaKTepHU3yIOTh PO3MIMPEH] IHTepBaIN IS BiTHOIICHb HEBIJOMUX Bar; 3alpOIIOHOBAHO (DYHKIIT HaJIEXKHOCTI HEYITKUX BiJHO-
IIeHb HECTPOTol IepeBary 3aJIeKHO Bij 3HaueHb eneMeHTiB IMIII. Beenenns Bkazanux koe(ilieHTIB 1 GpyHKIIIH HaJIEXKHOCTI JO3BO-
JIMJIO TOBECTH TBEP/IKEHHS PO HECYNEPEWINBICTh PE3yJIbTYIOUHX Bar Ha OCHOBI «BEPXHBOI» Ta «HWKHBOI» Mozeneil. [IpornoHoBaHi
Koe(illieHTH B TOJATIBIIOMY BUKOPHUCTOBYIOTHCS JUIS MOIIYKY HalHOLIbII Hey3roukeHux enementis IMIIIL

Pe3yabraTn. Bukonano ekcriepumenTy 3 kibkoma IMIIII pisHoro piBHs y3romkeHocTi. Baru, oTpiuMani mpormoHOBaHUM Ta iH-
IIMMH BiZIOMHMH METO/IaMH Ha OCHOBI PO3IJISTHYTHX Y3TOMXKEHNX Ta ciabko y3romxeHux IMIIII, BU3HAYMIM OJHAKOBI PAaH)KyBaHHS
MOPiBHIOBaHKX 00’ €KTiB. Pe3ynpTaT, OTprMaHi MPOIIOHOBAaHUM METOJIOM, HE Cynepedars pe3dyiabraTaM s Takux IMIIII 3a iHmmMu
BIIOMUMH MeToJaMHi. PaH)KyBaHHS MPOIIOHOBAaHUM METOAOM Ha OCHOBI PO3MIIHYTHX CHIBHO 30ypeHux IMIIII cyrreBo Ommxkui 10
pamXyBaHb Ha OCHOBI BiAOBIMHUX MovyaTKoBUX He30ypenux IMIIII nmopiBHSHO 3 pamxyBaHHAMH BitoMuM MetonoM FPP. 3naiineno
HaiO1IBII HeY3TO/PKeHI elTeMeHTH B po3riiaHyTux IMIIII.

BucnoBku. Po3po6nenuii MeTo]] mokaszaB CBOIO €(heKTHBHICTb 1 MOYKE BUKOPHUCTOBYBATHCS ISl IIMPOKOTO KoJia 3a]a4 MiATpUM-
KU TPUHHATTS pillleHb, CHEHAPHOTO aHalli3y, PO3paxyHKy HpIOpPUTETIB, PO3NOALTY PEcypciB, OLIHIOBAHHS BapiaHTIB Ta KPHUTEpiiB
pillieHb y Pi3HUX MPUKJIAJHUX 00JIACTSIX.

KJIFOYOBI CJIOBA: inTepBanbHa MyJIbTHILTIKATHBHA MATPULIS TTAPHUX MOPIBHSHb, Y3TOMKEHICTh, EKCIIEPTHI OL[IHKU, HEUiTKe
TIporpaMyBaHHS II€PeBar, CHCTEMH i ITPAMKHI MPUHHATTS PIllICHb.

© Nedashkovskaya N. 1., 2022
DOI 10.15588/1607-3274-2022-3-15

165



e-ISSN 1607-3274 PagioenextpoHika, inpopmaTuka, ynpasainss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

YIK 519.816, 681.518.2

METO/]I PACYETA BECOB 3JJEMEHTOB MOJEJW NOJJIEPKKHA MPUHATHUA PEIIEHNI HA OCHOBE
HWHTEPBAJBHBIX MYJbTAILIAKATUBHBIX MATPHUIL TAPHBIX CPABHEHHI

HenamxoBckast H. U. — 1-p TexH. HayK, TOUEHT Kadeapsl MaTeMaTHYECKUX METOJOB CUCTEMHOro aHain3a, HCTUTYT IpHuKIIa-
nHoro cucremHoro aHanuza HTYVY «KueBckuit monurexandeckuit ”HCTUTYT uM. Uropst Cuxopckoro», Kues, Yikpanna.

AHHOTALUA

AKTYaJIbLHOCTB. MeTO/ NapHBIX CPaBHEHUI — COCTABIIAIOIIAS HECKOJIBKUX METOJOIOT U OJAEPKKU IPUHATUS PELIEHUH, TaKUX
kak PROMETHEE, TOPSIS, ananuza uepapxuii u cetreii. Ero cyTh 3akitodaercsi B pacuere BEKTOpa PUOPUTETOB MIIK BECOB dJIeMe-
HTOB MOJENHU NPHHATUS PEIIeHUIl Ha OCHOBE OOPaTHO CHMMETPHUYHBIX MATPHI] MAPHBIX CpaBHEHUH. OIEHKAa 3JIEMEHTOB MOAENIU
OCYILECTBIIACTCS. B OCHOBHOM JKCIIEPTAMH B YCJIOBHAX HEONpPEAeIeHHOCTH. [103TOMy B TOC/IeIHUE TOABI CCIENYIOTCS MOAMpHKa-
LM METO/IOB pacyeTa BECOB C MCIOIb30BAaHHEM HEUETKUX M MHTEPBAIBHBIX MaTpHIl NapHbIX cpaBHeHui (MMIIC).

Heab. PazpaboTka MoguduInpoBaHHOTO METOAa pacueTa MPHOPUTETOB HA OCHOBE COTJIACOBAHHBIX M HECOTJIACOBAHHBIX MYJIb-
turkatuBHbIX UMIIC 31eMeHTOB Mozeny NPUHATHS PELICHUI.

Merton. [IpeanoxeH MOTUPHUIUPOBAHHBIN METOl HA OCHOBE COTJIACOBAHHBIX M HECOTJIACOBAHHBIX MYJITHILTHKATHBHBIX MIIC
W HEYETKOTo IPOrpaMMHUPOBaHMs NPENOYTEHNI, KOTOPBIH NPUBOIMT K OoJiee JOCTOBEPHBIM BeCcaM DJIEMEHTOB MOJICIH IPHHSTHS
pelLIeHHH 110 CPAaBHEHHUIO C APYTUMHU U3BECTHBIMH MeTOoaMHU. Pa3paboTaHHBIH METOJ| OTJIMYAeTCs OT JPYTHX CICAYIOLIMMH OCOOCH-
HOCTSIMH: BBEJICHbI KOI((HUIUEHTHI, XapaKTePHU3YIOIIHE PACIIMPEHHbIE HHTEPBAJIbI /I OTHOILICHUH HEM3BECTHBIX BECOB; MPEUIONKE-
Hbl (QYHKIUH NPUHAATICKHOCTH HEUETKUX OTHOLICHUH HECTPOToro MpearnovYTeHHs B 3aBUCUMOCTH OT 3Ha4deHui snemenToB MMIIC.
BBenenne ykazaHHBIX KO((UIMEHTOB U (YHKONI MPUHAIISKHOCTH MO3BOJIHMIO J0KA3aTh yTBEP)KACHHE O HETPOTUBOPEUYUBOCTH
PE3yIABTUPYIOIINX BECOB HA OCHOBE «BEPXHEH» U «HIDKHEH» Mozeneil. [Ipennaraemprie k03¢ (GUIMEHTH B JaTbHEUIIEM HCIIOIB3YIOT-
sl ISl TONCKa HauboJiee HecorylacoBaHHEIX dneMenToB IMIIC.

Pesyabratel. Bemmonnensl skcnepuMeHTsl ¢ Heckonbkumu VIMIIC pasHoro ypoBHs coriiacoBaHHocTd. Beca, momyueHHble
IpejiaraeMbIM M JPYTMMH W3BECTHBIMH METOJAaMU Ha OCHOBE PACCMOTPEHHBIX COIJIACOBaHHBIX M ciabo cornacoBaHHbIXx MMIIC,
OIPEAEITNIIN OANHAKOBbIE PAH)KUPOBAHUS CPABHUBAEMBIX 00BEKTOB. Pe3ynbTaThl, OJIy4eHHbIE IIpeUIaraéMbIM METO/IOM, HE IIPOTH-
BopedaT pesynpTatam aid takux MMIIC no apyruM usBecTHbIM MeToAaM. PaHxupoBaHHs MpeiaraeMeiM METOIOM Ha OCHOBE pac-
CMOTpPEHHBIX cuibHO HecornacoBaHHbIX IMIIC cymiecTBeHHO Oiike K PaHXKHMPOBAHHAM Ha OCHOBE COOTBETCTBYIOIINX HAuyalbHBIX
HeBo3MyIeHHBIX MMIIC mo cpaBHEHHIO C paHXHPOBaHMAMHU H3BecTHHIM MeTomoMm FPP. Halimensr HamOoiee HecoriacOBaHHBIC
aneMeHTHl B paccMotpenHbx UMIIC.

BriBoasl. Pa3paboTaHHEIN MeTO ITOKa3an cBOIO (G (GEKTHBHOCT X MOXKET MCIOJIB30BATHCS I IIMPOKOT0 Kpyra 3a1ad Iojie-
PKKH [IPUHATHS PELICHUN, CLIEHAPHOI0 aHAJIN3a, pacueTa IPUOPUTETOB, paclpeIe/ICHUs. PECYPCOB, OLCHKHY BAPUAHTOB U KPUTCPHEB
pelIeHui B pa3HBIX PUKIAAHBIX 00TaCTAX.

KJ/IIOYEBBIE CJIOBA: uHTepBajbHas MyJIbTUIUIMKATHBHAs MaTpHLia MapHbIX CPaBHEHWUH, COITIACOBAHHOCTb, JKCIIEPTHBIC
OLIEHKH, HEUETKOE IIPOrpaMMHUPOBAaHUE MPEANIOUTECHUH, CUCTEMbI OJAEPKKU IPUHATHS PEILICHUH.
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CHUHTE3 AJI'OPUTMA YIIPABJIEHUS
TPAHCIIOPTHBIM KOHBEHEPOM

Murnacrerii O. M. — 1-p TexH. Hayk, npodeccop, npodeccop kadeapsl pacrpeneaeHHbIX HHPOPMAMOHHBIX CHC-
TeM M 00JIaYHBIX TEXHOJOrHH HalmoHambHOro TEXHHYECKOTO YHUBEPCUTETa « XapbKOBCKHUI MTOJIUTEXHUUECKUI HHCTH-
TyT», I. XapbKOB, YKpauHa.

HBanoBckas O. B. — kaHx. TexH. HayK, JOIEHT, JOIEHT Kadeapbl KOMIO3UIIMOHHBIX KOHCTPYKIMH ¥ aBHAIIMOHHO-
ro marepuanoBefieHbs HanumonansHOro aspoxocmuueckoro yHueepcurera uM. H. E. XKykoBckoro «XapbkoBckuit
ABHUALMOHHBIA UHCTUTYT», I. XapbKOB, Y KpauHa.

AHHOTANUSI

AKTyanbHOcTb. PaccMoTpeHa npobiaeMa ONTUMANbHOTO YIPaBIeHHs MOTOKOBBIMH IapaMeTpaMU TPAHCIIOPTHON CHCTEMBI KOH-
BeifepHOT0 THIIA IPH HAJIMYHE CTYIEHYATOr0 PEryIHPOBAHUH CKOPOCTHU JIEHTHI CeKIMU KoHBelepa. OOBEKTOM HCCIEAOBAHUS SBIIS-
Jach aHAMTHYECKass MO TPAHCIIOPTHOTO KOHBEHepa, KOTOpasi MCHOIb30BaHa B Ka4ecTBe (hyHIaMEeHTa JUI CHHTE3a alrOPUTMOB
OIITHMAJIBHOTO YIPABJIECHHS IIOTOKOBBIMU NTapaMeTpaMH TPaHCIOPTHOTO KoHBeHepa. L{enb paboThl 3aKiItodaeTcst B pa3BUTHE METO-
JIOB IIPOCKTUPOBAHUS CUCTEM ONTUMAIBHOIO YNPABICHUS IIOTOKOBBIMU IapaMeTpaMy TPAHCIOPTHOIO KOHBeHepa ¢ y4eToM TpaHC-
MOPTHOM 3aJIEP’KKH MIPU CTYIIEHUYATOM PETYINPOBAHUHU MTOTOKOBBIX MAPAMETPOB TPAHCIIOPTHON CUCTEMBI.

Merton. Pa3paborana aHanuTHIeCKast MOJIEIb CEKIIMH KOHBEHEpa ¢ y4eTOM CTYNEHYAaTOTO PEryIHNpOBaHMUs 3HAUCHUH MOTOKOBBIX
rapaMeTpoB TPAHCIOPTHOM cucteMsl. [Ipu nmocTpoeHus Mozenu ceKuKu KOHBelepa Ui OIpe/eieH s 3aBUCUMOCTEH MexX 1y MOTo-
KOBBIMHU IIapaMeTpaMM TPAHCIOPTHON CHCTEMbI 3allMCaHbl YPABHEHMS B YACTHBIX NPOU3BOIHBIX. [l CHHTE3a aJrOpUTMOB ONTH-
MaJIbHOTO YIPaBICHHUS CKOPOCTBIO JIBIKEHUsS JIEHTHI CEKIIMHM KOHBeliepa BBEJIEH KpuTepuil kauecTsa ynpasiaeHus. Mcnone3ys npuH-
un Makcumyma [loHTpsruHa, mocTaBieHa 3aa4ya ONTHMAIbHOTO YIIPaBIEHUS TOTOKOBBIMU MTapaMeTpaMH CEKIMU KoHBerepa. [l
TPAaHCHOPTHOM CHCTEMBI 3alKcaHa (pyHKIUS [ aMHIbTOHA, yUUTHIBAIOMIAS KPUTEPUH KadecTBa yIPaBICHUS, HAJIO)KEHHBIE OTPaHIIe-
Hus 1 U depeHanpHple CBI3M MEeXIy ITapaMeTpaMu cucTeMbl. [IpogeMoHCTpupoBaHa METOINKA CHHTE3a alrOpPUTMa ONTHMANb-
HOTO YIIPaBJICHUS CKOPOCTBIO JICHTHI CEKIIUU KOHBEHEpa U ONpeeNICHbI YCIOBUS IEPEKII0UYEHHs] CKOPOCTH ABUKECHUS JICHTBL.

Pe3yabTathl. Pazpaborannas Mozenb CEeKIMM KOHBEHepa MCIIOIb30BaHA JUIS CHHTE3a alrOpPUTMa ONTHMAIBHOTO YIIPaBICHHS
MIOTOKOBBIMU I1apaMeTpaMu TPAHCIIOPTHON CUCTEMBI IIPU CTYNIEHUATOM MEPEKIIOYEHUH PEKUMOB CKOPOCTH JICHTHI.

BriBoabl. Pa3zpaboTana MeTOAMKA CUHTE3a aJTOPUTMOB ONTHMAIBHOIO YIPAaBJIEHHS IOTOKOBBIMU IapaMeTpaMH TPaHCIOPTHON
CHCTEMBI NP CTYNIEHYaTOM PEryJIMPOBaHUN CKOPOCTH JIBMXKCHUS JICHTBI CEKIMH KoHBelepa. [TomydeHHbIe adropuT™Mbl MOTYT OBITH
HCTIOIb30BAHBI JUISl CHIDKEHUSI yJIEIbHBIX YHEPreTHYECKHX 3aTpaT Ha TPAHCIIOPTUPOBKY MaTepHana Ha MPEANpPUSTUSIX TOPHOJ00bI-
BaIOLIEH TPOMBIIIIEHHOCTH.

KJIFOUYEBBIE CJIOBA: koHseliep, pacnpeaeneHHas cuctema, PDE-mMozenb, moToyHas TUHUS, TPOU3BOACTBCHHAS JIHHUS, pe-
TYIUPOBAaHHE CKOPOCTH JICHTEHIL.

ABBPEBUATYPbI
PDE-model — ananutnyeckast MoJiesib HENPEPHIBHOTO
MIPECTaBJICHNS JABWKEHHUSI MaTepHaia M0 TeXHOJIOTHYe-
CKOMY MapIIPyTy IPOU3BOJICTBEHHOH JIMHUH C UCIIOJIB30-
BaHMEM YpaBHEHUH B YaCTHBIX IIPON3BOIHBIX;
PiKh-model — anmamuTrueckas mMomens KOHBEHEpHOM M .x — TpaHCHOpTHpyeMas Macca Tpy3a Ha JIEHTE

E(M;) — 3atpaTpl »HEpPruM Ha TPAHCIIOPTHPOBKY
TOHHBI TTOPOJIBI HA PACCTOSTHHE KMJIOMETPA TPH 3arpy3Ku
KOHBelepa M ;

H(S) — dyukuus Xesucaiina;

JIMHUY, TT03BOJISIOIIAS ONPEAEINTh MIIOTHOCTh MaTepuaia
U pacxoll MaTepuana B IPOU3BOJIBHOW TOUYKE KOHBEHEp-
HOM JICHTBHI.

HOMEHKJIATYPA
a(t) — CKOpOCTB JIEHTBI KOHBEHEPHOU CEKIUH;

Amax — MAaKCHUMaJIbHOC 3HA4Y€HHUE CKOPOCTH JICHTBI

KOHBEHEPHOU CEeKIInY;
aj — 3HAYCHHME j-Oif CTYNCHH PEryJIHPOBAHHs CKOPO-
CTU JIEHThI CEKLIMM KOHBEiepa;

a,, — HOMHMHAJIBHOE 3HaY€HUE CKOPOCTH JICHTBI;

C — Macca HIOTOHHOTO METpa JIBIDKYIINXCS YacTeid;

G- ¢dynkiys, oopatHast K GpyHKIMH G(T) ;

E(M ,,x) — 3aTpaThl HEPIUU HAa TPAHCHOPTUPOBKY
TOHHBI TOPOJBI HAa PACCTOSIHUE KUJIOMETpa MpPHU MaKCHU-
MaJIbHOM 3arpy3Kku KOHBenepa M .. ;
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CEeKLIMH KOHBeWepa, COOTBETCTBYIOLIAs MaKCHUMAallbHOU
3arpy3ke KoHBeiepa Mo MprueMHOH CTIIOCOOHOCTH;

N — KOIMYECTBO CTyNEHEH PErylInpoOBaHUS CKOPO-
CTH JICHTHI CEKIIMU KOHBEWeEpa;
N, — MOIIHOCTb, OTpedisieMasl KOHBEiepoM Ha X0-

JIOCTOM XOJIy;
ny — IpupalleHue NOTPeOIIeMOd MOIIHOCTH IpH
YBEJIMUYEHUHU MacChl I'py3a Ha KOHBeWepe Ha O/IHY TOHHY;

P] — J0J4 BPEMECHU, B TECYCHHUE KOTOPOTO CEKIHA

KOHBelepa (PyHKIHUOHUPYET CO CKOPOCTHIO JICHTHI a;;
S r — IUTHHA ceKuuu (k-0 CeKIMU) KOHBelepa;
S — KoOpIMHATa, XapaKTePHU3YIOIIas MECTOMOJIOMKEe-

HHE MaTepuanga BJIOJIb MaplipyTa TpPaHCIIOPTUPOBKU
sel0,8,];

S, — IUIMHa TPAHCIIOPTHOTO MapIIpyTa KOHBeHepa;
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T(t) — BemuuMHA TPAHCTIOPTHOM 3a/ICPIKKH;

1; — xapakTepHOe BpeMsl TPAHCIIOPTHPOBKH Mare-
puasia BI0JIb CEKIIUM KOHBeWepa;

o (sec_l) — BEIMYMHA, 00PaTHO MPOIOPIIHOHABEHAS

BpPEMEHH KOPPEISIINY;
B — yrox HakJIOHA CEeKIMH KOHBelHepa;

5(S ) — ynkuus Jupaka,

® — MakCHUMaJIbHO JOIYCTUMOE 3HAYEHHUE JIMHEHHOU
IUIOTHOCTH MaTepHana sl CeKIMH TPAHCIIOPTHOTO KOH-
Beilepa;

Mt) — MHTEHCHBHOCTH TIOCTYIUIEHHs Marephajia Ha
BXOJ] IOTOYHOM JINHUH;

cé — JUCIepCcusi BXOJHOTO FPy30II0TOKa MaTepuaia,

W(S) — nuHeliHas MIOTHOCTH paclpeeeH s TOPHOU
MOPOJIbl Ha KOHBEHEPHOW JIeHTE B HAYAIbHBIA MOMEHT
BpeMeHu =0 ;

[X]O(t,S) — JIMHeWHas [UIOTHOCTh paclpe/eICHuUs] Ma-

Tepuasa BJ0JIb KOHBEHEePHOU JIMHUU B MOMEHT BPEMEHH /
B TOYKE TPAHCIIOPTHOTO MapLIpyTa C KOOPAUHATOH S ;
[X]Omax (¢,§) — MakcuMalbHOE 3HA4YE€HUE JIMHEHHOM

IUIOTHOCTH MaTe€pHajia BA0JIb CCKIIUU KOHBeﬁepa;
[X]lin () — TpPY30IOTOK, OCTYNAIOIINI Ha BXOJ CEK-

LIMM KOHBENEPA;
[x]lt(t) — DKCIIEPUMEHTAIbHOE 3HAYEHUE TPY30MIOTOKA

NOCTYNAIOLIEr0 Ha BXOJ, CEKLIMM KOHBEkHepa;
[X]l (¢,S) — moTok MaTepuana B MOMEHT BpeMeHU { B

TOYKE TPAHCIIOPTHOTO MApIIpyTa ¢ KoopauHarou S ;
[X]lw(t,S) — HOpMAaTHBHAs MPOU3BOIUTEIBHOCTH 00-

paboTKu neTasieii B MOMEHT BPEeMEHHU ! ISl TEXHOJIOTH-
YeCKOM MO3UIINH S ;

w — K03 (OUIECHT CONIPOTHBIICHAS IBIKCHIIS,

At — TpaHCHOpPTHasl 3aJepXKa Il CEKIIMH KOHBeie-

pa.

BBEJEHUE

Komnseliep sBIg€TCS OCHOBHBIM CIIOCOOOM TpaHCHOP-
THUPOBKH TOPOJIBI Ha TOPHOJOOBIBAIOMINX MPEATIPUATHSX.
[1pu NpOTSHKEHHOCTH B HECKOJIBKO JIECATKOB KHJIOMETPOB
M TpomyckHO# cmoco6HoctH ~10*t/h moTpe6nsemas
MOIIHOCTE  KOHBEHEpHBIX  TPAaHCIOPTHBIX  CHUCTEM
~10°kW [1]. HopMaTHBHBIH pacXol 3IeKTPO3HEPIUHU
KOHBEHEpPHBIM TPAHCIIOPTOM JUIS IEpEeMEIIeHUS TOHHBI
ropHO# mopoasl Ha paccrosaue B 1,0 km oreHuBaercs

(0,1+1,0)@ [1, 2]: Collolar Lignite Open Pit Mine
t-km

(Turkey, 2010) 0,39 %, Coarse ore conveyor system
-km

Minera Los Pelambres (Chile, 1998) 0,79@, Belt
t-km

conveyor with gearless drive Solution Prosper Haniel
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Coal Mine (Germany, 2010) 0,24];WT.h [1], a oOmme
-km

3aTpaThl JHEPrHM I TEepeMEIleHHs TOHHBI TOpPOJIBI
BJIOJb Bce KOHBEHEpHOW JMHUUM COOTBETCTBEHHO
~6,79 kW -h, ~10,03 kW -h, ~3,24 kW -h . ®akru-
YECKUE 3aTPaThl SHEPTUU CYLIECTBECHHO BBIIE B CUIY HE
IIOJIHOM 3arpy>KCHHOCTH KOHBEHEPHOM JMHHMM M3-3a He-
PaBHOMEPHOTO MOCTYIUICHHSI NOPOJIbI Ha BXOJl KOHBEHe-
pa. HccrnenoBanuio 3aBUCHMOCTH 3aTpaT JHEPTHH JUIs
TPaHCIIOPTHPOBAHUE TpPy3a OT BEIMYMHBI I'PY30NOTOKA
MOCBSIIIEHO JJOCTaTOYHOE KOJIMYECTBO paboT, HauMHas C
[3—6]. Teoperrnueckoe 1 3KCIIEPUMEHTAITBHOE HCCIIEI0BA-
HUSI KOHBeHepa IT0Ka3aiIi, YT0 YMEHBIICHNE 3arpy>KeHHO-
CTH KOHBelepa NMPHBOIUT K THIEPOOTNIECKOMY YBEIH-
YEHUIO 3aTpaT YHEPrHH Ha TpaHcrmopTupoBaHue. IIpu ko-
s dunmente 3arpykeHHOCTH KoHBedepa 0,75 3arpars
SHEPrMM Ha TPAHCHOPTUPOBAHHE YBEIMYMBAIOTCS Ha
10%, mpu 0,5— Ha 50%, mpu 0,25-Ha 160% u npu 0,1— Ha
675% [7]. Takoli xapakTep 3aBUCUMOCTH BBI3BIBAET CY-
IIECTBEHHBII MPAaKTUYECKUH U TEOPETHUYECKHM HHTepec
uccienoBaTesel K ykazaHHoi npoOneme. IpenoskeHHbIe
METOJIBI, IO3BOJISIIOIINE OOECIeUnTh CHM)KEHHE 3aTpar
SHEpruH KOHBeHepHO# cucteMsl 10 30%, B OOJIBIIMHCTBE
CITy4JastX OCHOBBIBAIOTCSI Ha HCIIOJIb30BAHUM aKKyMYJIH-
pyromero Oydepa IS yCTpaHSHHS HEPaBHOMEPHOCTH
3arpy3kd JIeHTOUHOro KoHBeiiepa [8—11]. Bynkep obec-
MIEYNBAET PABHOMEPHYIO 110/1auy MOPObI Ha BXOJ JIHHHH,
aKKyMyJIUpYeT W3JIMIIEK I[OpOJbl B HAKOMMTENE, €CIH
TEMII TIOCTYIIJICHUSI BBILIIE HOPMATUBHOTO, UIIH, €CITH TEMIT
HIDKE HOPMAaTHUBHOTO, UCIIOJIB3YET 3aIachl HOpOIbl B OyH-
Kepe ISl JIMKBUIAIMK OTKIoHeHus. [Ipu aToM ckopoctb
JICHTHI, KaK NPaBUJIO, OCTACTCS HEM3MEHHOH. Mcnonb3o-
BaHWe OyHKepa B LEJISIX CTaOMIM3AIMK TeMIa MOCTYyILIe-
HUSI TIOPOJIBI HA KOHBEHEPHYIO JTMHUIO TpeOyeT AOTOIHH-
TEJIFHOTO TE€XHOJOTUYECKOTO NMPOCTPAHCTBA TSI €r0 pas-
memenus [9, 10]. Hpyras mpobGiiema, KOTOPYIO CIIEAyeT
YUUTBHIBATH IIPU IPOEKTHPOBAHNE KOHBEHEPHBIX CHCTEM C
OyHKEpOM — OrpaHHYEHHOCTh EMKOCTH OyHKepa, 4To Tpe-
OyeT Hanu4Ks CHCTEMBbl YIpaBJeHUs, KOTopas He JOIyC-
TUT nepenoiHeHue [12]. AnbTepHATUBHBINA MOIXOA IO-
BBIIICHUS 3(()EKTUBHOCTH KOHBEHEPHOrO TpaHCIIOPTa
3aKJII0YaeTCsl B IPOCKTHPOBAHMUHM CHCTEM YIPaBICHHUS
CKOPOCTBIO JIEHTHI. [Ipy yMEHBIICHNN TIOTOKA HOPOJIBI HA
KOHBEHEp CKOPOCTh JIEHTHl yMEHBIIAIOT, OOecneunBast
HOPMAaTHBHYIO JTHHEHHYIO INIOTHOCTH MOPOBI HA KOHBEH-
€pHOMN JIEHTHI, YTO MPUBOAUT K aKKyMYJIMPOBAHUIO TOp-
HOM mopoas! BIoJIb KoHBelepa. 1lpy yBennueHnn noroka
MOPO/bI HAa BXOJE CKOPOCTb JICHTBI YBEJIIMYUBAETCS, YTO
MPUBOJUT K CHW)KECHHIO 3HAYCHUS JIMHEWHON IUIOTHOCTH
TIOPOJIBL.

OO0BbeKT HCccIeI0BAHUA — aHAIUTUYECKas MOMEIb
TPaHCIIOPTHOI'O KOHBEHeEpA.

IIpeamer ucciie0BaHUs — aHATUTHYECKUE METOIbI
MPOCKTUPOBAHUS CHCTEMBI YIPABICHUSA TPAaHCIIOPTHBIM
KOHBEHEPOM.

Leab pa6oTsl — pa3BUTHE METOJOB MPOSKTHPOBAHUS
CHCTEM OINTHMAIILHOTO YIPaBJICHHsS ITOTOKOBBIMHU Mapa-
METpaMu TPAHCIIOPTHOTO KOHBelepa.

169
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1 IIOCTAHOBKA 3AJIAYHM
ITycTb A7sl ceKUMU TPaHCIIOPTHOTO KOHBeMepa ¢ Iie-
JIBI0 CHHTE3a ONTHMAJIBHOTO YIPABJICHHS MOTOKOBBIMH
napaMeTpaMH TPAaHCIIOPTHOM CHCTEMBI Ha HHTEpBaie
YIIPABIIEHUS T € [O,r k] 3a7aH KOJIMYECTBEHHBIH KpUTEpHUi

KayecTBa yIpaBICHUS
Tk
K(t)= IJ(‘L', u(t))dr )
0

KOTOPBIN sIBIIsIeTCsl ToKaszareneM 3((eKTuBHOTO (GyHK-
[IMOHUPOBAHUS CEKIUM KOHBeHepa. DKCTpeMabHOe 3Ha-
YeHHe KPUTEpHs KauecTBa YIPaBICHUS TOCTHIAaeTCs MPH
ONITUMATBHOM YIIpaBICHUH U(T) CKOPOCTHIO KOHBeliep-

HOM JICHTBI.

Jlis  3aJ@aHHOrO KPHUTEPUSl KauyecTBa YIPaBJICHUS
copMmyupyeM 3amady CHHTE3a ONTHMAJIbHOM Mporpam-
MBI yIIPABJIECHUS. CKOPOCTBIO JICHTBI JUIsl YCTAHOBUBIIIETO-
¢ pexuMa (YHKIMOHMPOBAHUS CEKIMH KOHBeiepa
T>T4:

— Tpebyercsi OMpeneiuTh YIPaBICHHE CKOPOCTHIO
JBWKCHUST KOHBEHWEPHO# JIeHTHI U(T) HA BPEMEHHOM HWH-
Tepsane T€[0,7;], KOTOpOE NPHBOAMT K MHHHMyMY

(byHKITOHAT

K(t)= fJ(r,u(t))dr — min,
0

a) pu quddepeHInaANTBHBIX CB3IX BHIA

300(t.6) . 80y(1.E)
() % =3(EN (),

KOTOpBIE COOTBETCTBYIOT aHanmutuueckod PDE-model
MIPOM3BOJICTBEHHOM CUCTEMBI;

0) py OrpaHUYEHUX Ha IMIOTOHHYIO IUIOTHOCTH MaTe-
puana CeKIMU KOHBeHepa M MaKCUMAalbHO AOIMYCTHMYIO
Harpy3Ky Ha IIpUBOJ, KOHBelepa

eOmax 2 e()(‘l?,(i) 20 >

1
m(r) = j 00 (1,E)dE <oy :
0

B) IIPY OrPaHUYEHHUHU Ha YIpaBICHHE
Zmax 2 U(7) = g(1);

I) 111 HAYalbHOTO YCJOBHS CTapTa JICHTHI TpaHC-
MIOPTHOM CEKIUU

0,(0,8) =H(E)w(S),

ONPEAENIAEMOr0 JMHENHON MIOTHOCTHIO HAYaJIBHOTO pac-
IpesieNeHus MaTepuala BIOJIb MaplIpyTa TPaHCIIOPTH-
POBKH.
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2 OB30P JINTEPATYPbI

[MpoGnema nobimenus 3pGeKTUBHOCTH (HYHKIIHOHH-
POBaHUS KOHBEHEPHOI0 TPaHCIOPTa 3a CUET PeryIupoBa-
HUSI CKOPOCTH JIGHTBI JIOCTaTOYHO MHOTO 0OCYyXIanach
crienuanicTaMd B 00JacTH NPOEKTHPOBAHUS KOHBEHep-
Horo Tpascnoprta [3]. OnHako, HECMOTPS Ha HaJIU4yue
Ooxpmroro KoixmyecTBa padoT, JaHHAS MpobiemMa HMeeT
BBICOKYIO aKTYyaJIbHOCTb U B HacTosiee Bpems. Konseiiep
C JBIXKYIIEHCS TOPHOW MOPOAOM BIOJIb TPaHCIOPTHOI'O
MapIIpyTa— 3TO paclpe/ie]IeHHasl CUCTeMa C PAJIOM orpa-
HUYEHUH, Cpey KOTOPHIX HE Majo BaXXHBIMM SBISETCA
OTpaHUYEHUE [0 MAKCUMAJIBHOM YAEIbHOM JIMHEWMHON
Harpy3ke Ha KOHBEHEpHYIO JIGHTY M OrpaHUYEHHE IO
MaKCHMaJIbHOMY 00bEMYy TPaHCHOPTHPYEMOH Macchl [4].
KonBeiiepHas cuctema sgBIsieTCS CTOXaCTUYECKOM cucTe-
Moi. HeonpeneneHHOCTh BEIMYMHBI MOCTYIAIOLIETO I10-
TOKa TOpPOABI Ha BXOA KOHBeWepa (HEONpPEeAEIeHHOCTh
TPaHUYHBIX YCIOBUH) TpeOyeT mpu pacyeTe KOHBEHEepHOI
JUHAN WCTIOJIB30BaTh BEPOATHOCTHBIE MeTO bl [5]. B [13]
MIPEACTABIECH AITOPUTM YIPABICHUS CKOPOCTBIO JICHTHI,
UCTIOJB3YIOUIMHA METO/bl TEOPUH MaTEeMAaTH4EeCKOTo Mpo-
rpamMupoBanus. B pabore 3anucana neneBast QyHKIHS,
OTpeJeNieHbl HEOOXOANWMBIE YCIIOBUSI PETyJIMPOBAHMUS
CKOPOCTHU JIEHTBI, IPEACTaBI€HAa UMHTAIIOHHAS MOJENb
KOHBEIepHO! JIMHUHU C TOCTOSHHBIM 3HAYEHUEM CKOPOCTH
JUISl j-OM CTYNIEHH PETYJIHNPOBAaHUS M MHKPEMEHTHBIM ajl-

TOPUTMOM pEryanpoBaHus ckopoctd. CKOpoCTb a; om-

penensieTcss 4epe3 BEIMYUHY HOMMHAIBHOM IOrOHHOMN
Harpy3Kku

W 3HaYeHHE TPy30IOTOKA [x] Ui j-cTymeHm pexnma

1n
pEryJIUpOBaHUS CKOPOCTH

[X]lj B [X]lj

a;=——= a, ,
’ v [X]ln !

rac [X]ln — HOMHWHAJIBHBIC 3HAYCHUS NPOU3ZBOAUTECIBHO-

CTU CEKUMU KOHBeilepa. PacueTHoe 3HaueHue cpernHel
CKOpPOCTH JIGHTHI KOHBeiepa 3a HaOII0aeMbIi IepHOA
OTIPEIEIAECTCS BEIPAKEHUEM

Ny N,
<a>=Zaij, ZP]:I
Jj=1

PexxuMbl yripaBieHuUs 3a1aI0TCS U3 YCIOBHUS MUHHMY-
Ma cpeiHell CKOPOCTH ABUKEHHUS JICHTHI

Aa) s,

ol
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CraTHCTUYECKUH aHaJIU3 3KCIUTyaTallMOHHBIX Mapa-
METpOB IIaXTHOTO KOHBeMepa BhINoIHEH B [14]. Ilpu Mo-
JICIUPOBAaHUM BXOJHOTO TPY30MOTOKA HCIOJIb30BAJICS
HOPMAaJIBHBIA M JOTapu(MHIECKUI HOPMAJBbHBIH 3aKOH
pacnpesenceHusl BEIHYUHBI IAXTHOTO MOTOKAa MaTepuaia
C KOoppensanuoHHOH (yHKImeH [4, 14]:

Ry (1) = Gé exp(—at) (kg/sec)?.

Jnst onpeneneHus rpy3oloToKa MaTepHalla HCIHOJb-
30BaHbl OCIMJIIOTPaMMBbI TOKOB OYHCTHBIX KOMOaitHOB. B
TEYECHHE JBYX CYTOK C IIAroM OJHA CEKyHJa 3alHChIBa-
JIUCh YCHWJIHSI, JICHCTBYIOLIME HAa ChEMHOE TEH30U3MEpH-
TENILHOE YCTPOMCTBO, M B TEYEHHE YEThIPEX CYTOK — (hak-
THYECKas MOIIHOCTh MPHBOJIA KOHBeHepa IpH NepeMeH-
HOM Tpy30I0TOKE. ['HcTorpaMMa pacrpeneneHus rpy3o-
MOTOKA KaK CIly4allHOW BEJIMYMHBI MOATBEPMIIa THIIOTE-
3y 0 Jjorapu(pMUIecKOM HOPMAaJbHOM 3aKOHE paclpeje-
JIeHHsl TPY30M0TOKa. MaKCUMallbHOE 3HAYCHUE TPY30I10-
Toka cocraBisier 533 (kg/sec). Maremaruueckoe OXKua-
HUE W CPEIHEKBAIPAaTHYHOE OTKJIOHEHHE TPY30IOTOKa,
cooTBeTcTBeHHO: 134 kg/sec u 66,4 kg/sec. Jlns mocrpoe-
HUS 3aBUCUMOCTH MOIIIHOCTH MPHUBOAA W KO3 PHUIIHEHTA
COIPOTHBIICHHS JBIKEHHIO OT BEIMYHMHBI I'PY30MOTOKA
olpeieNsIach Macca rpysa Ha KOHBeliepe B MOMEHT Bpe-
MEHH, COOTBETCTBYIOIIYIO TEKYIIEMYy 3HAUCHHIO MOIIHO-
CTH TIPUBOJIA!

t+361(sec)

[ o@dr. (k).

t—4(sec)

M(t) =

IIpenensl HHTErpUPOBAaHUS COOTBETCTBYIOT MOMEHTAM
BPEMEHHU PasTpy3KH M NOTPY3KH B3BEIIMBACMOMN MOPIHU
rpy3a. Ilomy4yeHa 3aBHCUMOCTb NOTPEOIIIEMON MOILIIHOCTH
U OKPY>KHOT'O TATOBOT'O YCWJIUS Ha MPUBOJE OT BEIHYHHBI
IIOFOHHOW Harpy3ku [14]

N({t)=N, +mM(1).

3nauenua N, =160 kW, n, =1,11 kW/t onpenenenst
IO JJAHHBIM 3KCIEPUMEHTa. AJIEKBaTHOCTb MaTeMaTHye-
CKOM MoJenu oreHeHa 1o kputepuio dumepa. DKcepH-
MeHTanbHOe 3Hauenne N, =160kW B 3 pasa Gomblie

pAacueTHOTO 3HAYEHHS MOIIHOCTH XOJOCTOTO X072
N, =55kW [14, 15], uTo 00BACHAETCS HEYIOBIETBOPH-

TENBHBIM COCTOSHUEM pPOJIMKOBBIX OINOpP Ha IIaXTHOM
KOHBeWepe, TPEHUEM JICHTBI 00 3JI€MEHTHI KOHCTPYKITUH,
HAJIMYUEM MECTHBIX CONPOTHUBIICHUN JBUKCHUIO B MECTAX
neperuba mpoduias Tpacckl u Apyrumu (akropamu. B
pabote [16] mpexacraBieHa MOJENs KOHTEHHEpa B BHIE
JUHAMUYECKOrO 3BE€HA C TPAHCIOPTHOM 3alI€p>KKOMU, 3a-
BUCHMOM OT BpeMEHHU. BennunHa BBIXOJHOrO MOTOKA MO-
poJibl ¢ KOHBeHepa b(]l out OTIPENIETIACTCS YEPES 3HAYCHUE

BXOIJHOI'O ITOTOKa [X]lin H CKOPOCTDb JICHTHI &y, -
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[hin =T (@) B

ain (t = T(1)) hout (0 = Ithoou (ain (@) -

[X]Oout (t) =

Jl1s1 mepeMeHHOW CKOPOCTH JIEHThl KOHBeWepa Belu-
YMHA TPAHCIOPTHOM 3aJEPXKKH OIpE/eNieHa C UCIOJb30-
BaHMEM YHUCJIEHHBIX MeTo0B [17]. Macca ropHoit mopo-
IIbl, paclpefiejieHHas BJOJNb MapIIpyTa TPaHCIOPTUPOB-
KU, [TPE/ICTaB/IeHa HHTETPAILHBIM YpaBHEHUEM

Uedin(t — T(0))

an(t—T(y) %

Iy
Auo=Mv»jhh40
t

n

JOTIOJTHEHHBIM YPaBHCHUEM CBSI3U IJI1 ONIPEIACIICHUSA CTa-
THYCCKOI'O TATOBOI'O YCUIINA F

F=a(M(t)+b),

KOTOpO€ HEOOXOANMO IPEOI0NIETh IIPHBOJAHOMY 3JIEKTPO-
JIBUTATENI0. 3alMCaHHBIC BBIIIE YPaBHEHHS COCTABIISIOT
MaTeMaTHYECKyI0 MOJENb KOHBelepa Kak dJieMeHTa CHC-
TEeMBl aBTOMATHYECKOT'O PEryJHPOBAHUS CTaTHYSCKOM
Harpy3ku npusoja [17]. KoapdunuenTs! a, b yuuteBaror
YJICNBHYI0 Maccy JICHTBI, POJIMKOB, CUEIUICHHUE MEXIY
JieHTOUW W 6apabGaHOM, COMPOTUBIICHUE JBUKEHHUIO JICHTHI
W JIpyrue KOHCTPYKIMOHHBIE M TEXHOJOTHYECKHE OCO-
OCHHOCTH TPAHCIOPTHOTO KoHBelepa. [l cirydasi, koraa
BXOJ/IHOW TPY30MOTOK MOXKET OBITh M3MEPEH, MPEeIOKEH
AIITOPUTM YNIPABICHUS CKOPOCTHIO MO BO3MYILICHHIO Be-
JIMYMHBI BXOJHOTO Tpy30moToKa [16]. BiusiHue HepaBHO-
MEpHOW 3arpy’KeHHOCTH JICHTOYHOrO KOHBeiiepa Ha
TpPaHCIIOPTHBIE 3aTpaThl u3ydeHo B [7]. IlpomsBemena
OLICHKA DHEPreTHYECKHX IIOKa3zaTeleil 1o pe3ynbTaTaM
OKCIIEPUMEHTAJIBHBIX ~HCCIENOBAaHUH TpPy30IOTOKA U
MOIITHOCTH MpHBojAa KoHBedepa 2JIYV120B mpu anune
konBeiiepa L=0,730 km, ckopoctu ieHTBl a=2 m/sec,
MotuiHoctH npuBoga N=500 kW u MakcMMalbHON Mpou3-

Bomurenbroctr [x] . =1500 th. Macca Tpancropry-

pyeMoi TIOpOJIbI ONPEIENSIICS BhIpAXKEHHEM

t+ +ty

M@=4G,) [[hode.

t+1

rje t, U t,— 3HaueHUS BPEMEHU IPOXOXKAEHUS Ipy3a OT
MecTa B3BEIIMBAHUS J0 Pa3rpy3Kd W OT MeCTa 3arpy3ku
JI0 pas3rpy3ku; PerpeccroHHOe ypaBHEHHE AJIsI pacdeTa
MOIITHOCTH KOHBEHEPHOH YCTaHOBKHM B 3aBHCHUMOCTH OT
MAacchl Tpy3a Ha JeHTe mpeacTtasieHo B [14]. Mccnenosa-
HAa 3aBHCHMOCTB K03 (DUITHEeHTa SHEPTOOTpeOIeHUS

__EWM,)
¢ EWM
oT Koa(huImeHTa 3arpy3Ku U ero MpUeMHON MaTepralio-
€MKOCTHU

max )
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z
Mmax
KOTOpast MOXKET OBITH MpeoOpa3oBaHa CIEAYIOMHUM 00pa-

30M

B pabote omeHeHO BIUSHHE HEPaBHOMEPHOH 3arpy-
JKEHHOCTH JIEHTBI Ha 3aTpaThbl SHEPTUM MPU TPAHCIOPTH-
POBKH TOPHOM THOPOABI O TPAHCIIOPTHOMY MapLIPYTY.
[onuepkHyTa HEOOXOIMMOCTH MOCTPOSHHS aIEKBATHBIX
MaTeMaTH4ecKuX Mojeneill (pyHKIMOHMPOBaHHS KOHBEH-
€pa ¢ aJalTHBHOM CUCTEMO yNpaBJIEHUS MPUBOJOM [7].
Pemenne naHHBIX 3a7ad CHIOCOOCTBYET PELICHHUIO IPO-
OnmeMBbl MHTEHCU(UKAIINH YTIIEHOOBIYH ITyTeM CO3JaHUS
JUISl TOPHOW TIPOMBIIUIEHHOCTH HAaJEXHBIX M 3(P(EKTHB-
HBIX KOHBeHepoB HOBOTO mokojeHus. B pabdore [18] pas-
paborana MaTreMaTuiecKas MOJIETIb YaCTOTHO-
YIIPaBIAEMOIO JJIEKTPONPUBOAA, YUUTHIBAIOLIASA PacCIpe-
JIEJICHHYI0 Harpy3Ky Ha KoHBeWepHou nuHuM. CHHTE3H-
POBaH HEUETKHU PEryJIsITOp CKOPOCTH JICHTHI KOHBeWepa.
[IpoBeneH cpaBHUTENBHBIA aHATIM3 MEPEXOIHBIX MPOLEC-
COB B JJICKTPONPUBOJIE KOHBEHepa ¢ CHCTEMOH yrpasie-
HUsI, OCHOBAaHHOM Ha MCIOJB30BAaHUN HEYETKOTO PETryJs-
TOpa BEJIMYMHBI CKOPOCTH JIEHTHL. PacmpenenenHas dnc-
JIeHHast MOJIeNIb TUHAMHKH KOHBEHepa Ha OCHOBE KOHEY-
HO-Pa3sHOCTHOTO MoAxoja mpencTasieHa B [19]. {ns BoI-
MIOJTHEHHsI YHMCIIEHHOTO MOJIEJIUPOBAHUS JICHTa pa3OuBa-
nack Ha 10° +10*smementoB, B Tpemenax Kaxkaoro u3
KOTOPBIX pellaeTcs CHUCTEMa YpaBHEHUI, olpeaenstomas
JMHAMHKY JBW)KEHHS Y4acTKa JICHTHI, HAllOJIHEHHOW Ma-
TepuanioM. B pabote [20] BBeneHA IIIOTHOCTh pacrpere-
JIEHHs MaTepuaa [x]o (t,S) , popmupyemasi BXOJAHBIM Tpy-

30MOTOKOM [x] (t) w 3ammcaHO ypaBHEHHe, Ompene-

lin
JISIOIIee 3HAUYCHHE JIMHEHMHOM IUIOTHOCTM Marepualia Ha
BXOJI€ B CEKIIMIO KOHBeMepa

dmy, @ 1 _[ihin @ _[x} @0
dt a(t)y  a(@) a(t)

[x)o(2.0) =
BrIX01HOI IOTOK NMPEACTABIEH BBIPAXKEHUEM

[rhous (=D 6500 =222 [}, a0,

B KOTOPOM JIMHEWHAs TUIOTHOCTh PACIpEICICHUS MaTe-
puaya Ha BXoJe [x]o(t,O) 1 BBIXOJIE [x]o(t,Sd) KOHBelie-

pa CBsA3aHa COOTHOIIICHUCM
Uebo.80) =[xl - 7(0).,0),
t

Ia(x)dx _s,.
t=T(1)
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ITpn nocTosAHHOH CKOPOCTH a(t) = a; CIexyeT

T@t)= Sa = const.
a

C yd4eToM TOCIIEIHETO AOMyIICHHUs, B padoTe IaHO
BEIpQKCHUE [UIA pacdera MaKCHMAaJbHO OITYyCTHMOTO
TpY30II0TOKA, MOCTYNAIOLIET0 Ha BXOJ KOHBEHUEPHOMU JIH-
Huu [20]

dm

{ ma
% = [X]Omax (%, 8)ama -

[X]loutimax =
B pabore [21] uccienyoTcs METOABI OMUCAHHUS BEJIH-
YHHBI CITy4aifHOTO TPy30I0TOKa, MOCTYIAIOIEro Ha BXOJ
KOHBelepa ¢ UCIOJIb30BaHUEM SMIIMPUYECKUX paclpe/ie-
nenuiil. B pabotax [22, 23] ¢ npuMeHeHHEeM Mozeel Teo-
pPHH MaccoBOTO OOCITY)KMBAHMSI BBIIOJIHEH aHAIHM3 IIaxT-
HOTO TOTOKa Marepwana. B [22] pa3zpaboTana mopenb
MarucTpajgbHOrO COOPHOTO KOHBEHepa A ABYX OUHCT-
HBIX 3200€B, MOTOK MaTepuala ¢ KaxI0ro u3 3a00eB sB-
nserca ciydaifHo BenmmumHOM. B [23] paccmotpeno
BJIMSAHUC PETYJIHUPYEMOT'O MPUBOJAa HA AMHAMUKY IMOTOKOB
Marepuana u 3pPpeKTUBHOCTh ()YHKIIMOHUPOBAHHMS IIAXT-
HOTO KoHBeHepa. [IpencraBieHa Monenb TPaHCIIOPTHOW
CHCTEMBI, COCTOSIIIEH M3 HECKOJIbKMX I0CIIEA0BATEIbHO
PacIoI0KeHHBIX KOHBEHEPOB C PEryIMpOBaHUE CKOPOCTH
IBIOKEeHUS JIeHTHl. OO0CHOBaH BHIOOD THHBI KOHBEHEPOB
B mpemrokeHHONH Mozaenu [23]. [Ipaktudeckuii wHTEpEC
MIPEACTABISIET MOAETh TPAHCIIOPTHON CETH NPH CIUSHUN
MOTOKOB C PEryJIHUPYEMBIMU U HEPETyIHPYEMBIMU IIPUBO-
nmamu [23]. UccrnenoBaHbl 3aKOHBI pacHpefesieHus IMOTo-
KOB, KOTOpbIe (DOPMUPYIOTCS KOHBeHepaMu ¢ peryimpye-
MO# CcKOpocThlo. B pabote [24] ycTaHOBJICHA 3aBUCH-
MOCTh KOA((HIMEHTa CONPOTUBIICHHS IBH)KCHUIO JICHTHI
OT BEJIMYMHBI IOTOHHOM Harpy3KH, AMHAMUKA U3MEHEHHUS
KOTOpOH HMMeEeT IOCTATOYHO CIIOKHBIM Xapakrep. JTa
3aBUCHMOCTH WUTPAET MPHUHIMIHAIBHO BAXHYIO POJb MPH
OILIEHKE 3aTpaT PHEPrHMHM Ha TPAHCIIOPTHPOBAHHE Tpy3a
BJIOJIb CEKIIMM KOHBEHEPOM C MOCTOSIHHOM M peryiupye-
MOH CKOpPOCTBIO, HYKIa€TCSl B HKCIIEPUMEHTAIBHOU MPO-
BEPKE B IIAXTHBIX YCIOBHUSX SKCIUTyaTAIUH.

3 MATEPUAJIBI U METO/1bI

YpaBHEHUs B YaCTHBIX MTPOM3BOAHBIX JJISI MOJIEITUPO-
BaHMs JIBH)KEHHs MaTephaja B MPOM3BOJICTBEHHBIX IO-
TOYHBIX JHHHUU TpuUMeHeHsl B [25]. B pabortax [26, 27]
JaH 0030p MoJeNel MOTOYHBIX JIMHUH, e 0c000e BHU-
MaHH{E YAEIEHO MOJEISIM C MCIOJIb30BaHUEM ypaBHEHHH
B 4acTHBIX npou3BoAHbIX (PDE-monenun). HoBslil kiace
MoJieJiel MPOM3BOACTBEHHBIX CHCTEM IpPEAHA3HAUYeH JUIs
OTMCaHUs TPOM3BOACTBEHHBIX MMOTOYHBIX JIMHHUH, (QyHK-
IIMOHHUPYIOIINX B CTallMOHAPHBIX M TEPEXOTHBIX PEKH-
Max, MO3BOJIIET MOJICITUPOBATh PACIpEeliCHUE JeTaiei
BJIOJIb TIOTOYHOM JIMHUM M YYHUTBIBAET CTOXACTUYECKHI
XapakTep B3aUMOJICHCTBHS MPEIMETOB Tpy/a ¢ 000pyao-
BaHUEM M MEXay coOol B pe3yibTaTe TEXHOJIOTHYECKOMH
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00pabOTKK TIPU TIEPEXOJAC OT OJHON TEXHOJIOTHUCCKOM
OIepalyy K IPyroil TEXHOJIOTUYCCKON Omepalyu.

Cucrema ypaBHEHHIA, ONpPEIEIAIOMas THHAMUKY CO-
CTOSIHUSI TOTOKOBBIX TaPaMETPOB MPOU3BOIACTBECHHOU
JIMHUY B OJITHOMOMEHTHOM OIMCAHUH, MOXET OBITh Mpe/-
craBiieHa B Buje [28]:

o8 | Abhes) _
or oS

3(S (o),

o0

8(S)S =1,

—0o0

beh@s)=lxhy ).

JonoiaHuM cucteMy ypaBHEHHUI HA4aJIbHbIM YCIIOBU-
eM

[k (70.5) = H(S)¥(S),

sy 2 |0 if <0,
(5= 1, if >0,

KOTOPOC 3aAacT pacrpeaciCHUC Jerajeld 1o TEeXHOJIOTH-
YECKUM IO3UIUAM B MOMEHT BPEMEHHU t=t0. Pemenne

CHCTEMBI YPaBHEHHUIl OINpeAensIeTcs Ha4albHBIM YCIOBH-
eM [x]o(to,S) U U3BECTHON HOPMATHUBHOM IPOHU3BOIM-

TENBHOCTBIO 00Pa0OTKU NIeTajeii B COOTBETCTBHE C TEX-
HOJIOTHYECKHUM IPOLIECCOM [X]l\v (t,S) [25;28].

KongeiiepHast TUHUS SBJISETCS OJHON M3 MPOCTEHIITIX
Pa3HOBHIHOCTEH MOTOYHOW JUHMUA. OCOOEHHOCTH IIO-
CTPOCHHUS MOJENIM KOHBEHEPHOM JNHMHUM 3aKI04aeTcs B
TOM, YTO pa3MeEIleHHas Ha KOHBEHEPHOI! JIEHTE B Pa3HBIX
MeCTax, OIPEAEICHHbIX KOOpAMHATONH S, rOpHas mopoJa
JIBIKETCS C OHOM M TO# e cKopocThio a(?) , koTopas

paBHa CKOPOCTH JIBM)KEHMS JIEHTHI KOHBeliepa. JTo mo-
3BOJISIET MPEICTaBUTh CUCTEMY ypaBHEHUH AJsl MOTOKO-
BBIX ITapaMETPOB TPAHCIOPTHOM CHUCTEMBI B CIEIYIOLIEM
BUJIE:

a[xlot “s) @ a[x]g ;t,S) _8(sh) W
)i @.$) = a0y .5). 2)

Jomomanm cuctemy ypaBHerui (1), (2) HagaabHBIM
yCIOBUEM

k) (10,5) = H(S)¥(S), 3)

KOTOpOE OIpeNeNsieT paclpelelieHne Marepuaia BIOJb
MapuipyTa TpaHCIOPTHPOBKH B MOMEHT BpeMeHH #, =0 .

Oyuknus A(f) 3a7aeT MOTOK MaTephalia Ha BXOJC B
cekiuio Kouperiepa. Cuctema ypasuenuid (1)—(3) ompe-

© IMurnactenii O. M., Banosckas O. B., 2022
DOI 10.15588/1607-3274-2022-3-16

JenseT MoJelb KOHBelepa, KOTOPYIO HCIOIb3yeM I
MIOCTPOEHHS AJITOPUTMA ONTHUMAJIBHOTO YIIPABJICHHS CKO-
POCTBIO JIEHTHI.

Baenem Oe3pazmepHble mapaMeTpsl ¥ (YHKIHH:

t

=l g= 8= S,88). HES) = HIS). (&)
d Sd
‘P(S) e T,
(&) =—2, y(0) = A1) d®,g(r> a(t) O
L 1 S
ot e a(?)

[TpuHuMas Bo BHUMaHUe Oe3pa3MepHbIC IepeMEHHbIE
n ¢ynkuun (4)—(6), 3anmumem ypasuenus (1)—(3) B 0e3-
pa3sMepHOM BHJIE:

000(18) 1) P0(r.0)

p» e - 3N (), @)

080(0,8) =H(E)y (&) (8)

Bribop xapakTepHoro 3HaueHHs © TO3BOJSIET 0Oec-
neyuTh Macmrad 3HaueHuid QyHkuun 0, (t,&). Konseii-

epHbIe JIMHUH, KOTOPBIC UMEIOT OJWHAKOBBIA BHI (PYHK-
i Y(t) u g(T) ABIAOTCS MOXOOHBIMH, UMEIOT OJNHA-

KOBOE IMOBEJEHUE IPHU MOAO0OHOM HAYAIBHOM YCIIOBHU
y(&). DTo maetr BO3MOXKHOCTh CTPOHTH JIaOOpaTOpPHbIC

AQHAJIOTU KPYTHBIX KOHBEHEpHBIX JTUHUHN Ul IPOBEICHUS
MIPAKTUYECKUX JKCIEPUMEHTOB. Pe3ynbTaThl, MOIydYeH-
HBIE Ha MOJICJIbHBIX KOHBEHEPHBIX JHHUSIX, MOTYT OBITH C
JIOCTaTOYHOM CTENEHBI0 TOYHOCTBIO IEPEHECEHB! HA ACH-
CTBYIOIIIE KOHBEMEPHBIE JMHUU, YTO IO3BOJIIET CIKOHO-
MHUTH CpEICTBA, TpeOyeMble IJISI MPOBEICHUS 3KCIEpPH-
MEHTaJIBHBIX HccienoBaHnil. OCOOEHHO aKTyaJbHBIM SIB-
JSIETCSl MCTIONB30BAaHUE METOAOB TEOPHH TOAOOHUS B TeX
ClIy4asix, KOTJa OTCYTCTBYET BO3MOXKHOCTH IPOBOJUTH
9KCIIEPUMEHTANbHBIE HCCIIEAOBAHUS JEHCTBYIOMNX KOH-
BEMEpHBIX JIMHUI B CBSI3U C WX 3arpy3KOd MPOU3BOJICT-
BeHHOU mporpamMmoil. CucremMe ypaBHEHUII B YaCTHBIX
npou3BoaHBIX (7), (8) COOTBETCTBYeT cUCTEMa XapakTe-
PUCTUYECKHUX YPaBHEHUI:

a8 _
d‘C_g(T)’ (9)
g _,=B.
d0o(T.6) o\ ¥(T)
=5 , 10
y (,g(r) (10)

00(0,8) = HB)w(B) .

Pemenne ypaBHeHus (9) mpeacraBuM B CIEAYIOIIEM
BUJIE

173
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£=G(1)+ C,=G(1) - G(0)+P.
G(1)= j g(v)dr,

A€ KOHCTAaHTa UHTCTPHUPOBAHUA

(1n)

C,=B-G(0)

ompeenserca U3 HadalibHoro yciosus (9).

B pesynbrare nHTerpupoBanus ypasHenus (10) momy-
YaeTcs BhIpaXKEHHE sl Oe3pa3MepHOM JIMHEWHOU IIOT-
HocTH Marepuana 0,(t,£) BIOJb MapuipyTa TpaHCIOp-

THUPOBKH B hopme:

00(x.8) =[50 e +.C, -
g(1)

"G (G(1)-¢)

=H
© 2lG7'(G(r)-¢)

+C,.

OmpenenuB KOHCTaHTy uHTerpupoBaHus C, B pe-
3yJIbTaTe peneHus ypaBHeHus (9):

-1 _
60(0.8) = H®) L COPU, ¢ _ i),
26 G0 -p

3alIeM BBIpaKeHHE sl Oe3pa3sMepHON JIMHEHHON
IIoTHOCTH Martepuana 0,(t,8) :

-1
00(x.8)= H(g LEGD =]
g8\G (G(1)-9)
-1 _
- @A COPL gy ).
g\G (G(0)-B)
W3 ypaBuenns (11) Beipa3zum nepeMeHHyIO 3

p=¢-[g(2)dz,
0

MTONTyYUM pellieHre ypaBHEeHUs (7) Ipu HaYaIbHOM YCIIO-
BuH (8):

Y(G(GD-8) |
g(GTH(G(1) - )

0o(t.8)=| H(E) - H[i - _[g(z)dz]
0

(12)

+ H[& -| g(z)dz)]w[a— | g(z)dz)}
0

0

VpaBuenue (12) mo3BoisieT BBIYUCIUTH IJIOTHOCTH
TOPHOM MOpONBI AJII MOMEHTAa BpPEMEHH T B TOUKE
TPaHCHOPTHOTO MapuipyTa ¢ koopauHatoit & . [lomyuen-
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HOE pEIIEHHE OINpelelsieT HEPAaBHOMEPHOCTh paclpefe-
JIeHUs MaTepHaja BI0JIb MapIIpyTa TPAHCIOPTUPOBKH.
VYpaBHeHHE IBIKEHUS B BUJC

a—jg<z>dz -0,
0

3aaer 3aKoH &(T) epeMelleHns dIIeMeHTa KOHBEHepHO#

JIEHTE, cllpaBa OT KOTOPOM HAXOAWUTCS MaTepuai, JTUHEH-
Hasl TUIOTHOCTh KOTOPOTO 3aJaHa HadaJbHBIMU yCIOBUS-
Mi (9), (10). OO1ee BpeMs T, IEPEXOTHOTO PEXKUMA, IIPU

KOTOPOM HaualbHbIE YCIIOBHS OKAa3bIBAIOT BIHSHUE Ha
3Ha4€HUE BBIXOJHOIO MOTOKA MaTepHana ¢ KOHBEHEpHOU
JIMHUM, MOET OBITh IOJIyd4eHO B PE3YJIbTAaTe pEIICHMS
YpaBHEHUS

Ty
1= J.g(z)dz. (13)
0

Hepasenctso

T>1Ty

3a7laeT PeXMM pabOThl KOHBEHEpHOH JIMHWH, KOT/a ee
mapaMeTphl He 3aBUCAT OT HAYAIBHBIX yCIOBHH (§)

6y (r,e)= 1O (C@W-8)
(G (G(1)-¥))
Ecnu BBecTn 0003HaueHnE

G NG -)=t-A1,

TO JUIl paCCMOTPEHHOIO Clly4as Ha BbIXOJE€ KOHBEHEpHOU
muHAn =1 umeeM:

y(t—Aty) _ 01(r—Aty,0)

D an) T gtiayy oA
6,() = I8 o) — 0yt - Aty 0)g (D), 7> 7y
g(t—Ay)

B MpCANOJJIOKECHUHU TOI0, YTO CKOPOCTDH JICHTHI CEKIINU
KOHBeﬁepa IIOCTOsIHHa

g(t) =gy =const,

pemenne ypaBHeHus (13) mo3BosseT ompenenuTh UIH-
TENIBHOCTD 3aJIepKKH [20]

1
Tg=—"-
80
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IIpencraBineHHas B3aUMOCBA3b MEXAYy BXOAHBIMU M
BBIXOJHBIMU TIOTOKOBBIMU IapaMeTpaMH KOHBeiepa Hc-
NOJB30BaHa U1 MOCTPOEHHsI MOJAEIH CEKLIIMU KOHBelepa
[16, 20]. ITpu 3TOM mpeAmnoNaragoch, 4TO B HAYaJIbHBIN
MOMEHT BPEMEHHU KOHBEHep SBISETCA HE3AIOJHEHHBIM
[16]

00(0,8) =¥(5)=0, (14)
OTKyJa u3 BelpaxkeHus (12) cnemyer yacTHOE pellieHue:
16 (G -Y)
(G (G(1)-8)
01(7.8) =0o(1.9)g(1) ,

0o(r.8) =| H(E)—H| &~ [ g(z)dz
0

KOTOpOE T03BOJISICT PACCYMTATh JIMHEHHYIO IUIOTHOCTH
marepuana 0, (t,§) u norok marepuana 0;(t,§) B mpo-

W3BOJIGHBI MOMEHT BpPEMEHH T B 3aJaHHOH Touke &

TPaHCIIOPTHOrO MapmipyTta. HauanpHble yciaoBUs 3amod-
HeHMsl KoHBelepHOH nuHMM (14) OOBACHSAIOT HaIM4ue
KoJieOaHMii 3HAYECHUS] CKOPOCTH JICHTHI CEKIIMN KOHBeWepa
W 3HAYCHHS BBIXOJHOTO IOTOKA B HMccienoBaHuu [16], B
KOTOPOM PacCMOTPEHO MOJICTMPOBAHUH IIPOLIECCa TPAHC-
HNOPTUPOBKH MaTepHaja BIOJb CEKIIMU KOHBeiepa ¢ 1po-
JIOJDKMTENILHOCTBIO  [IEPEXOJJHOTO  PEeKUMa  COCTaBMIIA
250 sec mpu oO0mIel MPOAODKUTEIFHOCTH 3KCIIEPHIMEHTA
2000 sec 1 KpUTEpUU YIIPABICHUS AJI1 MOMEHTOB BpeMe-
Hut > T,; =250 sec [16]

M(?) = M4 = const .

max (15)

Paz6poc amMrumTy el KoneOaHNsl BETMYUHBI CKOPOCTH
JICHTHl ¥ 3HAYEHUs IOTOKA Marepuaja Ha BBIXOJIE KOH-
Beliepa cocraBiseT ~30% Ha OPOTSHKEHUM NMPOMEXKyTKa
BPEMEHH UMHTAIIMOHHOTO MojenupoBanus [16]. Ammmu-
Tyla ¥ mepuoj KojaeOaHus MOTOKOBBIX MapaMETPOB CEK-
MM KOHBEHepa 0oO0yCIOBIEHB! HAdalbHBIMU YCIOBUSIMHA
(14) u xpurepuem ympasnenus (15). lns MmomeHTa Bpe-
MEHH T<T,; BBIXOJHOM MOTOK MaTepHasa ¢ CEKIHH KOH-

Beiiepa ompenenseTcs HadaJlbHBIM paclpe/elieHneM Ma-
TepHuaja BJ0JIb TPAHCIIOPTHOTO MapIIpyTa.

Pacxon anekTposHepruu Ha KOHBEHEPHBII TPaHCIOPT
Wi, kWh onpeznensieTcs KoJIM4ecTBOM TPaHCIOPTHPYe-

Moro rpysa O, (t) u CpelHel NMPONOKHTEILHOCTH pa-

00TBI KOHBEHepHOH JmHMA £, h [2]:

’ kg-m

0, (122]

w

kg-h2
sect

+0,2

Jnst cranmoHapHbIx KoHBeriepoB w = 0,02 +0,03 ; s
KOHBEMEPOB BBIEMOYHBIX y4acTKoB w = 0,04 +0,06 ; mis
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KOHBEHepoB,  pabOTalOMmMX B  TSDKEIBIX  YCIO-
Busiw=0,08+0,12. [Torpebnsiemass MOIIHOCTH CTaIIHO-

HapHBIM KoHBeiiepoM (w = 0,03 ), pacrojoXeHHbIM TO-
pH30HTAJIBHO (P = 0 ) ompeenseTcs BRIpaKEeHUEM:

W, .
V() =KL — 0,0039| KW5¢ | g 1oy +
d
t, kg -m

S,
kg) 1 ¢
+1008(Tj§ { [e] 2, 8)ds |,

rae dQ),/dt t/h— cpenHsis mpOIyCKHas CIIOCOOHOCTh KOH-

BEWEpHON JIMHUU. MOIIHOCTB, 3aTpaunBacMasl Ha TPaHC-
MOPTUPOBKY TOPOBI MPEACTABISACTCS B BHAE CYMMBI
MOIIIHOCTEH Ha TIePEeMEIICHUE BIKYIMXCSA YacTel KOH-
Beiiepa 1 ropHOM opo s Maccoit M (1)

N(t) = 0.003{%

J S, Ca(t)+

+ 0,3931(@}0)1\4@) , kW (16)
-m
Sd
M(t)= [[x]p. $)as.
0

Ucnons3ys (16), ompenenum 3aTpaThl SHEPTUH, Tpe-
Oyembie Ui (YHKIHOHUPOBAHHS KOHBEHEPHOW JHHHUA
2LU120V [2] mmno#t S; =730 m npu cpegHel cKopo-
CThIO ABIKeHus JieHThl a(f) =2.0 m/sec [7, 14]:

N, = 0.0039(Mj 730(m)138,1(k—gj2,0[ﬂj =
kg-m m sec

=78,63 kW,

kW -sec

n; =0,393 1( jZ,O(m/sec) =0,786 kW/t.

Hns xomseiiepa 2LU120V, mpemHazHauYeHHOTO LIS
MepeMeIIeHHsT  MOPOAbl ¢  HOPMATUBHOH  CKOPO-
cteio a(t) =3,15 m/sec, MaKCHMaJIbHON MPOU3BOUTEIb-

HOCTBIO dQ , /dt = 1450 t/h n maccoll moroHHoro merpa

qemkynmxes dacreit C=138.1 kg/m notpebienue sHep-
THH ONPEAENSIETCS CIIEIYIONINM BBIPAKEHHEM

N(t)=123,84+1,23 M(¢) kW.

B pacuerax ncnonp3oBaH K03((GHUIMEHT CONPOTUBIIC-
Hust (w= 0,03 ) u yron HakjIoHa (3 =0 ) IpH MOCTOSIHHOM

ckopoctu a(t)=3,15 m/sec nentsl KoHBeliepa. Makcu-

MaJIbHasi MOIITHOCTh, KOTOPYIO MOTPEOIIsieT KOHBeHep st
HepeMeIleHs TOJIbKO MaTepraia ¢ paBHOMEPHO pacipe-
JIEICHHON Harpy3koi © 1o JUIMHa KoHBelepa Sy U CKOpo-

CTbIO ABWXeHus nentsl S, /T, (4), (5) ompenensercs B
COOTBEeTCTBHE C (hopMyIoit
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kW-sec | Sy

N(@®)

N@max

1 M) N
m(f)=£90(r,&)d§=Mmax , my =10 35(@}

=m,g(t)+m(t)g(1), (17)

st MakcuManbHOIO 3HA4YeHMsT TPaHCIOPTUPYEMOil
Macchl MaTepHraia Ha KoHeedepa M .. =126 t [7] cieny-

CT.
©=120_0172 tm,
730
= 10‘3%:0,79 t/kg.

>

Pa3penuB neBylo 1 npaByro 4acTh 0e3pa3MepHOro Co-
oTHotleHus st MoutHoctd (15) Ha koadduuueHT pa-
IIUOHAJIBHON 3arpy3KH JIEHTHI

max

IMOJIYYHM 3aTpaThbl HA €AMHUIY MAaCChI IJIsd (l)aKTI/I‘-IeCKOl"O
N HOMHHAJIBHOI'O pEKUMa 3arpy3Ku

NOIM©  m,
Nowas/ Mo miny 0780

(18)

IMocnenHee BeipaXkeHHe OyaeM HCIONIB30BATh B Kade-
CTBE KPHUTEpHUsI KadyecTBa [UIs YIPABISIEMOro Ipolecca.
Mpu g()=0,5 u m,=0,79 kpurepuil ONTHMATBHOCTH
HUMEET BHU[

NOM©O 04 oo

1
[00(z.8)
0

N@max /Mmax

(19)

[IprHNMas Bo BHHUMaHHE CHCTEMY XapaKTepHCTHYe-
ckux ypaHeHu# (9), (10), muddepeHnmanbHbIe CBA3N
NPUHUAMAIOT CIIETYIOIINH BH:

ag
dt —=u(1), &|r:O =B,
d09(t.8) _ o\ (D)
ds o) u(v)’

080(0,8) =HPB)wP),

C YYETOM KOTOPBIX MOXHO 3amucaTh QyHKuto [ToHTps-
TMHA U COIPSDKEHHYIO CUCTEMY YpPaBHEHHM Uil MOCTaB-
JIEHHOH 3a71a4n
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H =yu(t)—u(t) - u@me —>max,
[0p(r.8)ae
0
dv, _oH
dt o8

3HaueHue MHepeMeHHOH 0., ~ OnpeneNseT MaKcH-

MAaJIbHO JOMYCTHMYIO IIOTOHHYIO Harpy3Ky Ha JieHTy. Tak
Kak 1paBblii KoHel (pa30Boil TpaeKTOpuH CBOOOAEH, TO

V(1) =0,
U, CJIEOBATEIIbHO:
Vi (T) =0 ’

OTKyZa BeIpaxkeHre s GyHknnuu [ToHTpsSTHHA TpHHIMA-
€T YNPOLEHHBIA BUJ

u(mme — max

=—u(1)—
[00(z &)t
0

Huddepennmansaas cBa3p (10) mo3Bomser anst ycra-
HOBHBLIErocsi pexuMa (QyHKIIMOHUPOBaHUS KOHBeHepa
T>1T,; BBIPA3UTh IUIOTHOCTh pacHpelelieHHs TOPHOH Io-

poabl BAOJIb KOHBeﬁepa qepes3 BXO,HSIHII/Iﬁ IIOTOK M CKO-
POCTb ABHUKCHUS JICHTBI

-1
V(G (G(1)-9)
Op(rg) =T =
u(G (G(1)-9))

PaccMoTpuM mOCTpoeHHE ONTHMANBHOIO alnropuTMa
YIPaBJIECHUS CKOPOCTBIO JIEHTHI KOHBEMepa AN ciydad,
KOI'J1a BXOJJHO! TIOTOK BISIETCS MOCTOSHHBIM

Y(1t) =Y =const. (20)

Macca ropHo#l IopoAbl Ha KOHBEHEPHOM JIEHTE OIIpe-

JIEJIAeTCsI BRIPAKEHUEM:

1 N,
m(t) = [0g(t,E)dE = D00 (1.6 )AL ; =
0 J=1

N Yoag, Ny

= =7 At ; =ygAT,
,Zlu(G*I(G(r)—& ) 0121 7

I g(z)dz
T-At

Ipu u(t) = g(t) ans 3Hauenus & =1. Beenem B pac-

CMOTpPEHHE 3HAUCHHE CPETHEH CKOPOCTH 3a MPOMEKYTOK
BpeMeHu AT(T):
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1
At(t)

Uy (1) =

IIpu MakcuManbHOM 3arpy3Ku KOHBEHEPHOHN TUHUU
m(t) = Mpyax
Cnenyer
AT(T) = ATpay »

mmax — 1

AT ax = .
Yo Umax

C yMCEHBIICHHEM CKOPOCTH JIEHTHI YBEJINYNBACTCS
Macca FOpHOW MOPOJbI, KOTOPasi HAXOIUTCSL B KOHBEHeEp-
HOH CEKLMU B IPOLECCE TPaHCIOPTUPOBKU. IIpu BeImoI-
Hennu ycinoBus (20) ¢ynkuuio [loHTpsiTMHA 3amuiieM B
BUJIC

H =—u(t)| 14+ | =~ (1) 1+ 14, (1)< | - max .
YoAT Yo

rae u,,(T)— cpeaHee 3HaUCHUE CKOPOCTU JIEHThI KOHBE-

epa Ha npomexyTke AT(T)

H,, =-u,(1) 1+um(r)& —> max.
Yo

Oynuknus [lonTpsrura H  sBhsieTcs  yObIBaromien
(GyHKIMEH IpU yBEJNIUYCHUH U,,(T), NMPUHAMAET MUHHU-

MaJIbHOC 3HAYCHUC IPHU 3HAYCHUUN
Uy (T) = Uy -

[locnennee ycnoBue COOTBETCTBYET PEXHUMY YINpPaB-
JIeHUsI KOHBEHEPHOI JIMHUEH, KOoTopas MakCUMaJIbHO 3a-
rpy’KeHa rOpHOM MOPOJOH.

4 OKCIIEPUMEHTBI

Jis mpoBeneHNs YHCIEHHBIX JKCHEpPUMEHTOB pa3pa-
60TaHO TpOrpaMMHOE oOecredeHue, MO3BOJISIONIee pac-
CUMTHIBATH 3HAYCHUS MTAPAMETPOB ITOTOKA TPAHCIIOPTHOTO
koHBeiiepa B coorBerctBuu ¢ PiKh-mozensio (7)—(8).
Hcrione3ys 4MCICHHYIO PeIN3altIo U MOIETH CEKIHH
KOHBelepa, HccleayeM OCOOCHHOCTH HPUMEHEHHUS pe-
JIEIHOTO YNPaBIEHUS CKOPOCTBIO JIEHTHI u(r)=(u1,u2)
Uil pexxnMma (pyHKIMOHUPOBAaHHS TPAHCIIOPTHOW CHCTe-
MBI, ompejessieMoro kKpurepuem kadectsa (19). Munu-
MaJIbHBIE 3aTpaThl Ha IEpeMEIICHNe Marepuana OyayT B
Cllyyae CKOPOCTH JBIKCHUS JICHTHI

Yo

m max

Umax =

C IEPHOJIOM PENEHHOTO PeryIMpOBaHU
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_ Mmax
ATipax = .
Y0

Touky mnepexstodeHHs MpPHU 3aJaHHBIX 3HAUYEHUSAX U
u, BTIpeAenax uHTepBana AT,,. C PeKHMa, XapaKTepH-

3YIOIIEr0oCsi CKOPOCTBIO 4 Ha PEXHUM, XapaKTepH3yIOIIe-

TOCS CKOPOCTBIO Uy OIIPEACIUM U3 COOTHOILCHUA:

M]A'C] +u2A1:2 =1,
AT + ATy = ATk
OTKyZIa
L —up At

ATI
Uy —up

Touka NEPCKIIIOYCHUS ACIIUT UHTEPBAL AT Ha JIBa

max
uHTEpBana At; MAT,, B IIpelellaX KOTOPBIX KOHBeWepHas
auHUS QYHKIHOHUPYET CO CKOPOCTBIO U] U Uy COOTBET-
CTBeHHO. BennunHa uHTEepBana At,,,, ONpENENsSeTCs W3

YCIIOBUSI MAKCUMAJIBHOM 3arpy3KH KOHBEHEPHOW CHCTEMBI.
J1s TpaHCHOPTHOM CHCTEMBI IIPU BEJIWYHMHE IOCTY-
MAOIIET0 TIOTOKa MaTepuana

(D =79=05
1 K03 (QUIeHTe 3arpy3KH TPAHCTIOPTHOW CUCTEMBI
Mpax = 0,5

B Cly4ae peJeHHOro peXuMa YIPaBJICHUS CKOPOCTHIO
KOHBEHEepHOH JIEHTHI u(r):(O,S;l,S) MoJIyyaeM 3HaueHue

TOUKH nepexmoueHust Aty =0,5 Ha nHTepBaie (puc. 1)

_Mmax _ 0,5 _

AT = 1.
Ty 05

JlaHHBII 3aKOH YIpaBJIEHUs CKOPOCTBIO KOHBEHEPHOI
JICHTBI OmpeJeNnsieT BhIXoMHOH nmotok 0;(t1) (puc. 2) ¢
KOHBEHEpHOH JTMHUY M JWHEHHYIO TUIOTHOCTH Marepuaia
00(t,0) Ha BXone koHBeiepHoi nuHNU (puc. 3). B Teue-
HHUE [EPEXOJHOI0 Iepuoia TE [0,'ck = 1,0] BEIXOJTHOM
notok 0;(t,l) 3aBHCHUT OT HMOTOHHOW IUIOTHOCTH MaTe-

puana, pachpejieleHHOTO0 BHOJIb TPAHCIIOPTHOTO Map-
mpyTa

T T

0, (tl) = H| 1- [u(2)dz) y| 1- [u(z)dz) ju(x).
0 0

177



e-ISSN 1607-3274 PapioenekTpoHika, inpopmaTuka, ynpasminas. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

u(t)

1,5

0,5

T
1 2 3 4 5

Pucynok 1 — Penelinblil pexxuM yIpaBiIeHUs CKOPOCTIO KOH-
BeliepHol JenThl U(T) = (0,5;1,5)

HauansHoe pacnipenenenne Marepuaia MpH BHIYUCIH-
TEIILHOM SKCIIEPUMEHTE 33aH0 (YHKIHEH

w(&):%+ésin TCE_,+%

0:(7,1
06 (D)
0,5
0,4 /
0,3 ’
0,2
0,1
0
T
0 1 2 3 4 5

Pucynok 2 — BbIxoHOM NOTOK ¢ KOHBEHEPHOU TMHUU
0,(t.]) mpu vy =05, u(t)=(0,515)

00 (7,0)
1,5
1
0,5
0 T
1 2 3 4 -5

Pucynok 3 — [loronHas mioTHOCTh MaTepuana Ha BXOJE
KoHBelepHo# muHun 6 (7,0) mpu

10=0,5,u(1)=(0,5,1,5)
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IIpu t2>1; =1,0 BenMM4KMHA BBIXOJAHOTO NOTOKA MaTe-
puana 0;(t,l) paccuntsiBaerca U3 cooTHomeHus (18) u
IpU 3aJaHHBIX JaHHBIX uMeeT 3HaueHwe 0;(t,1)=0,5
ITocrosiHHOE 3HaueHHe BBIXOAHOTO moroka O;(tl) mia

YCTAHOBHUBILIETOCS PEKUMA MMEET MPOCTOE OOBSICHEHHUE.
AJTOPUTM ONTHUMAJBHOIO YIIPABJICHHS, MOJYYEHHBIH U3
33JJaHHOTO KPHUTEPHUS KaueCTBa MPH OTCYTCTBHE OrPaHU-
YEHUS, CBA3aHHOTO C MPEBBIINICHHEM MAaKCUMAJIBHOTO
3HAUEHHs TOrOHHOW HArpy3KH Marepuajia Ha JIeHTY,
obecrieunBaeT IMOCTOSIHHOE 3HAYCHHE MaTepHaia B
TpaHcnopTHOU cucteme. COOTBETCTBEHHO, MPU YCTaHO-
BHUBIIEMCS PEXXHMME BEINYHHA BBIXOJHOTO IMOTOKa OymeT
COOTBETCTBOBATH BEJTHUMHE BXOJIHOTO MOTOKA
0;(t1)=7¢ =0,5. IloronHas IJIOTHOCTb MaTepHuana Ha

BX0JI¢ KOHBEHEPHOH JIMHUU MPEJCTABIECHA Ha puUC. 3.

5 PE3YJIBTATBI

Hns xpurepus onrtumansHocTH (19) monydeH B aHa-
JUTUYECKOM BHJIE alrOPHTM YIPABJIEHHE CKOPOCTHIO
JICHTBI, KOTOPBIA MOATBEPIKAACT MPEAIIOIOKEHUS 00 Om-
TUMAaJbHOM YINPABICHUH TIOTOKOBBIMU MapaMeTpamu
CEeKIIMM KOHBei#epa, BBIBUHYThIE B padorax [7, 14, 24,
29, 30]: mpu mpoYHMX pPaBHBIX YCIOBUSX MaKCHMAIbHOE
HaIoJIHEHNWE KOHBEHEPHOM JIEHThI TOPHON MOPOJOH COOT-
BETCTBYCT MUHHUMAJIbHOMY 3HAYCHHUIO 3aTpaT SHEPrun Ha
nepemernieHre Marepuana. [Ipy MakcHMaibHO JIOIYCTH-
MOH 3arpy3ke KOHBEMEpHOH JMHMM B TEYEHHE IpOMe-
KYTKa AT, DJHEpromorpedieHue sBIseTcS MOCTOSH-

HBIM JUI PEXUMa CKOPOCTEH u(T) = (ul,uz), Yy KOTOpBIX

OIHO M TOXE CpeJHEe 3HAYEHHE CKOPOCTH [BIKCHUSA
JIEHTBHI 33 MEPUOT AT .y -

Taxum o6pa30M, npu MaKCHUMAaJIbHOM 3arpy3Ku KOH-

Beliepa MoTpebeHHE SHEPTHHU 33 NMEPHOA AT, . HE 3aBH-

CHT OT IJIOTHOCTH paclpesieNieHus TOPHOil Moposik! BOMb
MapIIpyTa TPaHCIIOPTUPOBKH. MuHHManIpHOE MOTpebie-
HHE HEPTHU OOECIeYHBaeTCA I PEKMMa MOCTOSHHOH
CKOPOCTH JIEHTBI KOHBeHepa u,,(T) = Uy, . 3aKOH pac-

Npe/eeH s JJMHEHHON TJIOTHOCTH TOPHOM OPO/IbI BAOJIb
KOHBEHEpHOH JIMHUM ONpenensercss 3aJaHHbBIMU 3Haye-
HUSIMH PEKHMOB CKOpocTeil. VI3MeHeHne 3akoHa yrpaB-
JIeHWs] TPUBOJNT K M3MEHEHUIO 3aKOHA PACHpPEICICHHS
JIMHEMHOW IUIOTHOCTM MaTepuana BIOJIb MaplIpyTa
TPaHCTIOPTUPOBKU. MHOTOCTYIIEHYaTOE YIPaBICHUE CKO-
POCTBIO JIEHTHI NPEACTABISIET UHTEPEC U PEKHMOB 3a-
IMyCKa W OCTaHOBKH KOHBeHepa, Koraa KodQQHUIUeHT 3a-
TPY3KH CEKLIMH KOHBeiiepa OTIIMYAeTCsl OT MaKCHMAaJIbHO-
T'O 3HAYCHUA.

IIpy mocTpoeHUM aaropuIMa ONTUMAJIbHOIO YIPaB-
JICHUSA CKOPOCTBIO JICHTHI HNPUHATO AOIMYIICHUC MMOCTOSH-
HOTO 3HAYCHUS BXOJHOTO MoToka MaTepuana (20). B To
JKe BpeMs JUIsl IIaXTHBIX KOHBEHEpOB XapaKTEPHBI BO3-
MYLIEHUs] Ha BXOJ€ KOHBeHepa, KOTOphIE BBIPAXKAIOTCS B
JIMCKPETHOM XapakTepe IPy30MIOTOKOB M UX IIEPEMEHHON
WHTEHCUBHOCTH B TIE€PUOJ HENPEPHIBHBIX IOCTYIIICHHUH.
OTO sBISETCS MPEIMETOM JalbHEHIINX HCCIICIOBAHMUM.
[IpunsiTOEe B paboTe yHpoOIeHIE HAIEICHO Ha TO, YTOOBI
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MOKa3aTh  MEpPCIEeKTUBHOCTh  ucmosib3oBanus PDE-
MOJIeJICH TPAHCIOPTHBIX CHUCTEM IPH MPOCKTUPOBAHHUH
BBICOKO3(D(DEKTUBHBIX CHCTEM yrpaBiieHHs. J{omomHu-
TENBHO B PabOTE MPEAIOIarajJoch, YTO IOCTYHAFOIIUI
TPY30IMOTOK SIBISCTCS HM3MEPSIEMON M KOHTPOIUPYEMO
BeMMUYUHON. B ciydae, Korma HEBO3MOXKHO HIIU 3aTpy/I-
HUTEIBFHO OICHHUTH TPY30MOTOK, KOHTPOJIMPYEMOU BEIH-
YUHOH SBISETCS CTATUYECKOE YCIITUE HA BTy JTBUTATEIS.

B 3axmoueHHr 0CTaHOBUMCS OIICHKE MPOJIOIDKUTEITH-
HOCTH TIEPEXOJHOTO IMEPHO/a, B TEUCHHE KOTOPOTO BBHI-
XOJIHOM MOTOK MaTepuaia ¢ CeKIMM KOHBelepa onpeze-
JSeTCsT Ha4dalbHBIM paclpefesieHneM Marepraja BIOJb
MaplIpyTa TPaHCIOPTHPOBKU. JInsl pacdera CKOpPOCTH
KOHBEHEPHOM JIEHThl M BBIXOJHOTO MOTOKA Marepuasna
TPAHCHOPTHOM CHCTEMBI Ha TMPOTSHKEHUH MEPEXOTHOTO
repuoaa HeoOXOIMMO UCIIONb30BaTh MOJAEIN TPAHCIIOPT-
HOTO KOHBeliepa, OCHOBaHHBIC Ha POTHO3UPOBAHUH 3HA-
YCHHUU MOTOKOBBIX MapaMeTPOB. DTO MPHUBOAMUT K OIIHO-
KaM B pacueTe Pe:KUMOB VIIPABICHUS CKOPOCTHIO KOHBEH-
EpPHOW JMHWHM W K pabdoTe CHCTEMBI B HEHOPMATHBHOIO
pexuMe, a B ciiydae 3HAYNTEIBHBIX OTKIIOHEHUI— K Iepe-
Tpy3Ke TPHUBOIHBIX 3JICKTPOIBUTATENICHI M OCTAHOBKE
KoHBeiiepa. B cBs3u ¢ 3THM, (DakT HaTHIUSA TIEPEXOTHOTO
Iepruo/ia, a TaKkKe BEIMYMHA MPOTOJDKUTEIFHOCTH Tepe-
XOJHOTO Ieproja MMEeT Ba)KHOE 3HAUCHHE IIPH CHHTE3e
QITOPUTMOB ONTHUMAJBFHOTO YIPABICHUS NOTOKOBBIMH
napamerpamu. OIEHUM CPEIHIOI TMPOAOJDKUTEIBHOCTh
MIePEXOJJHOTO MEPUOAA ISl ASHCTBYIOLIMX TPAHCIIOPTHBIX
CUCTEM KOHBelepHoro tuma [1]:

a) Belt conveyor with gearless drive Solution Prosper
Haniel Coal Mine (Germany,2010) o6mast mmmaa 3800 m,
Cpe/Hsisl CKOPOCTb JIBMJKEHHMS JICHTHI 5,5 m/sec, cpeaHsis
MIPOAOIDKUTEIHFHOCTD MTEPEXOIHOTO ITEPHOo/Ia

E

6) Conveyor line for Neyveli Lignite Corporation
(India, 2007) obmas mnuaa 14000 m, cpenmHsst HOpMa-
THBHasi CKOPOCTb JIBH)KEHHS JICHTHI 5.4 m/sec, cpemHss
MPOJOJDKUTENEHOCTD MIEPEXOAHOTO TIepUoa

_ 14000

Aty =2590 sec.

B

CpenHsist IPOIOIDKUTEIBFHOCTD EPEXOIHOTO Iepruoaa
COCTaBJISIET OT HECKOJIBKUX MHUHYT JI0 4aca. [Ipu ucnoib-
30BaHUU CHCTEM YIPABJICHUSI CKOPOCTBIO JIHTHI C JHara-
30HOM KonebOanus [0+5] m/sec MPOIOIKHUTEIBHOCTH
MIEPEXOTHOTO TEPHOJIa JIOCTUraeT HECKOJIIBKO YacoB, YTO
orpaxaercs Ha 3(dekTUBHOCTH pabOTH KOHBEHEpHON
JMHHU. B TedeHWe mepexoHOro mepHoia NpeyioKeH-
HBII B HAacTOAIIEeH paboTe alrOpuTM YIpPaBICHUS HE
o0ecreunBaeT ONTUMAIIBHOE YIIPABICHUE CEKUWEHd KOH-
Beifepa 11 pacCMOTPEHHOTO KPHUTEPHs KadecTBa YIpaB-
JICHUS.
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BbIBO/1bI

PaccMoTpena akTyanbHas 3ajadya CHHTE3a aJTOPUT-
MOB ONTHMAJILHOTO YIIPaBJICHUS MOTOKOBBIMU Mapamer-
paMu TPaHCHOPTHOW CHUCTEMBl KOHBEHEPHOTO THIIA CO
CTYNEHYAThIM NEPEKIIOUEHUEM PEXKUMOB CKOPOCTHU JIBU-
JKEHUS JICHTBI CEKIIMH KOHBelepa.

HayuyHast HOBM3HA TOJTYYCHHBIX PE3yJIBTATOB 3aKIIO-
4aeTcs B TOM, YTO JIJIsl TPAHCIIOPTHBIX CHCTEM KOHBeHep-
HOTO THIIA C JBYXCTYICHYATHIM TEPEKIIOUCHHEM CKOpO-
CTH JICHTHI NPEAJIOKEeHA aHATUTHIECKas MOJACTH CEKIHH
KOHBelepa, KOTOpas MO3BOJSIET paccuuTaTh JIMHEHHYIO
IUIOTHOCTh MaTepHaia M MOTOK MaTepuaja BIONb Map-
mpyTa TPaHCIIOPTUPOBKHU. AHaAIUTHYECKas MOJETh CEeK-
IIMHM KOHBeiiepa siBisieTcss PyHIaMEHTOM ISl IPOEKTHUPO-
BaHHs BBICOKOA(D(EKTUBHBIX CHCTEM YIPABJICHUS IOTO-
KOBBIMH IapaMeTpaMu TPAHCIOPTHOM cuctembl. s 3a-
JIAaHHOTO KpUTEpHUs KayecTBa YIPAaBJICHUS TPaHCIOPTHOM
CHUCTEMOM TPEUIOKEH METOJ] CHUHTE3a OINTUMAIbHOTO
YIpaBJICHUS MapaMeTpaMu MOTOKAa TPAHCHOPTHOM CUCTe-
MBI CO CTYNEHYAThIM MEPEKIIOYEHUEM CKOPOCTHU JICHTHI.

[pakTryeckast 3HAUNMOCTD TIOJTYYECHHBIX PE3YIbTAaTOB
3aKIIF0YaeTCsl B pa3paboTKe METOIUKHU TTOCTPOCHUS alro-
PUTMOB ONITUMAIIFHOTO YIPABJICHUS MapaMeTpaMH TOTO-
Ka TPaHCIOPTHOW CHCTEMBI CO CTYIEHYATBIM PEryIUpo-
BaHUEM BEJIMYHHBI TOTOKOBBIX TAPaMETPOB.

[lepcnexTuBaMu JalbHEHIINX HUCCIIEIOBAHUM SIBISET-
cs pa3paboTKa CHUCTEM YIIPABJICHUS CKOPOCTBHIO JICHTHI
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AHOTAIIA

AKTyanbHicTb. Po3risHyra npoGieMa ONTHMAlbHOrO YIPABIiHHSA IMOTOKOBHMH [apaMETpaMy TPAHCIOPTHOI CHCTEMU
KOHBEHEPHOTO THITY IIPH HAassBHOCTI CTYIICHYATOTO PEryJIIOBaHHS IIBHUJIKOCTI JIGHTH CeKLil koHBelepa. O6’eKToM fociimKeHHs Oyna
aHAJIITUYHA MOJEJNb TPAHCIIOPTHOIO KOHBEHEPA, KA BUKOPUCTAaHA B SIKOCTI QYHIAMEHTY Ul CUHTE3y aJlrOPUTMIB ONTHMAJIbHOIO
YIpaBIiHHA HOTOKOBUMH NapaMeTpaMy TPaHCIIOPTHOrO KOHBeHepa. Meta poOOTH HOJISrae B pO3BUTKY METO/IiB IPOCKTYBAaHHS CHUC-
TEMH OINTHMAJILHOTO YNpPAaBJIiHHA HOTOKOBUMH MapaMeTpaMH TPaHCIIOPTHOTO KOHBelepa 3 ypaxXyBaHHSM TPAHCIIOPTHOI 3a/ICpiKKH
IIPY CTYIEHYATI PEryIIOBaHHS IOTOKOBUX I1APaMETPiB TPAHCIOPTHOI CHCTEMH.

Mertoa. Po3po6iieHO aHaTiTHYHY MOJENb CEKIlii KOHBEEpa 3 ypaxyBaHHIM CTYHIHYaCTOrO PEryJIFOBaHHS 3HAYCHb OTOKOBHUX I1a-
pamertpiB TpaHCOPTHOI cucteMu. IIpu moOyqoBi MoJieli CeKIil KOHBEEPa BU3HAYCHHS 3JICKHOCTEH MiXK IOTOKOBUMH MapaMeTpamMu
TPAHCIIOPTHOI CHCTEMH 3aliCaHi PiBHSHHS B IPUBATHUX MOXiTHUX. JIIsl CHHTE3y alrOpHTMIB ONTHMAJIFHOTO YHPABIiHHS IIBHAKIC-
TIO PyXY CTpPIYKH CEKIii KOHBEEpa 3arpOBaPKCHO KPUTEPill SIKOCTI yrnpaBiiHHs. BUKOPUCTOBYIOUH HPUHLUI MakcuMyMy [ToHTpsri-
Ha, IIOCTaBJICHO 3aBJIAHHS ONTHMAJIBHOIO KEPyBaHHs IIOTOKOBUMH [IApaMETPaMHM CeKLii KoHBeepa. [IJist TpaHCIIOPTHOT CUCTEMH 3aIlH-
cano ¢yHkuiro ["aminpToHa, 0 BpaXOBY€e KPUTEPill SKOCTI yIpaBiIiHHsI, 0OMeXeHHs Ta qudepeHiiaibHi 38’ I3KH MK IapaMeTpaMu
cucreMu. ITpoIeMOHCTPOBAHO METOMKY CHHTE3Y aJIrOPHTMY ONTUMAIILHOTO YIPABIiHHS MIBHIKICTIO CTPIYKH ceKiil KoHBeepa. Bu-
3HAYEHO YMOBH IIEPEMHKaHH MIBUIKOCTI PyXy CTPIYKH KOHBEEpa.

PesyabTaT. Po3pobiieHa MOJesb CeKllii KOHBeepa BUKOPUCTaHA CHHTE3Y AJITOPUTMY ONTHMAIILHOTO YHPABIiHHSA OTOKOBUMH
rapamMeTpamMy TPAHCIIOPTHOI CUCTEMH IIPH CTYIIHYACTOMY NEPEMHKaHHI PEKUMIB IIBUAKOCTI CTPIUKH.

BucnoBku. Po3po0iieHO METOIMKY CHHTE3Yy AJICOPUTMIB ONTHMAIBHOIO KEpPyBaHHs MOTOKOBHMH MapaMeTpamMH TPaHCHOPTHOL
CHCTEMH IIpH CTYIIHYaCTOMY pEryJIOBaHHI LIBUAKOCTI PyXy CTpidkH cekuii koHBeepa. OTpuUMaHi aJroOpuTMH MOXYTh OYyTH
BUKOPHCTaHI JUIsl 3HW)KCHHS TUTOMMX €HEpreTHYHMX BUTPAT HA TPAHCIIOPTYBAaHHSA MaTepiany Ha MiJIPUEMCTBaX IipHUYOA00YBHOT
MPOMHCIIOBOCTI.

KJIFOYOBI CJIOBA: xoHBeep, posnoineHa cucteMa, PDE-Monens, noTo4Ha JiHisA, BAPOOHWYA JIiHisI, PETYTIOBaHHS IIBUIKO-
CTi CTPIUKH.

UDC 658.51.012
SYNTHESIS OF AN ALGORITHM FOR CONTROL OF A TRANSPORT CONVEYOR

Pihnastyi O. M. — Dr. Sc., Professor of the Department of distributed information systems and cloud technologies, National
Technical University “Kharkov Polytechnic Institute”, Kharkiv, Ukraine.

Ivanovska O. V. — PhD, Assistant Professor of the Department of Composite Structures and Aviation Materials, National Aero-
space University “Kharkiv Aviation Institute”, Kharkiv, Ukraine.

ABSTRACT

Context. The problem of optimal control of the flow parameters of a transport system of a conveyor type in the presence of
stepwise regulation of the speed of the conveyor section belt is considered. The object of the study is the analytical model of the
transport conveyor, which was used as a foundation for the synthesis of optimal control algorithms for the flow parameters of the
transport conveyor. The purpose of the work is to develop methods for designing systems for optimal control of the flow parameters
of a transport conveyor, taking into account the transport delay with stepwise regulation of the flow parameters of the transport sys-
tem.

Method. An analytical model of the conveyor section has been developed, taking into account the stepwise regulation of the val-
ues of the flow parameters of the transport system. When building a model of a conveyor section to determine the dependencies be-
tween the flow parameters of the transport system, equations in partial derivatives are written. For the synthesis of algorithms for
optimal control of the speed of the conveyor section belt, a control quality criterion is introduced. Using the Pontryagin maximum
principle, the problem of optimal control of the flow parameters of the conveyor section is posed. For the transport system, the Ham-
ilton function is written, which takes into account the criterion of control quality, imposed restrictions and differential relationships
between the system parameters. A technique for synthesizing an algorithm for optimal control of the speed of a conveyor section belt
is demonstrated. The conditions for switching the speed of the conveyor belt are determined.

Results. The developed model of the conveyor section is used to synthesize an algorithm for optimal control of the flow parame-
ters of the transport system with stepwise switching of belt speed modes.

Conclusions. A technique for synthesizing algorithms for optimal control of the flow parameters of a transport system with
stepwise regulation of the speed of the belt of a conveyor section has been developed. The obtained algorithms can be used to reduce
the specific energy costs for material transportation at mining enterprises.

KEYWORDS: conveyor, distributed system, PDE model, production line, production line, belt speed control.
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ABSTRACT

Context. The behavior of the system is included in the basic concepts that characterize its functioning. In an event-driven system,
behavior is modeled using a state machine. Known classifications of behavior take into account the genus and type of automaton. At
the same time, in modern systems, control automata are integrated into hierarchies and have a number of new properties that are not
reflected in their classifications.

Objective. The purpose of the work is to systematize the forms of specifying the behavior of integrated systems and methods for
changing the behavior in the process of their use. The novelty of the proposed classification lies in taking into account the behavior
of new types of non-binary, semantic, controlled and changeable individual automata and the structures of these automata.

Method. The essence of behavior is presented as the ambiguity of reactions to the input signals of the control automaton, which
manifests itself in a certain pattern of changing its states and outputs. When classifying behaviors, the expediency of exploratory
behavior is determined. Such ways of achieving the goal as adaptation, change or absorption of the environment, change in the goals
of behavior are noted. According to the level of complexity of behavior, systems with predetermined, regulated, organizing, predict-
able and autonomous behavior are distinguished. Along with the automaton model of behavior, the importance of modeling behavior
in the form of a combination of statements is noted. The importance of describing the possible and emergency behavior of the system
is noted. A classification of the system’s behavior in terms of constancy and variability is proposed. The structure and principles of
the implementation of changeable behavior within the framework of the processes of external control of the automaton and its self-
government are described. Based on the concept of arity of behavior, the functional and technological behavior of a finite automaton
are singled out. As part of the classification of behavior by the level of formation, the switching, combinational and automatic behav-
ior of states, as well as the behavior of the automaton in the contours of activity and the typical behavior of the automaton in the hier-

archy, are described.

Experiments. With the use of the proposed classification features, the behavior of control devices of monitoring systems for
power transformer parameters, object temperature control and integrated hierarchical systems is analyzed.

Results. The proposed classification describes the directions for specifying behavior in complex integrated systems according to
13 main and 84 detailing features, which facilitates the process of designing behavior and highlights new system capabilities.

Conclusions. The actual problem of systematization of the behavior of control devices of systems has been solved. Classification
features give directions for the use of standard solutions for describing the behavior of the system, which simplifies the process and

reduces the complexity of designing its functional structure.

KEYWORDS: system behavior, control automaton, hierarchy of automata, integrated system, behavior classification.

ABBREVIATIONS
A is actuators;
CA is control automata;
CO is the control object;
CU is control unit;
IOA is input operational automata;
MOA is the intermediate operational automata;
OA is operational automata;
OOA is output operating automata;
S is sensors.

NOMENCLATURE

Ciiom i — 1s control inputs from the i-th level;

Ciiom (i+1) — 18 control inputs from (i+1)-th level;

C,, (i1 1s control outputs to the (i—1)-th level;

Hj; is the probability characterizing the change of state
with the number i to the state with the number j;

Q;; is the probabilities characterizing the appearance of
the output with the number j, if the current state of the
automaton has the number i;

S is the set of automaton states;

o 1s the initial state of the automaton;

X is the set of automaton inputs;

X, is IOA inputs (sensor outputs);

Y is the set of automaton outputs;
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Y, is OOA outputs (actuator inputs);

A is an array of automaton outputs;

A[7] is the i-th output in the array A;

A is the transition function;

p is the function of the automaton outputs;

Y is an array of automaton transitions;

Y [i, j] is the transition from i to j in the array P

INTRODUCTION

The tasks of cognition of a person and an artificial, for
example, a technical system qualitatively coincides: based
on the information received, understand and predict their
actions, actions and behavior. At the same time, human
behavior is studied as a means to satisfy his needs, achieve
a goal, adapt to the external environment, as a system of
actions or a manifestation of a two-link “stimulus-
response” scheme [1]. The same motives for studying be-
havior are applicable to the processes of studying the be-
havior of technical systems. The concept of the behavior of
a technical system is interpreted by researchers in different
ways and develops along with the development of ideas
about systems and the use of new types of behavior.

Behavior (British English: behaviour) is a set of actions
and manners performed by individuals, organisms, systems
or artificial objects in some environment. This is the calcu-
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lated response of a system or organism to various stimuli or
influences, internal or external [2]. From the point of view
of behavioral informatics, behavior consists of an actor, an
operation, interactions and their properties [3].

As noted in [4], behavior is one of the levels of de-
scription of technical systems during their design. Ac-
cording to [5], behavior is included in the basic concepts
that characterize the functioning and development of the
system. It is associated with the ability of the system to
move from one state to another. These transitions are
connected by cause-and-effect relationships, and in the
process of functioning, one of the possible options for
transitions is selected. The logic of choice characterizes
the behavior of the system. More details about the behav-
ior of the system can be judged after determining the
process model in which the behavior is used: continuous,
event-driven or hybrid [6, 7].

The object of study is the process of designing the
behavior of event-driven systems.

The subject of study is the classification of the be-
havior of such systems. Classifications of the behavior of
control automata of control systems are known according
to the type and type of automaton [8, 9]. At the same
time, complex technical systems, as a rule, are integrated,
hierarchical, with various forms of implementation and
relationships between the behavior of their control auto-
mata, with a description of the system behavior not only
with the help of automata, but also in the form of knowl-
edge [10-15]. The paper [16] noted the need to determine
the combination and integration of system behaviors. In
[17], the behavior of a system is defined as a way of in-
teraction in a hierarchy of environments and agents im-
mersed in these environments. At the same time, it is
noted that the model of interaction between the control
and operational automata should be considered as the
ideological prototype of insertion models of such interac-
tion [18, 19].

In the known literature, there is no classification of the
forms for specifying the behavior of systems for technical
purposes, as well as ensuring that this behavior changes
during the operation of the system. As a consequence, this
leads to an incomplete use of the possibilities of adapting
the behavior of the system and a decrease in the effective-
ness of its application.

The purpose of the work is to systematize the forms
of specifying the behavior of integrated and cognitive
systems and methods for changing behavior in the process
of using a technical system.

1 PROBLEM STATEMENT

The generalized model of the technical control system
[8] is shown in fig. 1. It includes a control object, which is
connected to the control device with the help of sensors
and actuators. In turn, CU is subdivided into operational
and control automata, and OA — into input, intermediate
and output operational automata. The system with the
structure of Fig. 1 can have continuous, event-driven, and
hybrid behavior. Continuous behavior is carried out in the
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circuit: CO — S — [OA — MOA — OOA — A — CO. In this
circuit, operating automata perform the functions of a
process controller in the control object. The regulation
law determines the continuous behavior of the system.
Event-driven behavior is performed in the circuit: CO — S
—IOA — CA — OOA — A — CO. The IOA automata in this
circuit perform the functions of converters of signals from
sensors into the inputs of the control automaton, and the
OOA automata act as converters of the SA outputs into
actuator control signals.

Control Unit

Medium
Input OA OA

h 4
h 4

Output OA

Control
7 Y Automata

v

A 4

Control
Object

Sensors i Actuators

=
-

Figure 1 — Structure of the control system

With hybrid behavior, several continuous and event-
based control loops can operate in the system, which af-
fect each other [11]. In the classical version of the hybrid
system, in each state of the control automaton in the
event-driven circuit, the corresponding circuit of continu-
ous behavior is activated.

The classical CA model is a finite automaton [8],
which is described by a tuple:

<X9Y’S9S03l"ta7\‘>' (1)

At the same time, the behavior of the technical system
is given by the functions of outputs p and transitions A
and characterizes the possible ambiguity of the depend-
ence of the state of outputs ¥ CA on its inputs X.

To illustrate this situation, in [9], an example of the
behavior of a control automaton with the input “Your feet
are stepped on in transport” and different values of the
output “Your actions” at the first and fifth such event are
given.

The described structure of the CA of the “classical”
control system can be implemented in hardware (in the
form of a logical node with memory elements) [20] or in
software (in the form of a program that runs in the operat-
ing environment of the system’s computing device) [21].
Changing the behavior of such a system occurs by replac-
ing this circuit/program with new ones that represent new
functions p and A. In this case, it may be necessary to
change the sets X, ¥, S and the nodes that form them (op-
erating machines, sensors and actuators).

The task of the study is to analyze the known meth-
ods for constructing control systems, to identify and clas-
sify ways to specify behavior in the system.
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2 REVIEW OF THE LITERATURE

In [22, 23], a variety of approaches to the study of be-
havior is noted, but it is noted that they are united by the
representation of behavior as a process within which the
system interacts with the environment. That is, this behav-
ior is a response formed by the system to signals from the
environment.

In [22], system behaviors are divided into normative
(ritual, imitative, and role-playing) and situational (ana-
lytical, play, and entertaining) types. But such a classifi-
cation does not reflect the form of implementation of be-
havior using finite automata.

In the dictionary [24] there is an article “Automaton
with a variable structure”, which emphasizes the impor-
tance of this area of research on control automata. At the
same time, she gives a link to the article “Stochastic
automaton”, that is, an automaton in which, instead of
transition and output functions, in the general case, prob-
ability distributions of a discrete type are specified. For
transitions, the probabilities /7; are given, and for the out-
put, the probabilities Q;. Depending on the success or
failure of the actions of the stochastic automaton, H;; and
Oy are recalculated, which leads to a change in the struc-
ture and behavior of the control automaton.

In [23, 25, 26], the collective behavior of control
automata and multi-agent systems are considered, in
which the behavior is formed by changing their impact on
the external environment as a result of the reaction of the
environment or other automata/agents to this impact. This
topic requires a separate consideration, therefore, in this
paper, the behavior of only one automaton is considered.

In [27], the issues of behavior reconfiguration in dis-
crete-event systems are considered, the concept of a con-
trolled discrete-event system is introduced, in which input
events can be disabled by an external controller-
supervisor. Such a shutdown makes it possible to change,
within certain limits, the behavior of the control machine.
At the same time, we note that switching off the automa-
ton inputs does not exhaust all the possibilities of supervi-
sory control.

It can be seen from the literature review that control
automata are being studied from various angles, but there
is no study and classification of automaton behavior of
hierarchical integrated and cognitive systems.

3 MATERIALS AND METHODS

Automaton behavior in the system is proposed to be
classified according to the following features:

— goal;

— a way to achieve the goals of behavior;

— the level of difficulty;

— type of model;

— type of behavior in relation to the mode of operation
of the system;

— stability;

— arity;

— the level of formation of behavior;

— type of management in the hierarchy;

— function;
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— the nature of the processes.

These signs, in turn, are subdivided into signs of the
second rank, and so on. Each feature is assigned an alpha-
numeric code that reflects its place in the classification.
An example of an alphanumeric feature code is shown in
Fig. 2.

F212

__

Stability

Changeable

By type of source

Self-control

Figure 2 — An example of an alphanumeric feature code

The structure of the signs of behavior is shown in
Fig. 3.

We will distinguish between the basic and research
goals of behavior. The basic goal (A1) of behavior is ef-
fective management based on existing knowledge. But,
with the development of knowledge-based systems, the
goal of research (A2) of the object and / or control device,
the environment was added to it to improve the efficiency
of control behavior in the future [28-30].

Behavioral goals can be achieved through parametric
(B11) or structural (B12) adaptation [31], transition to a
more favorable environment (B2), inclusion of a part of
the environment into the system (B3) or change in behav-
ioral goals (B4).

By the level of complexity, we will distinguish (in as-
cending order of complexity) systems with predetermined
(C1), regulated (C2), organizing (C3), predictive (C4) and
autonomous behavior (C5).

Predefined behavior is the simplest behavior with
fixed functions of operating and control automata of the
system control device. Regulated behavior provides for
the possibility of changing the parameters of operational
automata leading to a change in the conditions for the
formation of an event at their output.

Organizing behavior changes the functions of outputs
and/or transitions of the control automaton. That is, with
this behavior, it is allowed to change all elements of the
control automaton tuple.

Predictive behavior assumes the presence in the con-
trol device of a system of operating automata in which the
model of the object and the environment is executed. As a
result of the flow of predicted parameters arriving at the
inputs of these automata, the object model enters a certain
state, which is taken into account when planning future
behaviors.
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elements
B35, changing behavior goals

—C, level of complexity
-C1, predefined

—C2, adjustable

—C3, organizing

—C4, predictive

—C35, autonomous

D), behavior pattern
D1, one FSM

D2, FSM hierarchies
-D3, inference from knowledge
-E, system mode

- E1, standard

—F2, possible

—E3, emergency

-F, stability
F1, stable

-F2, changeable
-F21, by source
F211, external
F212, self-control

—F22, according to the method
F221, design option

F222. new fimctions within
F5M sets

F223, all elements of the FSM

tuple can be changed

—(5222 technological

—H, formation level
- H1. machine as a whole
—H?2 ,state

H21, switching

H22, combination

H23, automatic
—H3, circuit
-1, control type
11, hierarchical
—I11, capabilities
—I12, pathlength
—I13, inputs

12, mutual

-J, by confrol operations
-J1, inputs
—J11, blocking

—J12. resolution

J2 . outputs
—J21, blocking

—J22. resolution

—=J3, states
J31, go to begin
J32, goto end

J33, gotorandom

Fehavim
A the goal G, anity —I. control operations
A1 basic —G1, binary T4, functions
A2 research —-G2, non-binary -J41,loading
B, way to achieve the goal -G21 type of non-binary —J42, parameter change
-B1, adaptation —G211, ternary J5, sync
—B2, environment change —G21n, n-ary -J51, asynchronous
—B3,§bsorpﬁonofpan of the (522, purpose —JI52, synchronous
environment
B4, deletion of ineffective —G221, functional —J521, single machine

—J5211, enable/disable
—J5212, parameter setting
1752121, clock duration
—J52122, phases
152123, time bindings

152124, time adjustments

—J522, two or more machines
—J5221, parallel operation
-J5222, a priority

- K, level of behavior

K1, target

—Kl11, selection
K111, single target
—K112, target complex

K12, search

K2, scenarlo

K3, automatic

K4, operational

T, reality
11, real
L1.2, simulated

M, nature of processes

M1, deterministic

L M2, stochastic

Figure 3 — The structure of classification features
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Autonomous behavior implies, at a minimum, the par-
ticipation of the system in the choice of a set of goals for
its functioning. In an extended version of autonomous
behavior, the system itself performs a search and formu-
lates the goals of its functioning and builds its behavior
under them.

By the type of behavior model, we will distinguish be-
tween setting behavior using the functions of one (D1) or
some hierarchy (D2) control automata and behavior based
on logical inference (D3) from knowledge stored in the
system base [14]. The advantage of a behavior model
based on logical inference is the ability to share knowl-
edge that describes the normal (normal) behavior of the
system and knowledge that does not fit into this behavior.

The characteristic of behavior regarding the mode of
operation (E) of the system includes the following grada-
tions: regular (E1), possible (E2) and emergency (E3).
Regular behavior corresponds to the goals of the current
level of development of the system and knowledge about
it. Deviations from regular behavior can be caused by a
change in the properties of the system object or control
device (its development or degradation), knowledge about
them and their influence on the process of achieving the
goal of the system functioning. At least some of these
deviations are recognized as possible, rechecked and be-
come part of regular behavior. Emergency behavior is a
response to unacceptable system states. In complex sys-
tems, emergency behavior takes on many gradations and
is not reduced to a trivial “turn everything off” action.

The classification of behavior in the categories of sta-
bility (constancy) (behavior F1) — variability (behavior
F2) allows, on the one hand, to characterize the predicted
results of the system’s functioning under conditions of
constant external influences, and on the other hand, the
degree of flexibility of the system’s behavior when these
conditions change.

Changeable behavior (F2) is classified according to
the source (initiator) of changes (F21) and the way they
are carried out (F22). The control device in a system with
variable control contains elements of the implementation
of one or another variant of the type of control and control
inputs, with the help of which the current control variant
is selected. Changes in the behavior of the system or its
subsystem may be initiated by an external control device
(F211) and/or be the result of self-management actions
(F212).

Changing behavior can be done in the following ways:

1. Activation of a behavioral variant from a certain set
of transition functions, outputs of the automaton and the
initial state sy of the automaton, laid down in the design of
the system (F221).

2. Synthesis of new behavior within the existing sets
of inputs, outputs, states (F222) or by changing these sets
(F223).

The next classification feature G is the arity of behav-
ior. The behavior of a finite automaton can be classified
based on the arity of the elements of its sets. Arity deter-
mines the number of values that an element of each of the
sets of the automaton can take — inputs, outputs, states

© Poliakov M. O., 2022
DOI 10.15588/1607-3274-2022-3-17

[12]. We will distinguish between binary (G1) and non-
binary (G2) automata. And by the type of nonbinarity —
ternary (G211) and, in the general case, n-ary (G21n).
Classical finite automata have binary elements of sets. So
the binary element of the state set has two meanings “ac-
tive” and “passive”.

In the presence of non-binary sets of the automaton,
we will distinguish between the behavior of G221 for the
implementation of the target function of the system and
the technological behavior of G222 of the control automa-
ton [32]. In the first case, the outputs of the control
automaton depend on the purpose of operation and the
properties of the system object. In the second, it depends
on the features of the implementation of this behavior,
such as the controllability of the structure, the mecha-
nisms for transferring activities from one state to another,
the possibility of generating outputs depending on the
value of the state, and others.

The behavior of the automaton can be classified ac-
cording to the level of formation (behavior H):

— The behavior of the H1 automaton as a whole. Such
behavior, as already noted, is specified by the output and
transition functions.

— The behavior of H2 at the state level. The behavior
of the automaton is specified through the set of behaviors
in its states [34]. The behavior of an active state describes
the logical (causal) relationships of state inputs to its out-
puts and actions. In [35], a variation of the behavior of H2
is described, which is specified on a certain subset of
states of the automaton. In this case, different behaviors
are implemented in other subsets. Such an automaton is
called multi-behavioral.

— The behavior at the level of logical connections of
the state with the control objects (behavior H3). In [34],
activity contours are proposed that describe the function
of the control object, that is, the processes resulting from
the impact on the object from the control device and the
reactions of the object, which are fixed by the control
device.

The type of control behavior in the hierarchy of con-
trol automata is also a classification feature of behavior I.
Subtypes of this behavior are hierarchical (I1) and mutual
(I2) behavior. There is an extensive class of hierarchical
systems in which their subsystems form an integrated
system [10]. The interoperability of subsystems located at
neighboring levels is ensured by the behavior of typical
interconnection elements that consist of a controlled and
controlling automaton or are covered by a mutual control
loop [13].

We classify the operations of controlling the behavior
of J according to the elements of the controlled automaton
that they affect: control of inputs X (behavior of J1); con-
trol of outputs Y (behavior of J2); state control S (behavior
J3); control of functions p, A (J4 behavior) and synchroni-
zation control (J4 behavior). Details of these behaviors
are provided in the next section.

In an integrated multilevel system, different levels im-
plement different behavior [10, 13, 15, 34]. Therefore,
belonging to the functional level of the system is a classi-
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fication feature K, according to which we will distinguish
between the behavior of the target (K1), scenario (K2),
automatic (K3) and operational (K4) levels.

The result of the target behavior is the choice of the
current goal of functioning and the activation of the sce-
nario behavior automaton, which selects the current sce-
nario for achieving the goal. This script selects and acti-
vates a variant of automatic behavior, and so on.

A feature of cognitive systems is the use of operations
for predicting the results of decisions made on the choice
of goals, scenarios, and so on. In the course of forecast-
ing, the behavior of the object and the control device is
modeled in a certain flow of events. Thus, the behavior in
the system can be not only real (L1), but also simulated
(L2).

According to the nature of the processes occurring in
the system, deterministic (M1) and stochastic (M2) be-
havior is distinguished [36, 37]. With the behavior of M1,
the results of repeated repetition of any admissible se-
quence of values at the inputs of the automaton must be
the same. At the same time, with the behavior of M2 and
the same conditions at the inputs, the results may differ in
the trajectory of the change of states and the outputs in
them.

Thus, in the behavior of the control automata of the
systems, classification features are distinguished for
choosing the types of behavior in the system during the
design process.

EXPERIMENTS

The task of the experimental part of the work is to
identify behavioral properties in known technical systems
that could be classified according to the proposed fea-
tures. If a certain type of behavior is missing in a known
system, then the principles of its implementation and the
advantages of using it are described. The author has not
been able to find a technical system in which it is advis-
able to use all the described behaviors, because the sys-
tems in the examples given have some subsets of the pro-
posed behaviors. Examples of systems for experiments
with the classification of behaviors are control systems for
traffic lights, elevators, conveyors, machine tools, robots,
power transformers, vehicles, and technological proc-
esses. The variety of types of behavior increases signifi-
cantly for “smart” varieties of such systems.

Such systems are characterized by the presence of a
cognition subsystem with knowledge form converters,
whose work expands the knowledge base for manage-
ment, and an activity subsystem in the form of a hierarchy
of control automata that use this knowledge to improve
management efficiency.

Behavior Al is basic and is implemented with differ-
ent efficiency in all event-driven systems. An example of
the behavior of A2 is given in [28]. Its essence lies in the
activation of the cooling modes of the power transformer,
which are not used in the current operating conditions.
The information obtained as a result of such behavior on
the technical condition of the elements of these systems
makes it possible to increase the cooling efficiency.
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The reason for launching adaptive mechanisms (be-
havior B1) may be a change in the object of the system,
environmental parameters, or the technical state of system
elements [31, 34]. Thus, a reaction to a change in the
mass of an object of the system can be an increase in the
waiting time for its heating. Forced cooling is used to
thermally stabilize an object under conditions of an in-
crease in ambient temperature. If individual elements fail,
the load is redistributed to serviceable elements or redun-
dant ones are connected.

An example of the actions of a transport robot aimed
at achieving the goal of functioning in the optimal tem-
perature regime can be the search for a location with pro-
tection from solar radiation or with a large wind blowing,
that is, a change in the environment (behavior B2).

An example of achieving goals by including part of
the environment in the system (behavior B3) is the power
transformer control system. If the increase in the tempera-
ture of the transformer elements due to the increase in
load could not be compensated by cooling, then the load
can be limited. For this purpose, the object load control
circuit is included in the control system.

A transformer control system can also serve as an ex-
ample of a system with dynamically changing behavior
goals (behavior B4). So the original goal of “maximizing
service life” under certain conditions can be changed to
the goal of “provide a sustainable energy supply, ignoring
the accelerated wear of equipment”.

An example of C1 behavior predetermined at the de-
sign stage is the operation of a control unit based on a
classical finite state machine [8, 9]. For example, the
event “Object overheating” occurs at the same tempera-
ture of the object. The processing of this event in the con-
trol machine always leads to the transition of the machine
to the “Emergency” state and the action “Turn off the
heater”. If the outputs of the control machine control the
parameters of the operating machines (for example, “Su-
perheat temperature”) of the control unit, then the behav-
ior of C2 takes place. The behavior of C3 implies a
change in the structure of the operating and/or control
automata of the control unit. Predictive Behavior C4 uses
simulation results to improve management efficiency. For
example, predicting system load and ambient temperature
can optimize the performance of a facility’s cool-
ing/heating system.

Autonomous behavior of C5 is characteristic of bio-
logical systems, starting with the simplest bacteria [38].
The principles of implementing the autonomy of these
systems are used, for example, in the construction of arti-
ficial agents for the search control of robots [29].

The behavior model D1 given at the set-theoretic level
by a tuple (1) has two varieties: Mealy and Moore auto-
mata [8, 9]. These automata differ in the way they bind
outputs. For Moore automata, the current output value
depends only on the current state. And for Mealy auto-
mata, the value of the output depends on the input that
caused the transition to this state. An example of D1 be-
havior is the behavior of digital nodes with memory, traf-
fic light control systems, and others. A variation of the
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behavior of DI is the behavior of recognizing the input
sequence [8].

The D1 model is included in more complex behavioral
formalisms, such as the state diagram of the UML lan-
guage [39], the Harel formalism implemented in the
Stateflow software of the MathLab system [40], the pro-
gramming language SFC (Sequential Function Chart) [41]
and others.

The behavior of D2 involves the selection of sub
automata and the modeling of the processes of their inter-
action. Possible variants of interaction include embedding
a sub automaton in the state of a super automaton and
integrating sub automata. The nesting of the automaton in
the state by goals is similar to the use of subroutines in
programming — it allows you to increase visibility, reduce
the dimension of the model. The integration of automata
is used in the construction of hierarchies, in which the
control element at the i-th level is the control object at the
(i + 1)-th level of the hierarchy, which ensures the inter-
operability of control processes [13]. For example, it is
the processes of choosing the goal of the functioning of
the system and the strategy for achieving it.

The behavior specified by the state machine functions
can be described in the form of a combination of state-
ments (D3 behavior) and processed by means of logical
inference. For example, the statement “If the current state
is S; and the signal X; has arrived, then go to the state S;”
corresponds to an arc in the automaton graph between
these vertices.

We will consider the behaviors of E using the example
of a simple heating control system. The behavior of E1 is
to turn on the heater if the temperature of the object is less
than 0, and turn it off if this temperature is greater than 0,.
The behavior of E2 takes into account the possibility of a
delay in heating due to changes in the characteristics of
the object. Such a delay is not considered as a sign of an
accident and is investigated further. An example of the
behavior of E3 in such a system is the introduction of
additional states for processing events recognized as
emergency. For example, it is the state of “Emergency” in
which the emergency shutdown of the furnace is per-
formed if the temperature of the object exceeded 6;.

Variable behavior of automata F2 is the main and
promising type of behavior of systems in the category F.

The structure of external control F211 and self-control
F212 at the i-th level of the system is shown in Fig. 4
[34].

The CA machine has four groups of outputs:

— Y group is connected to OOA inputs;

— group Cj,y ; is connected with the control inputs of
the OA, through which the parametric adaptation is per-
formed;

— group C,, (i_1y controls the structural adaptation of SA
at the (i—1)-th level,

— group X is connected to additional information in-
puts of the CA, the impact on which can bring the CA to
additional states, thereby changing the structure of the CA
by self-control (behavior F212).
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Figure 4 — Structure of external control and self-control at
the i-th level of the system

The behavior of F221 for the automaton of the i-th
level (Fig. 4) is set by the code at the inputs Cyom i + 1,
which activates one of the variants of the automaton
specified during the design. The same kind of behavior is
possible to change the IOA and OOA functions using
Ciom i InpULS,

If in the process of the system functioning, the func-
tions of the control automaton are performed by a univer-
sal program, and the specifics of a particular automaton
are described by data arrays in matrix form, then a change
in the structure of the control automaton (behavior F222 —
F224) is reduced to changes in its arrays of transitions ¥;
and outputs A.

The main operations of changing the structure of such
a control automaton are:

— adding / removing (i, j)-th transition (ADDIN /
DELIN ¥ [, j]) in the array of transitions ‘¥;

— adding / deleting the i-th output (ADDOUT / DELOUT
A [i]) in the array of outputs A;

— adding / removing state (ADDS [n + 1]/ DELS [n —
1]) in the arrays ¥ and A, which boils down to increasing
/ decreasing the size of these arrays;

— assignment of a new initial state s, of the control
automaton.

In [32], the behavior with features G211 (ternary) and
G221 (technological) was used to reduce the dimension of
the control automaton graph. At the same time, the es-
sence of technological behavior is that the activity of the
outputs is manifested in a certain neighborhood of the
active state.

In the classical automaton with tuple (1), the behavior
HI takes place, which is specified by the functions of the
automaton. The work [12] describes an automaton in
which the behavior is specified by a set of behaviors in its
states. We will consider such behavior as a variant of H1
behavior with the possibility of implementing various
variants of H2 behavior in different states.

The classical behavior of H22 is combinational and
lies in the fact that the action (output) in the state does not
depend on which input caused the state to be activated.
The output will be the same for any variant of entering the
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state. The work [33] describes commutation, combina-
tional, and automaton behaviors. The switching behavior
of H21 defines a hard coupling when the state is acti-
vated: each state input corresponds to one of its outputs.
With the combinational behavior of H22, the state of the
output is determined by a logic function from the inputs
that are associated with this output. For the classic state
behavior mentioned above, it is the binary logical OR
function. In other cases, it is possible to use other func-
tions and implement the behavior corresponding to them.
With the automaton behavior of H23, the state of the i-th
level of the system is described as a state machine of an-
other, usually lower (i—1)-th level, which is initialized at
the moment when the state of the i-th level becomes ac-
tive.

In [14], the behavior of H3 is implemented as a chain
of logical statements that form the contour of activity.
This behavior was used to diagnose the technical condi-
tion of the elements of the heating control system of an
object, such as actuators, sensors and operating machines,
which made it possible to expand the possibilities of
adapting the system.

When studying the behavior of I1 using a simulator
[42], the following typical control algorithms were identi-
fied: control with a sequential increase/decrease in func-
tionality (behavior I11), increase/decrease in the length of
the path in the control cycle (behavior 112), de-
crease/increase in the number of automaton inputs used
(behavior of 113). The combination of these options de-
termines the typical behavior of the control at that level of
the hierarchy.

We classify the behavior control operations J accord-
ing to the elements of the controlled automaton that they
affect:

The behavior J1 of control of inputs X is blocking J11
/ allowing J12 all or part of the inputs from the set X. In
this case, blocking all inputs will lead to a stop, “freezing”
the automaton in a certain state, and blocking some of the
inputs will lead to a change in the functions p and A.

The behavior J2 of controlling outputs Y is blocking
J21 / allowing J22 all or part of the outputs from the set ¥,
outputs of a certain state from the set S. In the case of
blocking all outputs, it should be taken into account that
the state of the control object can change under the influ-
ence of external factors.

Behavior J3 of state control S is the reset of the
automaton to the initial state J31, the transition to the final
state so J32 or to an arbitrary given intermediate state J33.

The behavior J4 of the control of the functions p, A is
the loading of the new function J41; changing the parame-
ters of the J42 function by blocking / allowing all or part
of the transitions defined by the mapping A:SXX—S or
outputs defined by the mappings p:SxX—Y, w:SxX—Y in
some “maximum’” mapping. The behavior of J42, unlike
the behavior of J41, requires that the maximum mapping
be set beforehand. As a result of loading a new function,
it is possible to change the type of automaton, that is, the
replacement of a Mealy automaton by a Moore automaton
and vice versa.
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The JS behaviors are J51 asynchronous and J52 asyn-
chronous synchronization behaviors. For synchronous
automata, this behavior has features that depend on the
number of automata.

The timing control behavior of a single synchronous
machine includes enabling/disabling the timing input
J5211, setting the clock duration J52121 and the phases of
the timing signals J52122, how they are related to the
system time J52123, and the time correction J52124. In
this case, blocking the synchronization signals is equiva-
lent to blocking all inputs of the automaton. Synchroniza-
tion control of the execution of several automata is the
task of the higher control automaton, which is reduced to
the implementation of the behavior of allowing / disabling
parallel operation of controlled automata at the current
time J5221, changing the priority level of the execution of
automata J5222 [34].

We will choose the system of continuous monitoring
of the technical condition of a power transformer [43] as
the object of classifying the behavior of the control device
on the basis of K. At the target level of behavior, this sys-
tem is represented by the target selection behaviors K411
and K412. The selected goal or set of goals is associated
with the active state of the goal machine. When this state
is activated, the output events of the input operational
automata and the knowledge base of the target system
level are used.

Examples of goals for the behavior of the K4 system
include extending the life of the transformer, ensuring the
required load current, regardless of the accelerated wear
of the transformer, and others. An example of the scenario
behavior of K3 for the purpose of extending the service
life is the scenario of increasing the cooling regime.

The reality of the system’s behavior, in accordance
with the classification feature L, consists in the use of
physically real input information and influences on the
system object. This behavior is basic. In cases where the
physically real information is incomplete and/or the im-
pact on the system object is destructive, the behavior of
L2 modeling of the object, the environment and the sys-
tem control device is used. Simulation results are used
both in real time and for predicting the parameters and
state of the system. For example, the simulation results of
ambient temperature and load current are used to feed-
forward control the cooling of a power transformer.

With deterministic behavior, transitions from one state
of the automaton to another on the initiative of the con-
trolling automaton itself and at random times are unac-
ceptable. Another type is non-deterministic behavior, in
which the probabilistic nature of the formation of outputs
in an automatic state takes place.

As noted in [44], in systems with M2 behavior, nonde-
terminism appears due to various reasons, such as the
level of abstraction, system simplification in modeling,
partial controllability/observability of the input/output
ports of the system.
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RESULTS

During the experiments, the behavior of the control
devices of the systems was classified according to 13
main features, which were detailed according to 40 fea-
tures of the second, 23 of the third, 13 of the fourth, four
of the fifth and four of the sixth levels.

Comparison of the classification of the behavior of the
control devices of systems with known classifications is
shown in the petal diagram in Fig. 5.

A - Goal
M - nature of procasaﬁ.---*i"'
e =53
/\ 7
yd }3--"- =
e

P -Way to achive the goal

L- Realityl_.\\/ - Level of complexity

o\ D- Behavior pattern
|

1- By control operations

1- Control typé ;
H -Formation level

167 Arity

=—4—Basic =fl=Proposed

Figure 5 — Comparison of the number of classification features
in the directions of the basic and proposed classifications

As can be seen from the diagram in Fig. 5, the number
of classification features in all areas of the proposed clas-
sification is increased by 1-5 features compared to the
base one. A number of new features have been intro-
duced, suchas H, I, J, K.

DISCUSSION

Experiments on examples have shown the practical
value of the proposed classification for describing the
variety of reactions of complex systems.

The classification makes it possible to single out new
possibilities in the behavior of systems, such as the behav-
ior of mutual control in the loops of continuous and event
control; exploratory behavior, system expansion behavior
and continuous revision of current system goals; setting a
system behavior model as a result of logical inference,
taking into account possible and emergency behaviors;
external control or self-management of the control ma-
chine of the system; application of behavior with in-
creased arity; formation of switching, combinational and
automaton behaviors at the level of a separate state of the
automaton; inclusion in the composition of the behavior
of knowledge presented in the contours of the automaton
activity and the interaction of control automata in a hier-
archical integrated system.

The use of new behaviors increases the adaptive prop-
erties of systems, reduces the dimension of their behavior
model, and increases the knowledge base that is used to
select behavior. The carried out structuring of classifica-
tion features simplifies the process of designing the struc-
ture of the behavior of the control device of the system.
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The proposed classification is not final and will be
corrected and supplemented as systems develop, includ-
ing those with cognitive behavior.

CONCLUSIONS

The actual problem of systematization of the behavior
of control automata of control systems is solved.

The scientific novelty of the results obtained lies in
the fact that the classification of the behavior of control
automata of control systems has been further developed,
which takes into account the hierarchical integrated struc-
tures of the control devices of systems, the behavior of
new types of non-binary, semantic, controlled and
changeable individual automata and the structures of
these automata.

The practical significance of the results obtained lies
in the fact that they allow us to form standard solutions
and, as a result of their use, simplify the process, reduce
the complexity of designing the functional structure of the
system.

Prospects for further research are to study combina-
tions of technical solutions for the construction of control
devices of systems proposed on the basis of their classifi-
cation for the construction of a wide class of systems.
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HoasikoB M. O. — 1-p TexH. HayK, JOLEHT, Ipodecop Kadeapu eNeKTPUIHUX Ta eJIeKTPOHHMX arapaTiB HarioHansHoro yHiBep-
CHUTETy «3anopi3bKa MOJITEXHIKay, M. 3aropixoKs, YKpaiHa.

AHOTAUIIA

AkTtyanabHicTb. [loBemiHKa CHCTEMH BXOIUTH y OCHOBHI TOHSATTS, IO XapakTepH3YIOTh ii (pyHKIiOHyBaHHSA. Y MOJIi€BO-
KEepOBaHii cUCTEMi MTOBEIHKAa MOJETIOETHCS 3a JOOMOTOI0 KiHIIEBOTO aBTOoMara. BimoMi kiacudikamii moBeIiHKHA BPaXxoOBYIOTh Pif i
THII aBTOMara. Pa3oM 3 THM, y Cy4aCHHX CHCTEMaX Kepyrdi aBTOMATH iHTErpOBaHi B iepapxii Ta MarOTh HU3KY HOBUX BJIACTHBOCTEIA,
SIKI He BitoOpaskeHi y 1x kinacuikamisx.

Hiab. Metoro pobotH € cucteMarn3auisi (opM 3aBIaHHS MOBEIIHKH IHTETPOBAHUX CHCTEM Ta METOJIB 3MiHH IIOBEIIHKHU Y IPO-
neci ix Bukopucranus. HoBusHa 3anpomnonoBaHoi kiacudikaiii mossirae B 00Ky IMOBEAIHOK HOBHX THUIIIB HEOiHApHUX, CEMaHTHY-
HMX, KEPOBAHHUX Ta 3MIiHIOBAHHX OKPEMHUX aBTOMATIB Ta CTPYKTYp LIMX aBTOMATIB.

Metoa. CyTHicTh MOBE/IHKH NPEICTaBICHA K HEOJHO3HAYHICTh PEakiliii Ha BXiJHI CHTHAIN KEPYIO4YOro aBTOMaTa, sika MpOosiB-
JSE€THCS Y TIEBHIN 3aKOHOMIPHOCTI 3MiHH HOT0 cTaHiB Ta BuxoniB. [Ipu xiacuikamii moBeJiHOK BU3HAYEHO NOUUIBHICTD JOCIIIHH-
LBKOT MOBEAIHKK. Big3HaueHo Taki ClIOCOOM AOCATHEHHS METH SIK aJalTallisi, 3MiHa a00 IMOrJIMHAHHS JOBKULIS, 3MIHA IICH ITOBEIi-
HKH. 3a piBHEM CKJIAJIHOCTI MOBEIHKH BUALIEHI CHCTEMH 3 BU3HAUCHOIO, PETryIHOBAHOIO, OPraHi3yl04yoi0, IPOrHO30BAHOIO Ta aBTO-
HOMHOIO NoBeliHKOI0. [Topyd i3 aBTOMaTHOI0 MOJIEIUTIO MTOBEAIHKH BiZ[3HAUCHO BAXKIIMBICTH MOJICIIIOBAHHS MOBEIHKH K KOMOiHail
BHUCJIOBIIIOBaHb. Bil3HaYeHO Ba)XKJIMBICTh ONUCY MOXKJIMBOI Ta aBapiiHOI MOBEIIHKM CUCTEMH. 3alpoIIOHOBaHO KiacHuikalliio rmose-
JIHKH CHCTEMH B KaTEropisiX CTAJIOCTi Ta MiHIUBOCTI. ONMUCaHO CTPYKTYpy Ta NPUHIMIIK peasti3anii MiHJIMBOI ITOBEAIHKY B paMKax
HPOILIECiB 30BHIIIHBOTO YIPABIIiHHSA aBTOMATOM Ta oro camoBpsyBaHHs. Cnupalouyuch Ha IOHATTS apHOCTI MOBEMIHKH, BUIIICHO
(GyHKIIOHAIBHY Ta TEXHOJOTIYHY MOBEIIHKY KiHIIEBOrO aBToMara. Y paMmkax kiacudikarii moBemiHKu 3a piBHeM (GopMyBaHHS OINH-
caHi KOMyTalliifHa, KOMOiHaIlii{Ha Ta aBTOMaTHa MOBE/IiHKA CTaHiB, a TAKOXK MOBEIIHKAa aBTOMAaTa B KOHTYpax HisUTbHOCTI Ta TUIIOBA
MOBEIiHKa aBTOMATa B i€papxii.

ExcnepuMeHTH. [3 3aCTOCYBaHHSM 3alPONIOHOBAHKX KiacudikaliiiHIX 03HAK MPOAaHaTi30BaHO ITOBEIIHKY IIPUCTPOIB KEPYBaHHS
CHCTEM MOHITOPHHIY HapaMeTpiB CHIOBOro Tpancdopmaropa, KepyBaHHsS TEMIICPATYpOrO 00’€KTa Ta IHTErpOBAHHMX i€papXiuHHUX
CHCTEM.

Pe3yabTaTh. 3anponoHoBaHa Kiacudikallisi BU3HaYa€ HAIPSIMU 3aBJaHHs [TOBEIHKY y CKJIaHUX IHTETPOBAaHHUX CHCTeMax 3a 13
OCHOBHUMH Ta 84 03HaKaMH IO IETaNi3yIOTh, 110 IOJIETIIYE MPOLEC POSKTYBaHHS MOBEAIHKH, BUIIIs€ HOBI MOXKIIMBOCTI CHCTEM.

BucHoBku. BupirieHo akTyanbHe 3aBIaHHs CHCTeMaTH3allii MOBEIiHKKA IPUCTPOIB ynpasiinHs cucteM. Kitacudikariitni o3Haku
JAI0Th HANPSMU BUKOPHCTAHHS THIOBHX PillIeHb OIUCY MOBEIIHKH CHCTEMH, 110 CIPOIIYE MPOLEC, SMEHILYE TPYIOMICTKICTh MPOEK-
TyBaHHA ii QYHKIIOHAIBHOT CTPYKTYPH.

KJIFOYOBI CJIOBA: moBeninka cUCTEMH, KEPYIOUHM aBTOMAT, i€papxis aBTOMATiB, IHTErpoBaHa CHCTeMa, Kiacuikaris mo-
BEJIIHKH.

YK 004:007
KJIACCUPUKALINSA MOBEJEHUM YCTPOMCTB YIIPABJIEHUS CUCTEM

MonsikoB M. O. — 1-p TexH. HayK, DOLEHT, mpodeccop Kadeapsl IMEKTPHIECKUX U IEKTPOHHBIX anmaparoB HamponansHOTO
YHUBEpCHTETa «3aM0pOKCKast MOJTUTEXHUKAY, T. 3all0poKbe, YKpanHa.

AHHOTALIUA
AxTyanbHOCcTb. [ToBeieHne cHCTEMBI BXOIUT B OCHOBHBIE TIOHATHS, XapaKTepu3yomye ee GyHKIMOHUpoBanue. B coObITHiiHO-
YIPaBIIEeMOH CHCTEME IOBEJCHHE MOJEIUPYETCs C MOMOIIBI0 KOHEYHOTro aBToMarta. V3BecTHble Kiaccu(uKanny HOBEJCHUS YUH-
TBHIBAIOT POJ M THUI aBTOMara. BmecTe ¢ TeM, B COBPEMEHHBIX CHCTEMAx YIPABIAIOMINE aBTOMAThl MHTETPUPOBAHBI B UEPAPXUH U
HMEIOT PsiJi HOBBIX CBOKCTB, KOTOPBIE HE OTPayKeHbI B UX KIIACCU(UKALMAX.
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Lean. Llensio paboTH ABISETCS CHCTEMATH3AIMs (OpM 3alaHus MOBESICHUSI MHTETPUPOBAHHBIX CHCTEM M METOIOB M3MEHEHHUS
MIOBE/ICHUS B MPOLIECCe UX HCIOJIb30BaHMs. HOBU3HA MpeasIoskeHHOM KilacCH(UKAIMY 3aKII09aeTCsl B yueTe MOBEICHUH HOBBIX TH-
110B HEOMHAPHBIX, CEMAHTUYECKUX, YIIPABIAEMbIX U H3MEHSCMBIX OTACIBHBIX aBTOMATOB U CTPYKTYP ITUX aBTOMATOB.

Mertoa. CymHocTs MOBEIEHUS MPEICTaBICHA KaK HEOJHO3HAYHOCTh PEaKIMil Ha BXOJIHbBIE CUTHAJIBI YIPABIISAIOIIETO aBTOMATa,
KOTOpasi POSIBIISICTCS B ONPEACICHHON 3aKOHOMEPHOCTH CMEHBI €r0 COCTOsIHU 1 BhIX00B. [Ipu kiaccudukanmu moseneHuit onpe-
JeTieHa [eNIeco00pa3HOCTh HCCIIeI0BATENBCKOTO MoBeAeHNs. OTMEUEHBI TaKHe CIIOCOOBI JOCTHKEHHMS IeNN KaK aJanTalis, H3MeHe-
HHE WU TOTJIONIEHHE OKPY>KaloIel cpebl, N3MEHEHHe 1eneil moseaeHus. 110 ypoBHIO CII0)KHOCTH HOBEJECHUS BBIAEICHBI CHCTEMBI
C NIPEROIPEEIEeHHBIM, PEryIHpPyEeMbIM, OPraHH3YIONIMM, IIPOTHO3UPYEMBIM M aBTOHOMHBEIM IOBefeHHMeM. Hapsimy ¢ aBTOMaTHOM
MOJIENBIO TIOBEJCHUSI OTMEUEHA BAXXHOCTH MOJIEIMPOBAHMS IOBEJCHUS B BHAE KOMOMHAIMU BBICKa3bIBaHMH. OTMEUeHa Ba’KHOCTh
OINMCaHMsI BO3MOXKHOTO U aBapUHHOTO NoBeseHuit cucteMsl. [Ipeioxkena kiaccuuKanys HOBEICHUS CHCTEMBI B KaTETOPHUSIX I10-
CTOSIHCTBa ¥ M3MEeHYNBOCTU. OnKcaHa CTPYKTYpa U MPUHLIUIIBI peann3aluyl H3MEHYNBOTO [TOBE/ICHNS B paMKaX IPOLIECCOB BHEIHE-
rO YIpaBJIeHHs aBTOMAaTOM U €ro caMoynpasienus. Onupasch Ha TIOHATHE apHOCTH MOBEJICHUS], BbIAEIEHbI (PyHKI[MOHAIBHOE U TEX-
HOJIOTHYECKOE MOBEICHNE KOHEYHOro aBToMaTra. B pamkax kiaccudukaluy NOBeAEHUS MO0 YPOBHIO (GOPMHUPOBAHMS ONMHUCAHBI KOM-
MyTalMOHHOE, KOMOMHAIIMOHHOE M aBTOMAaTHOE MOBEJCHUE COCTOSHMI, a Tak)Ke MOBEICHNE aBTOMAaTa B KOHTYpax AESATEIbHOCTH U
TUIIOBOE MOBEJCHUE aBTOMATa B HEPAPXUU.

JkcnepuMeHThl. C IPUMEHEHHEM IIPEJIOKEHHBIX KIIaCCH(UKAMOHHBIX IIPU3HAKOB IIPOAHAM3UPOBAHO TIOBEJCHHIE YCTPOHCTB
YIpaBIeHHsS CUCTEM MOHUTOPHHTA MapaMEeTPOB CHIIOBOTO TPaHC(OPMATOpPA, YIPABICHUS TEMIIEpaTypoil 00bEKTa U HHTETPUPOBAH-
HBIX HEPAPXUIECKHX CHCTEM.

PesyabTatsl. [Ipemioxkennas xiaccu(UKanys ONMCHIBACT HANPABICHUS 3aJaHus MOBEICHUS B CIOXHBIX MHTETPHPOBAHHBIX
cucrteMax 1o 13 OCHOBHBIM U 84 AeTaNU3UPYIOLIMM IIPU3HAKAM, YTO OOJIeryaeT MpOoLecC MPOEKTUPOBAHUS MOBEICHHUS, BBIICISICT
HOBBIE BO3MOKHOCTH CHCTEM.

BriBoabl. Pemena akryanpHast 3a1a4a cCHCTEMATH3AUK OBEICHUS YCTPOUCTB ympaBiieHus cucteM. Kiaccudukayonasle mpu-
3HAKH JAIOT HANPABICHUS UCIONB30BAHMS THIIOBBIX PEIICHUH ONMMCAHHS MTOBEACHUS CHCTEMBI, YTO YNPOIIAET IPOLECC, yMEHbIIAET
TPYJOEMKOCTb IPOEKTHPOBAHHS €€ (PyHKIUOHAIEHOH CTPYKTYPHI.

K/IIOYEBBIE CJIOBA: noseaeHHE CHUCTEMBI, YNPABIAIOIUM aBTOMAT, MEpapXus aBTOMATOB, MHTEIPUPOBAHHAs CUCTEMA,
KJaccu(UKALYs TOBEICHHUMN.
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ABSTRACT

Context. Modern theory and practice of preparation and conduct of hostilities on land, at sea, in the air, and recently in cyber-
space dictates the relentless modernization of military equipment. The development of fundamentally new weapons is carried out
considering one of the main requirements — maximum automation of operational processes, which allows combatants to distance
themselves from each other as much as possible.

Among the newest models of armaments on the battlefield, due to the predominantly positional nature of the armed confronta-
tion, unmanned aerial vehicles (UAVs) have become virtually indispensable due to their own multitasking. One of the ways to in-
crease the efficiency of UAVs on the battlefield is to increase the level of technical perfection of flight control systems.

Creating new approaches to the design of unmanned aerial vehicle navigation systems, in particular, based on a platformless iner-
tial navigation system is an urgent task that will provide automatic control of the UAV flight route in the absence of corrective sig-
nals from the global satellite navigation system.

Objective. The purpose of this work is to develop a method for improving the accuracy of MEMC navigation data processing of
an inertial navigation system of an unmanned aerial vehicle based on an advanced Madgwik filter.

This method will increase the speed of data processing of navigation parameters and the accuracy of determining the positioning
parameters in the space of the UAV through the use of an advanced Madgwik filter.

The paper shows the developed block diagram of MEMS PINS filtration on the basis of the improved Madgwik filter, the de-
tailed mathematical description of filtration processes is carried out.

This method was tested experimentally in the MATLAB software environment using a real set of data collected during the flight
of the UAV.

Method. To achieve this goal, the following methods were used: intelligent systems, theory of automatic control, pseudo-spectral
method; methods based on genetic algorithm and fuzzy neural network apparatus.

Results. A method for improving the accuracy of MEMC navigation data processing of an inertial navigation system of an un-
manned aerial vehicle based on an advanced Madgwik filter has been developed. The possibility of practical application of the ob-
tained results and in comparison, with traditional methods is investigated. An experiment was performed in the MatLab software
environment, and a comparison was made with the method of processing navigation data based on the Madgwik filter and the Kal-
man filter.

Conclusions. The developed method of increasing the accuracy of MEMC navigation data processing of an inertial navigation
system of an unmanned aerial vehicle based on an advanced Madgwik filter shows an advantage over known methods in the absence
of corrective signals from the global satellite navigation system for accuracy and speed of navigation data processing.

KEYWORDS: automatic control intellectual system, navigation system, unmanned aircraft vehicle.

ABBREVIATIONS RKF is a recursive Kalman filter;
MEMS is a micro-electromechanical system; RMSE is a root mean square error.
PINS is a platformless inertial navigation system;
SLERP is a spherical linear interpolation algorithm; NOMENCLATURE
LERP is a linear interpolation algorithm; o — angular velocity;
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4w, — quaternion of UAV orientation;

mg’t — the resulting angular velocity vector of the lo-
cal frame of reference of the gyroscope sensor (rad / s);

§ -1~ the quaternion of the preliminary estimation
of orientation (at #—1 step of the local frame of reference S
relative to the global frame of reference E);

® — Hamilton’s product;

At — time interval of initial data processing;

g1 — forecasting quaternion;

q pos,~—1 — quaternion of orientation of the previous
state;

a® +Aa’ —initial accelerometer data with an errors;

gE — gravity vector data;

q*ES — inverse quaternion orientation;

I — the rotation vector of the magnetic relative field to
the sensor reference system;

mS +AmS — magnetometer data with an errors;

G — quaternion of the optimal number of operations
of rotation of the vector 1 in the vector projection lying on
the positive half-plane Z relative to the global coordinate
system;

RT (qmag) — matrix of rotation of the magnetometer

quaternion data;

Aqmag — the result of calculating of the delta quater-
nion values of the magnetometer relative to the global
frame of reference;

Aqacc — the result of calculating of the delta quater-
nion the values of the accelerometer relative to the global
frame of reference;

gf — vector of predicted gravity relative to the global

frame of reference (UAV positioning);

u,, — unit vector describing the axis of rotation;

“5 S “ — normalization of accelerometer data of the lo-

cal frame considering of the gravitational constant
g=9.81m/c%;

€ — the threshold value of the gain;

o — gain, which characterizes the cut-off frequency of
high-frequency pulses of the accelerometer signal;

gv(ry — the quaternion is obtained using the Nesterov

gradient descent algorithm;
& — response time when tracking the drift of zero dis-
placement of the gyroscope;

bgos — quaternion of values of orientation deviation;

4 pos,, — the result of calculating the values of the qua-

ternion of orientation prediction;

B — gain that is set adaptively, based on the character-
istics of the sensors and the presence of errors in inertial
Sensors;

0 — pitch angle navigation parameter, (deg);

¢ —yaw angle navigation parameter, (deg);

v —roll angle navigation parameter, (deg);

S —the index of the local calculation system;
E —the index of the global calculation system;
pos — the symbol of the local calculation system;

acc — the symbol of accelerometer;
mag — the symbol of magnetometer.

INTRODUCTION

Today, navigation systems are built using completely
different technologies, and can perform a wide range of
functions, depending on the requirements of the technical
task.

The basis of navigation systems for unmanned aerial
vehicles is GPS-receivers, which in combination with the
block of inertial sensors form the input data for their
processing and conversion into navigation.

Thus, the presence of signals from global satellite sys-
tems is a prerequisite for maintaining the flight control
process of the aircraft. The absence or pre-planned pres-
sure of navigation signals leads to the impossibility of
accurately determining their own coordinates and, as a
consequence, following a certain route.

Existing methods [1-3] do not allow to ensure minimal
deviation of the UAV trajectory in the autonomous mode
of flight during the disappearance of signals of GPS, espe-
cially in the correlation period close to the disappearance of
the GPS signal in the time interval (from 10 up to 300 s),
which can be critical for the entire mission of the flight and
the loss of the UAV in 38% of cases [4-6].

It is known that the determination of positioning data
of UAV miniature type, as a rule, is based on an inte-
grated MEMS free platform inertial navigation system
(PINS) based on microcomputers such as Arduino Nano.

Thus, there is a need to reduce the computational load
on such microcomputers during dynamic exposure to the
environment, ie during nonlinear motion and in the pres-
ence of random perturbations.

The use of high-precision inertial navigation systems
also does not completely solve the problem for the fol-
lowing reasons:

1) high cost of such systems;

2) restrictions on mass and dimensions;

3) the difficulty of minimizing errors in determining
the coordinates with the time of autonomous operation.

The growing interest of scientists in intelligent control
systems based on artificial neural networks, gives grounds
to argue about the qualitative advantage of the latter on
the performance of miniature drones. In addition, their use
can significantly reduce the cost of such systems. There-
fore, the intellectualization of management systems in
modern conditions is one of the main scientific and prac-
tical areas of their improvement.
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1 PROBLEM STATEMENT
Suppose that at some small UAV moving at an arbitrary
constant given speed, a platformless inertial navigation
system built on the basis of MEMS—sensors is installed,
with the input data data with an errors

{mg,t +bgos,as +Aa® ,mS +AmS}.
To compensate for the deviations in the installation of
navigation parameters {6, (p,\u} in the process, it is pro-

posed to apply filtration algorithms — RKF, Madgwick
and developed advanced Madgwick, with a minimum
RMSE criterion in the conditions of sudden disappearance
of GPS signals, in order to minimize the deviation of the
UAV flight path from the one A (t)= min.

2 REVIEW OF THE LITERATURE

Analysis of recent publications has shown that the ba-
sic principle of filtering algorithms for navigation systems
of inertial sensors MEMS is based on the evaluation of
data comparison of two reference systems, relative to
gravity and local magnetic field, compared with the refer-
ence vectors of the output signal. However, when the lo-
cal magnetic field is disturbed by ferromagnetic objects
(electrical devices), which leads to problems in determin-
ing the course of the UAV, as a consequence, the need for
more sophisticated filtering algorithms is stated [5].

To date, the main methods of increasing the accuracy of
position estimation in the autonomous mode of UAV based
on MEMS sensors of inertial navigation systems are shown
in [6], which proposes an optimal algorithm that calculates
the estimate in quaternion form taking into account a set of
reference vectors in a fixed system. computing data in a
local frame of reference relative to a UAV in space that
finds the optimal quaternion by parameterizing the orienta-
tion matrix, by minimizing quadratic gain, and by using
Web loss functions [7]. However, such methods have high
computational requirements for sampling rate, often ex-
ceeding the bandwidth of the object.

Eston and others [8] introduced a quaternion-based fil-
ter, the filter is supplemented by a first-order model of
UAV dynamics to compensate for the effect of external
acceleration. Mahoney and Hemel [9] investigated the
problem of estimating zero drift of a gyroscope using a
passive additional filter, and proposed a solution in the
form of a nonlinear correcting device, but there is a diffi-
culty in implementing this type of navigation algorithms
for micro UAV class (minimum computational computer
requirements micro UAV).

Marins and others [10] propose two different ap-
proaches to solve the problems of autonomous UAV na-
vigation based on the use of Kalman filter to assess the
orientation in the quaternion form of MEMS PINS. The
first approach uses each MEMS data output with a mag-
netometer in a 9-component state vector, which leads to
the use of a complex Kalman extended filter (RKF) algo-
rithm, the second approach uses an external Gauss-
Newton algorithm to directly estimate the measurement of
angular velocity quaternion’s. In this case, the relation-
ship between the process and the measurement model is

linear, which allows the use of an approximate Kalman
filter, but for the process of calculating object kinematics
(UAV) in three projections, requires a large number of
state vectors and implementation of an extended Kalman
filter to linearize the problem. does not meet the require-
ments for the use of navigation systems based on MEMS
Sensors.

Scientific work [11] presents a similar approach based
on improved RKF, where the process of determining the
position of the UAV is based on magnetometer vector
data, and the MEMS PINS error model is built as a
Gauss-Markov process to predict the reduction of zero
drift of the gyroscope in magnetically inhomogeneous
media. The advantages of the advanced Kalman filter in
[12] include the process of predicting the navigation pa-
rameters of UAVs in space using a probabilistic model,
which significantly reduces the distortion of the input
signals of MEMS sensors, but increases the need for
computationally complex iterative processes for linear
regression algorithms.

In the work of the Madgwik filter [13], a filtration al-
gorithm with a constant gain is used to assess the state
(positioning) of the UAV in quaternion form based on the
MEMS data of the inertial navigation system. First, the
quaternion estimate is obtained by integrating the original
gyroscope data, and then corrected by the quaternion
based on the accelerometer and magnetometer data. The
next step of the algorithm is the process of calculating
data streams using the batch gradient descent algorithm.
The Madgwik method can compensate for the effect of
ferromagnetic errors on the orientation component, and
provides a better estimate of positioning at low computa-
tional operations.

3 MATERIALS AND METHODS

The method of increasing the MEMS data processing
speed of an inertial, UAV navigation system based on an
advanced Madgwik filter is based on quaternion algebra.

Formalization of the proposed method occurs in three
stages:

1. Stage of forecasting. At this stage, the process of
calculating the angular velocity vector based on the meas-
urement of gyroscope data, which determines the orienta-
tion of UAV in space, first calculates the quaternion de-
rivative, which describes the rate of change of orientation,
as a product of the previous position in space on the angu-
lar velocity vector.

2. Correction stage. In this step, the correction process
of navigation parameters using the delta quaternions of
the magnetometer and accelerometer.

3. Stage of adaptive adjustment based on gyroscope
indicators.

At the time of dynamic motion of the UAV (series of
turns) with highly dynamic acceleration, the accelerome-
ter sensor data cannot be corrected [14], so an adaptive
correction factor based on gyroscope data is used using
the Nesterov gradient descent algorithm [15].

Figure 1 shows a block diagram of the filter of inertial
measuring devices based on the advanced Madgwik filter.
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Figure 1 — Block diagram of MEMS PINS filtering based on the advanced Madgwik filter

Description of the blocks of the algorithm for increas-
ing the data processing speed of the MEMS inertial, UAV
navigation system based on the advanced Madgwik filter:

Block 1 — adjustment of the initial data of the gyro-
scope and integration;

Block 2 — accelerometer data processing;

Block 3 — block of magnetometer quaternion deltas;

Block 4 — accelerometer and magnetometer data filter-
mg;

Block 5 — accelerometer and magnetometer data cor-
rection in quaternion form;

Block 6 — adaptive gyroscope data correction.

The work of the algorithm begins at the stage of fore-
casting and initialization of initial data.

In block 1, similarly to the algorithm proposed in the
work of Madgwik, the initial estimation of UAV orienta-
tion in space is performed by calculating the orientation
quaternion derivative using array velocity angular veloc-
ity MEMS arrays relative to the local frame of reference.

However, it should be noted that in contrast to the
Madgwik algorithm, the proposed method uses the deriva-
tive of the inverse Valenti orientation function [16],
which is calculated using the inverse unit of the conjugate
quaternion, given in equation (1):

S. _E.* l s F
E90,t=89 ot :_qu,t®SQ,t71 > (1

where o);j’t =[0 oy oy0,].

In addition, there is integration (Fig. 1) by processing
the input data of the gyroscope in quaternion form

dg1+1 =9 posi—1 T oAt 2)

In block 2, the data of three axial accelerometers and
errors are processed. Functionally, in the MEMS module
of the accelerometer, the process of measuring linear ac-
celeration takes place, calculating the vector of the mag-
nitude and direction of the gravitational field relative to

the local coordinate system in the form of a quaternion
function R(q}g,t)gE =a% +AdS.

Calculation of gravity vector data allows you to find a
quaternion that performs the conversion operation be-
tween two reference frames, based on accelerometer and
magnetometer data:

0 a.
R(qqcc )R(qmag) 0= a, |-
1 a.

In block 3, at the output of the three-axis magnetome-
ter is measuring the magnitude and direction of the
Earth’s magnetic field in the local frame of reference,
taking into account local ferromagnetic distortions. The
geomagnetic field is determined relative to the geographi-
cal position of the object in space, using the World Mag-
netic Model [17].

At the next stage of the algorithm, the delta quaternion
of the magnetometer and the inverse quaternion of orien-
tation are used, which describes the rotation vector of the
magnetic field of the sensor reference system, which is
shown in equation (3).

Rlg)S S =1 3)

(0]
The next step is the process of calculating the quater-

nion G = 1)% + 1)2, , to calculate (4)

1.1 |JG
T
R (Gmag )= | 1y | =| 0 | o
lZ lZ

Thus, there is a process of minimizing the influence of
ferromagnetic errors on the magnetometer.

In block 4, there is an adaptive correction of the input
data of the accelerometer and magnetometer.
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At the first stage there is a process of forecasting the
quaternion in the components of the angles of roll and
tango. The result of calculating the values of the delta
quaternion of the accelerometer, we obtain by the formula

T

gz+1 gy 8z 0
+1)

2 J2le. +1) e

then there is the process of calculating the delta
quaternion of the magnetometer

| lreng 1,
M T Heeids))

The magnetometer delta quaternion describes the
process of rotation around the global coordinate system of
the Z axis, aligning the global X axis in the positive direc-
tion of the magnetic field. With this formulation, the
process of calculating the turn does not affect the compo-
nents of the yaw (course) and pitch, even in the presence
of magnetic perturbations, limiting their impact only on
the roll angle. Thus,

Aqmag = [Aq()mago OAq.’smag]T :

Then, subject to the receipt of the magnetic field esti-
mate, there is a correction of the vertical component of
the quaternion of orientation

Aquee =

T

S N A A
9 = qu O Agyee ® Aqmag' (5)

However, predicting the magnitude of gravity has a
deviation from the real vector of gravity, so there is a cor-
rection using the delta quaternion Aq,,.., which converts

the gravitational data of the global frame of reference qf;

in predicted gravity gg :

RlgiS * = g (©6)

(o)

Next is the transformation of the normalized UAV po-
sitioning data vector

0
R(Aqacc)z 0= gy | (7
1

After solving the equation in closed form, the quater-
nion component is determined Aq,.. =0.

The result of the accelerometer data processing pro-
vides the shortest rotation relative to the Z axis, so the
vector g, ~1.

In block 5, the process of scalar product Ag,.. on

the components of the quaternion Ag,,...

Provided that Agqq,.. >¢,(€209)

s ,\
dr = ACIoaCC ®AGyec -

To predict the orientation quaternion in the conditions
of influence of high-frequency accelerometer noise (dy-
namic influence on the determination of roll, UAV pitch),
the interpolation algorithm of equation (8) [18] based on

the identity quaternion is used ¢q; = [IOOO]T , aelo]:

Lerp (QI + Aqacc) = (ancc (1 - O())ql + oA - @)

The LERP algorithm does not support single normali-
zation of the delta quaternion, so the normalization opera-
tion occurs after the application of linear interpolation (9):

Aqacc = "éqacc

qacc

®

The points of the UAV orientation quaternion lie on
the surface of the hyper sphere (4D), provided that,
Aqo,ec < € 5 therefore, spherical linear interpolation was

used [18]:

sin([l - Ot]e)

sin O

N sin.(oce) A
sin 0

Slerp(ql +Aq e ) =

acc

Thus, ferromagnetic errors are compensated by the
process of “merging” the data of the magnetometer and
accelerometer, and switching between the respective algo-
rithms SLERP or LERP, depending on the operating con-
ditions of the algorithm.

In block 6 adaptive adjustments of gyroscope data.

The process of adaptive adjustment is carried out
when the UAV is moving at high acceleration and the
magnitude and direction of the acceleration vector differ
from gravity, so the orientation estimate can be based on
erroneous navigation data, which increases the accumula-
tion of position estimation error in space. However, it is
known [8] that the indicators of the gyroscope are not
affected by linear acceleration, so in this case the gyro-
scope data are used as the main source for evaluating the
determination of UAV positioning parameters.

To solve the problem of adaptive adjustment of UAV
positioning parameters, the error of setting a single vector
is determined u,, , which is given in the following equa-

tion:

m

~S
"
el
g

The accelerometer and magnetometer data correction
unit predicts a correction vector that initiates a prognosis
to estimate the orientation of the local gyroscope date
sensor reference system at the initial time point.
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The process of zero drift compensation of the gyro-
scope in a dynamic medium is based on the algorithm of
the Nesterov gradient descent [19]. This reduces the time
to find the extremes of the objective function (compo-
nents of the quaternion error of the gyroscope at time ¢).

*
SO bpos &(2ons,t—l ® qV(f) P

v = YAqﬁWIV(Q( Py As)t —yAq,),OSysl,

*
q(ég,ﬁs,rhs)t = q('g,&s,rhs) - Aqu .
Next, the initial data of inertial sensors is normalized

and, based on the obtained indicators; the UAV position-
ing parameters in space are predicted (11)

Qposa+1 =g, — (BA gy, - (11)
4 EXPERIMENTS

The experiment was conducted in the MatLab soft-
ware environment using a real set of UAV flight data at
speed vy p =40km/h, at the time interval of the UAV
flight r={1...300}c, sampling frequency of processing of
MEMS sensors navigation parameters AF =100Hz .

As initial data applied navigation parameters of
MEMS MPU - 9255 inertial navigation system. It is nec-
essary to achieve a minimum deviation of the UAV flight

trajectory f(c}g,&s,n%s ,l;,S )—) A pos (t)= min, in condi-

tions other MEMC sensors and INS elements do not in-
crease the angular velocity setting error.

During the experiment, attention was focused on the
response of the system during the dynamic movement
(series of turns) of the UAV. The phenomenon of dis-
placement of the sensors is a signal that changes slowly
over time. In order to avoid filtering of useful informa-
tion, the low-pass filter is used only when the sensor is
stationary. If the sensor is stationary, the offset is updated;
otherwise it is assumed that the correctness of the indica-
tors corresponds to the previous state.

The experiment compares the evaluation of the char-
acteristics of the proposed improved Madgwik filter in
different conditions with other MEMS PINS filtration
methods based on the original Madgwik filter and.

At the beginning, the general characteristics are evalu-
ated, and then the efficiency of different methods under
conditions of magnetic perturbation and high non-
gravitational acceleration is compared [20].

In the process of the experiment to ensure the correct-
ness of the measurements (acceleration, angular velocity
and value of the magnetic field strength) was used sensor
inertial navigation system MEMS "MPU-9250".

The process of determining the orientation of the
UAYV during the disappearance of GPS signals, was due to
the processing of acceleration data and magnetic field
data.
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Figure 2 — The process of compensating for MEMS magne-
tometer errors in the process of changing the ferro-magnetic
environment in the axis: a— X, b-Y,c-Z

The first two tests were to apply the effect of magnetic
perturbation for 2—-3 seconds, while in the third — the per-
turbation was static until the end of the experiment.

At the beginning of the experiment, the norm of the
measured magnetic field is constant; its value differs from
the norm of the reference vector of the magnetic field
(0.54 Gauss). The graph (Fig. 3, 4) compares the results
of three MEMS PINS filtering algorithms:

— the Madgwick filter is marked on the graph with a
red line;

— Kalman filter with green line;

—advanced Madgwick filter with black line.
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A popular RMSE error metric is used (Table 2), which
shows an estimate of the accuracy of determining the na-
vigation parameters of the PINS during the disappearance
of the GPS.

Figure 3 shows the result of the operation of filtering
algorithms for the process of compensating for the shift of
the drift zero of the gyroscope.
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Figure 3 — The result of the MEMS gyroscope filtration al-
gorithms in the axis:a— X, b-Y,c-Z

During the operation of the proposed improved
Madgwik filter, the effect of ferromagnetic interference
on course determination was reduced due to the two-step
filtering process of the correcting delta quaternion (accel-
erometer and magnetometer), while in the algorithm fer-
romagnetic perturbations, and the restoration of the cor-
rectness of the sensor occurs when eliminating the source
of ferromagnetic perturbation.

As a rule, the compensation of the drift of zero devia-
tion of the gyroscope occurs in stationary positions in the
process of finding the average value of the gyroscope or
the incompatibility matrix (Jacobi) is used to linearize
complex dynamic processes [10]. However, such methods
are not able to eliminate the trend of drift, being in dy-
namic motion and also increasing the increasing computa-
tional complexity. For this purpose, it is proposed in the
advanced Madgwik filtering algorithm to alternatively use
the block of the corrector of the gyroscope-quaternion,
at the time to predict the drift of zero displacement
(Fig. 1).

Figure 4 shows the result of the MEMS PINS filtering
algorithms in the process of error compensation affecting
the accelerometer performance of different speeds.
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Figure 4 — The result of the MEMS accelerometer filtering algo-
rithms in the axis:a— X, b-Y,c—-Z
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Figure 5 shows graphically the results of determining
the navigation parameters (6,(p,\|/) using the classic and

advanced Madgwik filter, and the Kalman filter.
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The navigation estimation algorithm uses accelerome-
ter, magnetometer, and gyroscope measurements com-
bined into a linked coordinate system using the Earth’s
magnetic field and gravity vector to compensate for the
zero-angle MEMS error of the gyroscope when GPS sig-
nals are lost.

Table 1 — Comparison of data processing speed MEMS signals

of PINS
. Processing Standard
Algorithm time (pLs) deviation
Madgwik filtration 1.2839 0.7101
Advanced Madgwick 0.9846 0.4032
RKF 7.0408 0.2342

Table 2 — The standard deviation of navigation parameters
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150 |~ by the following factors: process of linearization of the
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Figure 5 — The result of filtering to determine the naviga-
tion parameters of the orientation using
a — Advanced Madgwick filter, b — the Madgwik filter, ¢ —
Kalman filter

5 RESULTS

Evaluation of the effectiveness of the method of im-
proving the accuracy of data processing MEMS — inertial
navigation system sensors in the autonomous mode of
UAV flight is performed using the software environment
MatLab 2020b and Python 3.7.

Table 1-2 presents an assessment of the effectiveness
of the results of filtering algorithms on the criterion of
standard deviation.

the following: angle ¢<1,3° angle 6<1,6° course angle
Wy <32°.

Low levels of accuracy of application of the Madgwik
filter are caused by the following factors: there is a diffi-
culty of exact definition of positioning in the course of
transformation of a quaternion of orientation from local
system of reference of the magnetometer sensor and gyro-
scope, into the global frame of reference. This phenome-
non occurs due to the limitation of the degree of freedom
in the system of orientation equations proposed by
Madgwik [13], which has two free-levels when the UAV
moves in a dynamic environment, the magnitude and di-
rection of the total measured acceleration vector different
from gravity, in this case the vector state is estimated us-
ing noisy data, which leads to a significant deterioration
in the determination of UAV orientation in space, the
Madgwik algorithm uses a packet gradient descent to find
the optimum error function of the orientation quaternion,
which in turn limits the signal processing speed of MEMS
PINS.

The application of the advanced Majvik filter to de-
termine the navigation parameters of the orientation
showed the following results: angle ¢<0,292°, angle
0<1,93°, course angle y<0,16° at a time interval

={1...300}c.
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6 DISCUSSIONS

In the framework of the work the main theoretical as-
pects of the method of improving the accuracy of MEMS
navigation data processing of the inertial navigation sys-
tem of UAVs are revealed. Implementation became pos-
sible as a result of in-depth study of existing methods of
processing UAV navigation systems. With the help of
experimental research of the proposed solutions it was
possible to obtain the adequacy of the proposed method
by comparing the results obtained with the results of their
application in the MathLab software environment. Struc-
tural and functional schemes of the PINS control system,
which is the basis of the methodology of the algorithm for
implementing an intelligent automatic control system of
the UAV control system, are given, especially in the case
of short-term signals from global positioning systems.

The proposed method gives positive results in terms of
a significant reduction in the standard deviation of naviga-
tion parameters, and as a result of a significant reduction
in the course deviation of the UAV.

CONCLUSIONS

The proposed method based on the advanced Madg-
wik filter shows better speed of data processing of naviga-
tion parameters and accuracy of positioning parameters in
UAYV space based on PINS micro electromechanical sys-
tem compared to extended filtering methods based on
extended filtering. 32%, and Madgwik 20%.

The difference between the proposed method and the
existing ones is as follows:

— firstly, it reduces the effect of ferromagnetic noise
on the course and pitch components when the magne-
tometer sensor is perturbed by local ferromagnetic noise;

— secondly, the proposed method does not use com-
plex calculations of matrix inversions while maintaining
low computational costs through the use of linear interpo-
lation algorithm;

— thirdly, the fast convergence of the UAV orientation
quaternion due to the algebraic solution;

— fourth, two different gain for the process of separate
filtration of different speeds and ferromagnetic noise of
the magnetic field;

— fifth, during the flight of the UAV in a dynamic en-
vironment, the Nesterov gradient descent algorithm is
used to calculate the component of the quaternary orienta-
tion error, while reducing computational costs and time to
find the minimum error function PINS MEMS navigation
parameters.

The obtained scientific result is expedient to use in
control systems of unmanned aerial vehicles in a complex
signal-interfering environment.
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METOJ NIABUINEHHS TOYHOCTI ObPOBKH HABIT! AIIMHUX JAHAX MEMC IHEPIIAJIBHOI
HABIT'AOIMHOI CUCTEMM BILIA

®ecenkxo O. JI. — Buxianad kadeapu TexHIYHOTO Ta METpoJIOridHOroO 3abe3mnedeHHs GakyabTeTy [HpopMaIiifHIX TeXHOJIOTiH
BilicbkOoBOr0 IHCTHTYTY TeJIeKOMYHiKalii Ta iHpopmarn3auii imeni I'epoiB Kpyt, Kuis, Ykpaina.

BeasikoB P. O. — xaHJ. TeXH. HayK, JIOLEHT, CTapUIMii BUKIanad kadeapu TexHIYHOTO Ta METPOJIOTiYHOrO 3a0e3mnedeHHs (haKy-
nbTeTy [HpOopManiiinux TexHomnoriii BilicbkkoBoro iHCTHTYTY TelaekoMyHikalii Ta indopmaru3auii imeni ['epoiB Kpyt, Kuis, Ykpai-
Ha.

PangiBinos I'. JI. — kaHz. TeXH. HayK, JAOLEHT, 3aCTYITHHK HaYaJbHUKA 3 HAYKOBOI poOOTH BiliCBKOBOrO iHCTHTYTY TEIEKOMYHi-
Kauii Ta inpopmaru3anii imeni ['epoiB Kpyt, Kui, Ykpaina.

Cacin C.A. — crapmmii Bukiagad kagenpu boioBoro 3actocyBaHHS HiIpO3/iIiB 3B 513Ky BilfiCbKOBOTO IHCTUTYTY TEIEKOMYHi-
Kariif Ta indpopmarn3zaunii imeni I'epoiB Kpyrt, Kuis, Ykpaina.

Bopucos O. B. — xany. TexH. HayK, crapiuuil Bukiaaad kagenpu [1o0ynoBu TenekoMyHikaliiHUX cucteM BilicbkoBoro iHCTH-
TYTY TeJIeKOMyHiKanii Ta indpopmatn3zauii imeni ['epoiB Kpyrt, Kuis, Ykpaina.

Bopucos 1. B. — kanj. TexH. HayK, IOLEHT, HAYAJIBHUK HAYKOBO-ZOCIIJHOTO YIPaBIIiHHSI HAyKOBO-I0CTiIHOrO iHCTUTYTY MiHic-
tepctBa O60oponu Ykpainu, Kuis, Ykpaina.

Jepkau T. B. — HauanpHuK BigaineHHs HaBYaIbHO-Ta00paTOPHOTO 3a0e3mnedeHHs BiiichKOBOTO IHCTUTYTY TeIEKOMYHIKamii Ta
inpopmatmsanii imeHi ['epois Kpyt, Kuis, Ykpaina.

KoBaabuyk O.0. — crapmmii BukiIagad kadeapu TexXHIYHOrO Ta METPOJIOridHOro 3abe3mnedeHHs (akynprery [HbopMamiiamx
TeXHOJIOTiH BilicbKOBOTO IHCTHTYTY TeJIeKOMyHiKarii Ta indpopmarn3zaunii imeni I'epoi Kpyrt, Kuis, Ykpaina.

AHOTAIIA

AxTyanbHicTh. CyuacHa Teopis 1 IpaKkTHKa HiIrOTOBKU Ta BEIICHHS BOEHHUX [l Ha Cyli, Ha MOpi, OBITpPi, a BilHeaBHA 1 y
KibeprpocTopi JUKTY€e HEBMIHUHHY MOJCPHI3allil0 BiHCHKOBOI TeXHiKH. Po3poOka MPUHLHKIIOBO HOBOTO O30pPOEHHS 3HIHCHIOETHCS 3
ypaxyBaHHSM OJIHi€l i3 OCHOBHMX BUMOI' — MaKCHMMaJIbHOI aBTOMAaTH3aLlil POLECIB eKCIuTyaTalil, o J03BoJIsg€ KoMOaTaHTaM Mak-
CHMAJIbHO JUCTAHIIIOBAaTUCS OAWH BiJ OJHOTO.

Cepen HOBITHIX 3pa3kiB 030pO€HHS Ha MMoJi 000, Yepe3 MepeBakHO MO3UIIHHUI XapaKTep BeICHHS 30POHHOTO MPOTHUCTOSHHS,
cTanu (aKTHYHO HE3aMiHHUMH, Yepe3 BJIACHY MYJIbTH3aJauHicTh, Oe3minoTHi yitaneHi anapat (BIIJIA). OgauM 3 NUIAXIB MigBH-
meHHs eexTrBHOCTI BITJIA Ha nmoumi 6010 € HiIBUIIEHHS PiBHS TEXHIYHOT JOCKOHAIOCTI CHCTEM KEPYBaHHS MOJIBOTY.

CTBOpEHHSI HOBUX MIJIXOJIB AJIsI NIPOSKTYBaHHS HaBIiramifHMX cucteM OE3MIIOTHHX JIITaJbHUX amapaTiB, 30KpeMa, Ha OCHOBI
6e3ruiaTopMeHHOI iHepHiabHOT HaBiraniifHO! CUCTEMH € aKTyaJIbHUM 3aBIaHHSM, L0 J03BOJIUThH 3a0€3IeUNTH aBTOMaTHYHE Kepy-
BaHHs MapipyToM nosiboty BITJIA 3a BiACyTHOCTI KOPUTYBaJIbHUX CUTHAJIB Bijl T100aIbHOT CHCTEMH CYITy THUKOBOT HaBiraiii.

Meta. Metoto poboTu € po3pobka METOy MiZABUIIEHHS TOYHOCTI 00poOku HaBiraumiiiaux gannx MEMC inepriiansHOi HaBira-
LiHHOT cucTeMu 0E3MIOTHOTO JIITaJIFHOTO anapary Ha OCHOBI BAOCKOHAIEHOTO GinbTpy MamKBika.

3a3HayeHUI METO]] TO3BOJIHUTH IiIBUIINTH IBUIKICTH OOPOOKH JTaHWX HaBIrallifHUX MapaMeTpiB Ta TOYHICTH BU3HAUCHHS Mapa-
MeTpiB no3unitoBaHHs B mpoctopi BITJIA 3a paxyHOK 3aCTOCYBaHHS BIOCKOHAJICHOTO QibTpy MamKkBika.

B po6oti nokaszano pospobieny 61o0k-cxemy ¢insrpanii MEMC BIHC Ha ocHOBI BrockoHaneHoro ¢insTpa Mamxsika, mpose-
JICHO JIeTalli30BaHUH MaTeMAaTHYHU OIKC MpowueciB (iIbTparii.

3a3HayeHui MeTox OyB anpoOOBaHUT EKCIIEPUMEHTAILHO B TporpaMHOMY cepenoBuili MatLab BUKOpHCTOBYIOUYH peasibHU Ha-
6ip nanux 3i0panuii B mpoueci nonsoty BITJIA.

Metoa. [l NOCSATHEHHS! MOCTABJICHOI METH BHUKOPHCTAHO TaKi METOH: IHTENEKTyalbHI CHCTEMH, TEOpis aBTOMAaTHYHOTO
YIpaBIiHHA, TICEBIOCIIEKTPATBHUI METOI; METOIH Ha 0a3i TeHETUYHOTO aJrOPUTMY Ta almapar HeYiTKoi HEHPOHHOI MepexKi.
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PesyabTaTn. Po3po6iieHO MeTO MiIBUINEHHS TOYHOCTI 00poOKky HaBiramiitanx gannx MEMC iHepLiaibHOI HaBiramiiHol cuc-
TeMH OE3IUIOTHOrO JITAIBHOrO amapary Ha OCHOBI BJOCKOHaieHoro ¢inbrpy Masmpksika. [IOCIiDKEHO MOXKIMBICTh IPAKTHYHOTO
3aCTOCYBaHHSI OTPHMAHUX PE3yJIbTATiB Ta MOPIBHSIHO 3 TpaguLiitHUMU MeTonamu. [IpoBeieHO eKCIIepUMEeHT B IPOrpaMHOMY cepe-
nosuii MatLab, Ta npoBeneHo MOPiBHIHHS i3 MeTOAOM 00pOOKH HaBirauiifHMX AaHUX Ha OCHOBI QiIbTPY Mamksika i GpinsTpy Ka-
JIMaHa.

BucHoBku. Po3pobienuii MeTo miABUIICHHS TOYHOCTI 00poOKyu HaBiraniiaux aannx MEMC iHepuianbHOi HaBiramiiHOi cuc-
TeMH O€3MUIOTHOTO JITAJBHOTO anapaTy Ha OCHOBI BIOCKOHaJCHOTO PibTpy MakBika MoKa3ye mepeBary MOpiBHAHO i3 BiIOMUME
METOJaMH 3a BiJICYTHOCTI KOPHTYBAJIbHUX CHTHAJIB BiJ INI0OAJIBHOI CHCTEMHU CYIyTHHKOBOI HaBiramii i3 TOYHOCTI Ta IIBHAKOCTI
00poOKH HaBiramiiHUX TAHHUX.

KJIFOUOBI CJIOBA: inTenekryaibHa cUCTEMa aBTOMAaTHYHOIO YIPAaBIiHHS, HaBiramiiiHa cucreMa, O€3NMUIOTHUN JiTaIbHUIM
arapar.
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METO/J INIOBBLIINEHUSI TOYHOCTH OBPABOTKM HABUT'AIMOHHbIX JTAHHBIX MOMC UHEPLIUAJIBHOM
HABUTI'AIUOHHOU CUCTEMBI BILIA

®ecenko O. [I. — npenonasaress Kapenpsl TeXHUIECKOr0 U METPOJIOTHYECKOro obecredeHus ¢akynbrera MHGpopMamoHHbIX
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AHHOTAIUA

AkTyanbHocTb. CoBpeMeHHasl TeOpUs ¥ NMPAKTHKA MOATOTOBKH U BEAECHUS BOCHHBIX JEWCTBUII Ha CyIlle, HA MOPE, BO3IYyXeE, a C
HEJIaBHUX MOP U B KUOEPIIPOCTPAHCTBE JUKTYET HEYCTAaHHYIO MOJEPHU3ALUIO BOGHHON TeXHUKH. Pa3paboTka MpUHIMNNAIBHO HOBO-
IO BOOPY’KEHHS OCYIIECTBIACTCS C y4ETOM OJHOTO M3 OCHOBHBIX TPEOOBAHMH — MaKCHMalbHOW aBTOMATH3aIMU IPOIECCOB KC-
ILTyaTaIiH, TO3BOJISIET KOMOAaTaHTaM MaKCHMAaJIbHO AMCTaHI[IPOBATHCA APYT OT APYyTa.

Cpenn HOBeHIIMX 00pa3IOB BOOPYXKEHHS HA Ioie 00s, depe3 NPeHMYyIIECTBEHHO MTO3UIMOHHBIA XapaKkTep BEACHUS BOOPYKEH-
HOTO HPOTHBOCTOSIHHMS, CTAIN (haKTUUECKN HE3aMEHUMBIMH, Yepe3 COOCTBEHHYIO MYJIbTH3aadHOCTb, OCCIIIOTHBIC JIETATeIbHBIC
armapartsl (BITJIA). OxgnuM u3 myreit nosbimenus d¢dexrrBHocTy BITJIA Ha mose 6ost sSIBIIseTCs MOBBIIIEHHE YPOBHS TEXHUYECKOTO
COBEPLICHCTBA CHCTEM YIIPABJICHUS TIOJIETOM.

Co31aHue HOBBIX NMOJXO0J0B ISl IPOEKTHPOBAHNUS HABUTAIIMOHHBIX CHCTEM OECITMIOTHBIX JIETATEIbHBIX aIllIapaToOB, B YaCTHOCTH,
Ha OCHOBE OecruiaTGOopMEHHOM HHEPLHATbHOI HAaBUTALMOHHON CHCTEMBI SIBISICTCS aKTyaJlbHOM 3a/adeil, 4To MO3BOJIUT 00ECIIeUUTh
aBTOMAaTHYECKOE yINpaBieHHe MapmpyTy nonera BIIJIA mpu OTCyTCTBHH KOPPEKTHPYIOMIMX CHIHAJIOB OT TJIOOATbHON CHCTEMEI
CIIyTHUKOBOH HaBHTAIUN.

Lean. Lenbro paboTs! sBIIsieTCS pa3paboTka METO/A MOBBILICHUS] TOYHOCTH 00paboTKN HaBUTAMOHHBIX HaHHEIX MEMC unep-
[UATGHON HABUTaMOHHONW CHCTEMBI OCCIMJIOTHOTO JIETAaTEeJIbHOTO allapaTa Ha OCHOBE YCOBEPIICHCTBOBAHHOTO (HIBTPA
MaxBuka.

VYka3aHHBIH METOJ MO3BOJMT IOBBICUTH CKOPOCTh 0OpPAOOTKM AHHBIX HABUTAMOHHBIX MApaMEeTPOB M TOYHOCTH ONPEIEIICHUS
rapaMeTpoB MO3ULIKMOHUPOBaHuUs B pocTpancTBe BITJIA 3a cueT mpuMeHeHus yCOBEepIIEHCTBOBAHHOTO GuiabTpa MamKBuKa.

B pabote moka3aHo paspaboranHyio Onok-cxemy ¢uimbrpain MOMC BMHC Ha ocHOBE yCOBEpLICHCTBOBAHHOTO (uibTpa
MakBHKa, IPOBEAEHO JETATH3HPOBAHHOE MATEMAaTHIECKOE OMMHCAHKE MIPOLECCOB (PUITBTPALIUHL.

YkazaHHBI MeTOJ ObUT anpoOHPOBaH SKCIEPHUMEHTAIBHO B IPOrpaMMHOM cpene MatLab ucnons3ys peanbHbI HA00P TaHHBIX,
coOpaHHBIX B nporiecce nosera BITJIA.

Metoa. st JOCTH>KEHUS TOCTABICHHON II€TH MCHOIB30BaHbI CIEAYIONINE METOABI: HHTEIUICKTyaIbHbIE CHCTEMBI, TEOPHUS aBTO-
MaTHUYECKOr0 YIPaBJICHHs, ICEBAOCIEKTPAILHUN METOJ], METO/IBI Ha 0a3e reHEeTHYECKOro aIrOpUT™Ma M anmnapar HedeTKOH HeWpoH-
HOM ceTu.

Pe3yabTaThl. Pa3zpaboran MeTos MOBHIICHUS TOYHOCTH 00pabOTKK HaBUrauMOHHBIX AaHHBIX MEMC nHepuuansHOi HaBUTAIM-
OHHOW CHCTeMBbI OECIMJIOTHOTO JICTATEJILHOTO alnapaTa Ha OCHOBE YCOBEpIICHCTBOBaHHOro (uibrpa Mamksuka. MccienosaHa
BO3MOKHOCTh NPAKTHIECKOTO MPUMEHEHHUS MOIYYEeHHBIX PE3yIbTaTOB M MO CPABHEHUIO C TPAAHUIMOHHBIMH MeToxamu. [IpoBemeH
9KCIIEpUMEHT B IporpamMmHoi cpexe MatLab, n mpoBeaeHoO cpaBHEHHE ¢ METOJOM 0OpabOTKH HaBUTAaIMOHHBIX AAHHBIX HA OCHOBE
¢mnbpTpa Mamkeuka u puiasTpa Kanmana.
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