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ABSTRACT

Context. Cluster analysis is widely used to analyze data of various nature and dimensions. However, the known methods of clus-
ter analysis are characterized by low speed and are demanding on computer memory resources due to the need to calculate pairwise
distances between instances in a multidimensional feature space. In addition, the results of known methods of cluster analysis are
difficult for human perception and analysis with a large number of features.

Objective. The purpose of the work is to increase the speed of cluster analysis, the interpretability of the resulting partition into
clusters, as well as to reduce the requirements of cluster analysis to computer memory.

Method. A method for cluster analysis of multidimensional data is proposed, which for each instance calculates its hash based on
the distance to the conditional center of coordinates, uses a one-dimensional coordinate along the hash axis to determine the distances
between instances, considers the resulting hash as a pseudo-output feature, breaking it into intervals, which matches the labels
pseudo-classes — clusters, having received a rough crisp partition of the feature space and sample instances, automatically generates a
partition of input features into fuzzy terms, determines the rules for referring instances to clusters and, as a result, forms a fuzzy in-
ference system of the Mamdani-Zadeh classifier type, which is further trained in the form of a neuro-fuzzy network to ensure accept-
able values of the clustering quality functional. This makes it possible to reduce the number of terms and features used, to evaluate
their contribution to making decisions about assigning instances to clusters, to increase the speed of data cluster analysis, and to in-
crease the interpretability of the resulting data splitting into clusters.

Results. The mathematical support for solving the problem of cluster data analysis in conditions of large data dimensions has
been developed. The experiments confirmed the operability of the developed mathematical support have been carried out.
Conclusions. . The developed method and its software implementation can be recommended for use in practice in the problems

of analyzing data of various nature and dimensions.

KEYWORDS: cluster analysis, neuro-fuzzy network, hash, fuzzy inference, data analysis.

ABBREVIATIONS
NFN is a neuro-fuzzy network.

NOMENCLATURE
o is a user-specified coefficient;
B is a user-specified coefficient;

€ is an error threshold value specified by the user;
<ajg, bj‘q s Cigo d jq > are adjustable parameters of

fuzzy term membership function;

C is a set of adjustable parameters;

C*is a k-th cluster parameters;

E is a classification error;

F is a criterion of a model quality (user-specified);

Fi, is a quotient from division of F for the first and
second models;

G, is a quotient from division of Ig coefficients for
first and second models;

GF,, is a quotient from division of lgr coefficients for
first and second models

i is a feature number;

I i is an indicator of individual informativity of the

j-th feature;
li,p,j,q 18 @ pairwise equivalence estimate for the

terms of different input features;

I'' is an average estimate of the relationship between
the terms of different input features;

| is an average estimate of the relationship of fea-
tures;
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I(i,j) is an estimate of the pairwise relationship of the
i-th and j-th input features;

ljq is an indicator of the individual informativity of the
g-th term of j-th feature for the entire set of classes;

| is a generalization indicator;

| g is a generalization of features indicator;

j is a feature number;

K is a number of subsets (clusters, pseudo-classes);

ljq is a left boundary of the g-th interval of j-th feature;

Ljq is a length of the g-th interval of values of the j-th
feature;

N is a number of features characterizing instances;

N' is a number of features after reduction;

N is a sample dimensionality;

N;j is a number of intervals into which the range of val-
ues of the j-th feature is divided,;

Njq is a number of times the g-th term of j-th feature
was used in the rules;

N;j gk is a number of instances of k-th class belonging
to the g-th term of j-th feature;

N, is @ number of parameters of the clustering model;

opt is a formal designation of the optimum;

g~ is a number of the interval, in which s-th instance
hit according to the hash value s ;

g’j is a is number of the term of j-th feature to which
s-th instance belongs (hit in);

q? is a number of the interval in which s-th instance

hit on j-th feature;
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R. is a conflict set of rules;
| R | is a power (the number of rules in) of the con-

flict set;

I is a right boundary of the g-th interval of j-th feature;

S is an instance number;

(s) is a rule number;

S'is a number of instances in a reduced set;

S is a number of instances in the sample;

t is a running time of the method;

t;, is a quotient from division of t for the first and sec-
ond methods;

m,, is a quotient from division of m for the first and
second methods;

w® is a weight of s-th rule;

X is a sample of observations;

x® is a s-th instance of a sample;

X'j is a value of j-th feature for s-th instance of a sample;

X is a hash value for the instance X;

y® is a label of the output feature (pseudo-class or clus-
ter) for s-th instance;

y+ is a calculated class number for the recognized in-
stance X°.

INTRODUCTION

The cluster analysis [1-17] is widely used to analyze
data of various nature and dimensions. The purpose of
cluster analysis is to split the initial sample of observa-
tions (instances) into compactly located groups of in-
stances or to identify compact areas of grouping instances
— clusters in the feature space that describe the sample
instances.

The object of study is the process of cluster analysis
of data samples.

There are two groups of cluster analysis methods:
crisp [1-17] and fuzzy methods [18-26]. Unlike crisp
methods, which provide a coarser separation of instances,
fuzzy methods allow more adaptive selection of clusters
in the feature space.

The subject of study is the methods of fuzzy cluster
data analysis.

Fuzzy cluster analysis methods [18-26] are highly
adaptive and require a large number of parameters to be
adjusted. Also, the well-known methods of fuzzy and
crisp cluster analysis are characterized by low speed and
are demanding on computer memory resources due to the
need to calculate pairwise distances between instances in
a multidimensional feature space. In addition, the results
of known methods of cluster analysis [1-29] are difficult
for human perception and analysis with a large number of
features.

The purpose of the work is to increase the speed of
cluster analysis, the interpretability of the resulting parti-
tion into clusters, as well as to reduce the requirements of
cluster analysis to computer memory.
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1 PROBLEM STATEMENT
Suppose given the sample of observations x={x%},
2,.,8,x={x},j=1,2, .., N, then the problem of
cluster analysis of sample X is to determine the splitting of
the sample X into K subsets (clusters, pseudo-classes) with
parameters C={C"}:

K
x=Jix* | x® eCK,s=12,.,S},
k=1

F(x,C) — opt.

As a rule, such a criterion should ensure the minimiza-
tion of distances between instances within the same clus-
ter and the maximization of inter-cluster distances of in-
stances [1, 12—14]. Here, the distance between instances
in the feature space is considered as a measure of their
similarity.

That is, for a given sample X, we need to construc-
tively determine F and to find the optimal (or acceptable)
values of C for it.

2 REVIEW OF THE LITERATURE

According to the type of membership functions used
for instances to clusters, the known methods of cluster
analysis are divided into crisp and fuzzy methods.

Well-known methods of crisp cluster analysis [1-17,
27-29] assume that the initial sample of observations is
divided into clusters in such a way that each instance be-
longs to only one cluster, and the partition is formed itera-
tively from the initial random or user-defined partition to
the final partition that satisfies the specified criterion
quality. In fact, the main differences between the well-
known methods of crisp cluster analysis [1-17, 27-29]
are the method of calculating the distance, the quality
criterion of the partition, the method of generating the
initial partition (set of initial partitions), the method of
generating a new partition (set of partitions) of the sample
based on the existing (or previously considered), search
termination criteria. In this case, the partition quality cri-
terion is a function determined on the basis of pairwise
distances between sample instances, as well as distances
from instances to cluster centers in the feature space. The
calculation of such distances for samples of large dimen-
sions is a computationally expensive task and also re-
quires significant memory costs to load the entire sample
of observations into memory. Additionally, the task is
complicated by the need for pairwise enumeration of dis-
tances between instances.

The well-known methods of fuzzy cluster analysis
[18-26] assume that each sample instance belongs to all
clusters, but with different values of the membership
function, the splitting of instances into clusters is formed
iteratively from the initial random or user-specified split
to the final split that satisfies given quality criteria. In
fact, the main differences between the known methods of
fuzzy cluster analysis, as well as for the methods of crisp
cluster analysis, are the method of calculating the dis-
tance, the quality criterion of the partition, the method of
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generating the initial partition (set of initial partitions), the
method of generating a new partition (set of partitions) of
the sample based on the existing (or previously consid-
ered), criteria for terminating the search. At the same
time, in contrast to crisp cluster analysis, fuzzy methods
operate with cluster memberships calculated on the basis
of the distance function of instances to cluster centers.
Like crisp methods in fuzzy cluster analysis, the partition
quality criterion is a function determined on the basis of
pairwise distances between sample instances in the fea-
ture space. The calculation of such distances for samples
of large dimensions is a computationally expensive task
and also requires significant memory costs to load the
entire sample of observations into memory. Additionally,
the task is complicated by the need for pairwise enumera-
tion of distances between instances, as well as the need to
recalculate the belonging of instances to clusters.

Crisp methods of cluster analysis [1-17, 27-29] are
obviously more accurate (provide a specific result), but at
the same time coarse and less adaptive. Fuzzy methods
[18-26] give a fuzzy assessment of the membership of an
instance to a cluster and are less accurate (specific in the
assessment of membership), but at the same time they are
more adaptive compared to crisp methods, but also more
expensive in terms of the amount of calculations and the
required memory.

Depending on the method of forming a partition into
clusters, cluster analysis methods can be divided into non-
hierarchical [1-17], in which clusters are not subordi-
nated, and hierarchical [27-29], in which partitioning is
carried out sequentially by forming nested clusters. In
fact, non-hierarchical methods implement breadth-first
search, while hierarchical methods implement depth-first
search.

It should also be noted that most of the known meth-
ods of cluster analysis are dependent on a set of features
specified by the user and do not allow one to evaluate
their significance. This leads to an excessive partition, an
increase in the number of calculations, and also reduces
the possibility for the perception of the resulting partition
by a person.

Also, if a set of features contains interrelated, dupli-
cate, similar features, or features that are discrete of a
time-distributed value, traditional cluster analysis meth-
ods will generate an extremely complex, redundant, and
uninterpretable partition. However, they will not be able
to identify such signs and eliminate or use them more
effectively.

Therefore, there is a need to eliminate the shortcom-
ings of crisp and fuzzy methods by developing a fuzzy
clustering method taking into account crisp partitioning
and search acceleration heuristics.

3 MATERIALS AND METHODS
Unlike most cluster analysis methods [1-29], which
involve calculating the distances between all instances in
the feature space, it is proposed to calculate the hash dis-
tance from it to the conditional common center of coordi-
nates for each instance, replacing the N-dimensional in-
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stance coordinate vector with one coordinate, and then
determine the distance between instances in one-
dimensional space. This will allow for large samples to
load into memory only individual instances (minimally —
one by one in turn), reducing the amount of calculations
and the minimum amount of memory required.

Also, unlike the traditional methods of cluster analysis
[1-29], it is proposed to consider the obtained hash fea-
ture [30—49] as a pseudo-output feature, dividing it into
intervals, which can be compared with labels of pseudo-
classes — clusters. This will allow replacing the enumera-
tion of pairs of compared feature distances with an or-
dered set of one-dimensional coordinates of instances
along the hash axis, thus reducing the amount of calcula-
tions.

Further, having received a rough crisp splitting of the
sample instances, it is proposed for them to set the split-
ting of the input features into fuzzy terms, to determine on
their basis and splitting the instances the rules for refer-
ring instances to clusters.

In contrast to the traditional metric approach to cluster
analysis [1-17], which involves the use of the entire set of
initial features, it is proposed to evaluate the informativity
of features [50, 51] and fuzzy terms [52, 53] and exclude
non-informative terms, as well as non-informative fea-
tures, while maintaining an acceptable level of quality
criterion.

Than we may determine the fuzzy inference system of
the Mamdani-Zadeh classifier type, which in the form of a
neuro-fuzzy network can be further trained by means of
optimization methods [54—56] to adjust the parameters of
membership functions to fuzzy terms and weights of rules
that provide acceptable values of the clustering quality
functional.

The above mentioned feature and term reduction will
reduce the complexity of calculations, reduce the amount
of memory, the complexity of the neuro-fuzzy system,
reduce the number of configurable network parameters
and, as a result, increase its level of data generalization, as
well as interpretability.

Formally, a method for constructing a NFN for data
cluster analysis that implements the ideas described above
can be represented as follows.

The initialization stage. Specify a sample of observa-
tions X={x"} and used defined values £¢>0, 0<a <1, and
0<p<l.

The hash calculation stage. Using one of the hash cal-
culation methods [30-49] determine the hashes {X;} for
the sample instances. Order sample instances along the
hash value axis X; .

The stage of a crisp division of the feature space. Split
the range of hash values X; into intervals, numbering

them sequentially. For each sample instance X°, fix the
number of the interval ¢, in which it fell according to the

hash value Xi, as the label of the output feature — the
pseudo-class (cluster) y° = g’
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A crisp division of the ranges of feature values into in-
tervals (selection of terms) can be done in various ways.

The simplest way is to divide the range of values of
each feature into an equal number of intervals that have
the same length for the corresponding feature. With such
a partition, the space of input features will be divided by a
uniform grid, the parameters of the intervals of which are
easy to determine the number of intervals into which the
range of values of the j-th feature is divided N; (Nj>2). It
is also reasonable to provide the restriction Nj > K . It is
also desirable that N; << S. For a given number of inter-
vals N; define L4 the length of the g-th interval of values
of the j-th feature:

XEnax_XEnin
Ligq= ;
N;
min . S
Xj = min {Xj}
s=1,2,...,S
max S
Xj = max {xj},
s=1,2,...,S

on the basis of which we calculate the left |;4 and right rj
boundaries of the intervals:

g =X +@=DLjq,

_ ymin
g =X

+ C]L ia-

For the s-th instance, the number of the interval g, in
which it falls according to the j-th feature, we determine
as:

S _ y/in
i—Xj

L

X
qj =1+

or as
4} = (a1 <55 €130.0 212N}

Since the dimension of the sample is n = NS, then to
ensure the generalizing properties of the model, it is im-
portant that 3N;N<n, that is, 3N;<S. As a result, we can
recommend setting: K<N; <S5/3. If §/3 is less than K,
then set N; = K.

In the cells of such a grid, in the general case, in-
stances of different pseudo-classes will fall, since the hash
feature is not taken into account. Also unknown is the
number of intervals into which it is necessary to divide
the ranges of feature values in order to achieve an accept-
able accuracy of approximation of the cluster boundaries.
This partition will be computationally the fastest and sim-
plest, but it will contain an uncertainty in the choice of the
number of intervals, and it will also not allow us to accu-
rately select clusters.

It is more difficult to divide the range of feature values
into intervals, when a different number of intervals are
allocated on the axis of each feature and the pseudo-class
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number determined by the hash feature [30—49] is taken
into account. To do this, we need to project labels of in-
stances (pseudo-class numbers) one by one onto the axis
of the j-th feature in ascending order of its values.

In this case, a situation may arise when for the same
value of the coordinate along the axis of the j-th feature,
there are several instances with different labels of pseudo-
classes. In this case, instances with a label equal to the
label of the instance with a lower coordinate preceding
the group should be placed first, and instances with a la-
bel equal to the label of the instance with a larger coordi-
nate following the group should be placed last. After that,
it is necessary to select intervals of values of the j-th fea-
ture {<ljq, rj>} such that within one interval there are
instances with the same value of the hash pseudoclass
number, and instances of adjacent intervals of feature
values have different hash pseudoclass numbers. Here the
situations are possible when adjacent intervals can touch
and partially overlap if the left and right boundaries of
adjacent intervals have the same coordinates. It is also
possible that there will be voids between adjacent inter-
vals in which there are no instances.

After the formation of such a partition, the number of
intervals into which the range of values of the feature is
divided N; can be used to determine the information con-
tent of the features.

The more intervals of changing the class number the
range of the feature is divided into, the more complex and
non-linear the classification is, i.e. the lower the individ-
ual informativity of this feature. The fewer intervals of
feature values (ideally, one) correspond to a specific
pseudo-class number, the more valuable this interval is
for this pseudo-class. This can be quantified by the indica-
tor of individual informativity of the j-th feature:

|j=f§NjZK
N;

This indicator will tend to zero with a lower individual
information content of the feature and to one — with a
higher one.

The rule formation stage. Convert each instance of the
sample into a crisp rule of the form:

N

=4

(s): if
i

soi. .
1XJ €lljqrialp

1la
then Y° =g’ with a weight w'=1.

Here (S) is a rule number.

To simplify program processing, such rules can be
represented as a set R: {(5) : {q%} —> %, W'}.

The stage of assessing the quality of a partition and a
set of rules. To assess the quality of the generated parti-
tion and set of rules, it is possible to use the classification
error E.
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To do this, for each s-th instance of the sample X',
s=1,2,..,S:

— determine its belonging to each term{q’};

— from the set of rules R select those rules that corre-
spond to the recognized instance on the left side (form a
conflict set of rules R; and estimate its power (the number
of rules in the conflict set | R; |));

— define as the calculated class number for the recog-
nized instance X° and the conflict set R, the value:

R|
y$ =arg max { > wP
g=1.2..K | o7}

For a sample of recognized instances, the classifica-
tion error can be estimated as:

S
E=>1{1]y® =yi}.

s=1

If the error value is unacceptable (E>¢), then it is
possible to revise the generated partition by increasing the
number of intervals into which the feature value ranges
are divided and / or change the hash calculation method.

The rule reduction stage. All rules should be sorted by
the value y={q’}, then by the values {q’j}. Set S' =
Looking through the rules sequentially s= 1, 2, ..., S'-1
for two rules (S) and (s+1) consecutive in Y, if their right
parts are the same (Q°+=(q") and the left parts are the
same (Vj=1,2,...,N:q% = q°"'}), then keep the first (s-th)
rule, increasing its weight by the weight of the (s+1)-th
rule: W=w*+ w*"!, then remove the second ((s+1)-th) rule,
and decrease S': S'= S'-1

The stage of reduction of terms and features. For each
term of each input feature, using the set of generated rules
for each k-th pseudo-class, determine the number of times
the term was used in the rules, taking into account their
weights:

=0,9. =k}>

.
=Z{w5|q?
S'
0= 2,10 0] =

The greater the value of Njg,,, the more strongly the
g-th term of the j-th feature is involved in making deci-
sions about assigning an instance to the k-th pseudoclass.

Let’s define the indicator of the individual informativ-
ity of the term for the entire set of classes:

max {Nkj,q}

_ k=12
Nj

e

This indicator will take values in the range from zero
to one. The smaller its value, the less informative is the
g-th term of the j-th feature. The greater its value, the
more significant is the g-th term of the j-th feature.
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In ascending order, the estimates of the individual in-
formativities of features I; are sequentially for the current
considered j-th feature:

— exclude it (all its terms) from all rules;

— estimate the error in determining the class number
for sample instances according to the current set of rules
and terms E;

— if the error E is acceptable (E < ¢), then consider the
j-th feature as non-informative and remove it from further
consideration, and also remove its terms and their mem-
bership functions;

— if the error E is unacceptable (E > ¢ ), then return the
deleted feature and terms to the rules and stop further
revision of the features.

Looking through the terms of the features in order
from the least frequently used in the rules to the most fre-
quently used (i.e. in ascending order of the value of I;g),
sequentially for each term:

— exclude it from all rules;

— estimate the error in determining the class number
for sample instances according to the current set of rules
and terms E;

—if the error is acceptable (E< €), then consider the
g-th term of the j-th feature as non-informative and re-
move it and its membership function from further consid-
eration.

— if the error is unacceptable (E> €), then return the
deleted term to the rules and stop further revision of the
terms.

The stage of identifying similarities and reducing
similar features. For i=1, 2, ..., N, j = i+1, i+2,...,N, deter-
mine the estimate of the pairwise relationship of the i-th
and j-th input features I(i,j) = I(j,i). It is possible to im-
plement this on the basis of indicators of individual in-
formativity of features [48—51], meaning the input feature
is the i-th feature, and the output feature is the j-th feature.

Based on pairwise estimates {l(i,j)}, determine the av-
erage estimate of the relationship of features:

I = Z Zl(l .

OSN(N D55

Divide features into groups, such that the features of
one group have an estimate of the relationship greater
than the average, multiplied by a user-specified coeffi-
cient a, 0<a<1. To do this, first enter into the set of
unconsidered features all the features that are present in
the rules of the current set of rules. Then, while the set of
unconsidered features is non-empty, repeat:

— choose from the set of individually unconsidered the
most informative feature (in relation to the output feature)
and form a new group of features for it;

— from the set of unconsidered features, select all the
features that are related with the feature of the new group
stronger than the average relation, taking into account the
coefficient a: 1(i, j)>al , transfer them to the group of

this feature.
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From the features of each group containing two or
more features:

— leave in the rules only one feature that is most
closely related to the output feature (has the highest esti-
mate of individual informativity ;).

— estimate the classification error E for the current set
of rules and terms;

— if the error is acceptable (E<¢), then remove the
excluded features and their terms from further considera-
tion, otherwise, return all the features of this group.

An alternative option is to sequentially remove from
each group individually the least significant feature (with
a lower value of I;) until the error remains acceptable and
the number of remaining features in the group is at least
one.

Also, in a number of problems where it is assumed
that a number of input features are indirect observations
of a hidden factor or some of the input features are dis-
crete samples of a distributed signal, then instead of or in
addition to this stage, it is possible to include not the re-
moval, but the combination of the primary features into
the calculated one. In this case, after selecting groups of
features for each group, based on all its features, it is nec-
essary to calculate the values of artificial convolution
features (in the simplest case, this can be the sum, average
value, maximum, minimum, and the product of the values
of the primary features of the group), and then evaluate
for each convolution its connection with the output fea-
ture. If not a single convolution exceeds the individual
informativity of the primary features of the group in terms
of the value of individual informativity, then for this
group it should be limited to choosing one primary feature
with the highest individual informativity, otherwise all
primary features should be excluded from the group, re-
placing them into an artificial convolution feature, deter-
mine the terms and their parameters for this feature, ad-
justing the generated partition and its parameters, as well
as the set of rules.

The stage of revealing the similarity and reduction of
similar terms of different features. Determine the pairwise
equivalence estimate for the terms of different input fea-
tures:

S
S S
2l p <X <hpljg<xj<rig)
iqu:'jqip:S=1
Y T max{Ni’p,Nj’q}
i=1,2,.,N,j=i+1i+2,.N,

P=12..N;,q=12,...Nj.

Determine the average estimate of the relationship be-
tween the terms of various input features:

j=i+1 p=lg=1

i,p,j.q

o

_ i=
It

0,5N(N —1)(2
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Divide the terms into groups, such that the terms of
different features of the same group have an estimate of
the relationship greater than the average multiplied by a
user-specified coefficient B, 0 < <1.

To do this, first enter into the set of unconsidered
terms all the terms that are present in the rules of the cur-
rent set of rules. Then, while the set of unconsidered
terms is non-empty, repeat:

— choose from the set of individually unconsidered the
most informative term and form a new group of terms for
it;

— from the set of unconsidered terms excluding other
terms of the feature same as feature of a group forming
term, select all the terms that are related with the term of
the new group stronger than the average relation, taking

into account the coefficient B: 1 ;4 ZBI_t, transfer

them to the group of this term.

From the terms of each group containing two or more
terms:

— leave in the rules only one term, the feature of which
is most closely related to the output feature (it has the
biggest value of individual informativity | );

— estimate the classification error E for the current set
of rules and terms;

—if the error is acceptable (E<eg), then remove the
excluded terms from further consideration, otherwise,
return all the terms of this group.

An alternative option is to sequentially remove from
each group individually the least significant term (with a
lower value of Ij) until the error remains acceptable and
the number of remaining terms in the group is at least one.

The stage of fuzzy terms formation. On the basis of
the parameters of the intervals of the values of the fea-
tures selected during the formation of a crisp partition and
the terms and features selected in the process of reduction,
it is possible to determine the membership functions for
fuzzy terms. For this it is possible to use different types of
elementary membership functions [21, 22]. For crisp in-
tervals in which two or more instances fell into, it is pro-
posed to use the following functions: trapezoidal, bell-
shaped, Gaussian, [I-shaped. For point intervals, where
only one instance fell, it is proposed to use the following
functions: triangular, bell-shaped, Gaussian, II-shaped

function. Each of these functions p j’q(x?) for a specific

fuzzy term (the g-th interval of values on the axis of the j-
th feature) will have adjustable parameters <ajq, b iq°

Cj,q9 ia- The

values of the parameters of the membership functions can
be determined based on the parameters of a crisp parti-
tion.

For example, for trapezoidal and I1-shaped functions,
the parameters can be defined as:

— for splitting into intervals equal in length:
b i =1

dj’q >, such that: ajq S bj’q < Cjg < d

ajq~ ia°
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Cjg= dja="ig:
— for splitting into intervals of different classes:

IJVQ1q:L
a;

19 =1 Fgor +j
1.9 12 qu’q>1;

d..=d,

ja =950 =g +ljqu
19 ; Jq ,g<N i-
The stage of NFN formation for clustering. Map the
generated knowledge base into a fuzzy logical inference
system, which is conveniently represented in the neural
network basis as a NFN.
The network structure can be determined based on the
Mamdani-Zadeh approximator [57]. The nodes of the
input layer of the network will correspond to the input

features ; for the recognized instance x° = {Xj:’}. Thus,

the input layer will have N nodes (hereinafter, we mean
not the initial values of the number of features and terms,
but after reduction).

The nodes of the first hidden layer of the network will
correspond to fuzzification blocks, i.e. will determine the
values of membership functions for terms of input fea-
tures H,—,q(X?)' On the first hidden layer there will be

N

Z N;j nodes. The input of each node of the first hidden
j=1
layer receives a value from the output of only the input
layer node corresponding to its feature.

The nodes of the subsequent second hidden layer will
combine the membership functions of terms into the
membership functions of the antecedents (left parts) of the
rules, combining the outputs of the nodes of the first
layer, the corresponding terms of which are included in
the corresponding antecedents. The second hidden layer
will have S' fuzzy “AND” nodes.

The nodes of the third layer will combine the rules
into pseudo-classes, implementing a fuzzy “OR”. The
third hidden layer will have K nodes.

The single node of the output layer will defuzzify the
result, giving the number of the cluster (pseudo-class)
according to the formula:

K
> ki (%)
S k=1

A
>k (x*)
k=1
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y? =arg max e ()} -

=1,4,...,

The network parameters will be determined on the ba-
sis of the previously formed crisp partition and set of
rules.

The stage of additional training and optimization of
the neuro-fuzzy clusterizer. Let evaluate the performance
quality of a NFN (the quality of data clustering) based on
a given functional F, which can be determined based on a
wide class of metrics [1, 2, 7, 8, 12—15]. Using the meth-
ods of evolutionary optimization [54, 55], we can select
such values of the network term parameters that will im-
prove the value of the optimized functional F. The final
model will be a neuro-fuzzy clusterizer optimized by the
number of features used and the functional F.

4 EXPERIMENTS
To study the practical applicability of the proposed
method, it was implemented in software and used to solve
a set of practical problems of different nature and dimen-
sion. The characteristics of the initial data samples for
practical tasks are given in Table 1.

Table 1 — Characteristics of initial samples
for cluster analysis

Task
Task name | acro- Source N S n
nym
Low Reso- https://archive.ics.uci.edu
lution Spec-| LRS |/ml/datasets/Low+Resolu|102| 531 54162
trometer tion+Spectrometer
https://archive.ics.uci.edu
Musk (Ver- /ml/data-
sion 2) Mv2 sets/Musk+%28Versiont+ 168] 6598 | 1108464
2%29
https://archive.ics.uci.edu
lcjrt"/a‘r’ Land | G ¢ mi/data- 148| 168 | 24864
ove sets/Urban+Land+Cover
. https://archive.ics.uci.edu
Iris IRIS /ml/datasets/Iris 41 150 600
. https://archive.ics.uci.edu
HeartDis | HD |/ml/data- 75| 303 | 22725
sets/Heart+Disease
Breast https://archive.ics.uci.edu
Ca_ncer . /ml/datasets/Breast+Can-
Wl'sconsm BCWD certWisconsin+%28Dia 32| 569 18208
(Diagnos- - o
. gnostic%29
tic)
. https://archive.ics.uci.edu
Arrhythmia | ART /ml/datasets/Arrhythmia 279| 452 | 126108
Crop map- https://archive.ics.uci.edu
ping using | CMFO |/ml/datasets/Crop+map-
fused opti- R  |ping+tusing+fused-+toptica 175]325834/57020950
cal-radar l-radar+data+set
https://archive.ics.uci.edu
Sensorless /ml/data-
?rrll\(];ils)l- SDD sets/Dataset-+for+Sensor- 49 | 58509 | 2866941
g less+Drive+Diagnosis

For each task in the experiments, various hash genera-
tion methods and various values of the parameters that
regulate the operation of the proposed method were used.

To evaluate the results of the cluster analysis methods,
we used the error E, the F value for the resulting model, the
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running time of the method t, the memory size required by
the method m, the number of parameters of the clustering
model Ny, and the number of features after reduction N'. It is
also suggested that, in addition to the characteristics de-
scribed above, the following metrics to be used.

The generalizing properties of the resulting clustering
models compared to the original data dimension can be
characterized by the generalization coefficient:

N1
NW

This coefficient will take a value in the range from
zero to N. The more parameters the model has, the lower
the level of generalization it has relative to the dimension
of the initial data, the lower the value of the generaliza-
tion coefficient.

Alternatively, the generalization may be characterized
at the equal number of instances as the ratio of the num-
ber of features in the primary set N to the number of fea-
tures used in the reduced set of the final model, N":

N
Ige =—,N2>N'>1.
GF N’

This coefficient will take a value in the range from
zero to N. The more parameters the model has, the lower
the level of generalization it has relative to the dimension
of the initial data, the lower the value of the generaliza-
tion coefficient.

When comparing pairwise the resulting models 1 and
2 for the same initial data sample, their generalization
with acceptable values of the criterion F may be charac-
terized by the relations:

—Iﬁ:ﬁmzmﬂwl >1,Ny, 2LN >1,S>1.

Gip =
o lgz Ny NS Ny

|GF1:ﬁ'ﬁ:N_2,,N21,N{ZLN'221~
ler2 Nt NN

GF1,2 =
For two models we also can define:
to=1/1,

Miz=m;/ My,

F]ﬂz = F] / Fz.

5 RESULTS
Table 2 presents the values of the indicators G,
GF, ti2, My, and F;, to compare the proposed method

with the fuzzy c-means method [24-26] , in which the
initial partition is formed randomly.
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Table 2 — Resulting values of indicators for clustering model

comparison

Task acronym GF[yz G[yz t]vz m;» FI,Z
LRS 1.3 1.5 0.8 0.7 0.9
Mv2 1.4 2.4 0.9 0.4 1.1
ULC 1.5 1.7 0.9 0.6 0.9
IRIS 1.3 1.4 1 0.8 1
HD 1.2 1.5 0.9 0.6 1.1
BCWD 1.1 1.7 1.1 0.6 0.9
ART 1.3 2.2 0.9 0.5 0.9
CMFOR 1.2 1.9 0.8 0.5 1.1
SDD 1.2 1.7 0.9 0.6 0.9

It is easy to see from the Table 1 and Table 2, that the
proposed method allows for the same data sample to sig-
nificantly improve the generalizing properties of the
model, to reduce time and computer memory costs, and
also provide a better or acceptable value of the quality
functional. This is explained by the fact that the proposed
method non-randomly generates a partition of the feature
space, selects and reduces non-informative terms and fea-
tures, seeking to reduce the complexity of the model. At
the same time, the proposed method does not require the
calculation of distances between instances due to the use
of a locally sensitive hash.

The generalized dependences between key characteris-
tics of the proposed method obtained in experiments are
schematically shown in Fig. 1-Fig. 9.

E A

[

2 .SK

Figure 1 — Schematic graph of the averaged dependence
E from K

{Al

-
>

K

Figure 2 — Schematic graph of the averaged dependence
t from K

> S
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Figure 3 — Schematic graph of the averaged dependence
Ny from K
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Figure 4 — Schematic graph of the averaged dependence
lg from K
N
t
Figure 5 — Schematic graph of the averaged dependence
Ny from t
E A
t
Figure 6 — Schematic graph of the averaged dependence
E fromt
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Figure 7 — Schematic graph of the averaged dependence
E from Ige

E 4

N'l\'
Figure 8 — Schematic graph of the averaged dependence
E from Ny,
It
N w
Figure 9 — Schematic graph of the averaged dependence
Ige from N,,

As can be seen from the Fig. 1, with an increase in the
value of K, the value of the error E decreases to a certain
level, after which it begins to grow. The decrease in the
error E with increasing K is explained by the increase in
the accuracy of approximating the boundaries of clusters
due to the refinement of the partition of the output feature.
An increase in the error E with a further increase in the
value of K is explained by an increase in the uncertainty
in the approximation of the boundaries of clusters with an
excessively detailed partition of the output feature due to
the selection of a large number of small clusters. There-
fore, it is recommended to iteratively select such a value
of K in the process of executing the method, when using a
uniform partition of the feature space, at which the small-
est error value will be achieved. The use of non-uniform
partitioning into intervals with different class numbers
makes it possible to automate this process and avoid the
growth of the error. Generally, with an increase in the
number of clusters, the accuracy of the partition increases,
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but the cost of calculations and memory requirements also
increase.

As can be seen from the Fig. 2 and Fig. 3, with an in-
crease in the number of classes K, the running time of the
method t and the number of parameters of the resulting
model N,, are increased significantly. This is explained by
the fact that with an increase in the number of pseudo-
classes (pseudo-clusters) K, the number of selected terms
and their parameters will increase, which will require a
significant amount of time to calculate their information
content indicators and reduction, as well as optimization
tuning of the increased number parameters of the NFN
model.

As can be seen from the Fig. 4, with an increase in the
number of pseudo-clusters K, a decrease in the generaliza-
tion indicator of the model is observed. This is explained
by a significant increase in the number of model parame-
ters due to a more detailed approximation of the cluster
boundaries due to an increase in their number.

As can be seen from the Fig. 5, with an increase in the
time spent in the process of the method’s work t, the
number of model parameters N,, is reduced. This is ex-
plained by the fact that the number of features and terms
is reduced due to the removal of non-informative and du-
plicate features and terms. The more iterations will be in
the process of identifying and reducing non-informative
terms and features, the more time will be spent by the
method, but the smaller will be the number of parameters
of the resulting model.

As can be seen from the Fig. 6, with an increase in the
time of the method t, a decrease in the model error E is
observed. This is explained by the fact that the adjustment
of the model parameters makes it possible to increase the
accuracy (reduce the error) of the model. Also, the in-
crease in time costs can be explained by an iterative
search for the optimal partition of the feature space, which
will eventually lead to a decrease in the error of the result-
ing model.

As can be seen from the Fig. 7, with an increase in the
value of the Igr indicator, a decrease in the error of the
model E is observed. This is explained by the fact that
with a very high generalization, the number of features
used will be less and, accordingly, the approximation of
the partition of the feature space will be rougher, which
will lead to an increase in the error E. With the lowest
value of the feature generalization index, more features
will be used and the feature space will be split in more
detail, which will reduce the error value.

As can be seen from the Fig. 8, with an increase in the
number of model parameters Ny, there is a drop in the
error value to a certain value. This is explained by the fact
that the detailing of the division of the feature space due
to the increase in the number of pseudoclusters makes it
possible to more accurately approximate the boundaries
of the clusters. The further growth of the error in the
process of increasing the value of Ny, is explained by the
fact that the excessive selection of clusters leads to a lack
of generalization, which is gradually reflected in the
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growth of the error value E. However, this is typical
mainly for the uniform partition of the feature space.

As can be seen from the Fig. 9, with an increase in the
number of model parameters N, a decrease in the gener-
alization index of features Igg is observed. This is ex-
plained by the fact that the detailing of the division of the
feature space leads to the forming of a larger number of
non-informative terms and features, which makes it pos-
sible to exclude non-informative features. On the other
hand, an increase in the number of model parameters N,
can be explained by an increase in the number of features
in the original feature set for the task N, which in turn
may indicate a greater proportion of non-informative fea-
tures, i.e. about the reduction in the number of features.

At the Fig. 10 the schematic graphs of averaged de-
pendencies of E, Ig, t, and N,, from the o and B values
are shown.

As it can be seen from the Fig. 10 the bigger the value
of a or B the bigger will be values of t and N, and the
lower the E and Ig values. If it is assumed that the features
are of a different nature, then the value of the coefficients
o and B is recommended to be set the bigger. If it is as-
sumed that the features are ordered readings of a certain
value, then the values of the coefficients o and [ are
recommended to be set smaller.

a, p
Figure 9 — Schematic graphs of the averaged dependences
E, Ig, t, and N,, from the o and P values

6 DISCUSSION

The operability and practical applicability of the pro-
posed method and the developed software were confirmed
as a result of the analysis of experimentally obtained data.

The proposed method combines the ideas of crisp and
fuzzy cluster analysis. At first, it forms a crisp partition of
the feature space, but then, due to fuzzification, it trans-
forms it into a fuzzy partition. The crisp partition is used
to automate the selection of the number of clusters, as
well as to speed up the selection of feature terms. The
proposed method generates a crisp partition automatically
(without human intervention), and the proposed method is
faster than the traditional iterative (optimization) forma-
tion of a fuzzy partition [13, 21-23] , which is inherent in
most fuzzy clustering methods.

Unlike the traditionally used metric methods of cluster
analysis [1-3], which involve the use of the entire primary
set of features in the final model, the proposed method
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selects the minimum subset of features necessary for clus-
tering, thereby reducing the structural and parametric
complexity of the model, increasing its generalization.
properties and interpretability (explainability), and can
also reduce the number of features by combining primary
features into artificial calculated ones, thereby further
increasing the generalizing properties of the model and its
interpretability. In addition, the proposed method is more
adaptive due to fuzzification, does not require the initial
setting of the number of clusters and the initial splitting of
the sample into clusters, as well as the user setting metrics
for clusters.

Unlike hierarchical methods of cluster analysis [27—
29], which subordinate features and form a splitting hier-
archy, which can have a large depth, the proposed method
does not subordinate features, but at the same time, re-
moves non-informative features and terms, and the hierar-
chy of its depth checks does not exceed three levels. At
the same time, the proposed method significantly exceeds
hierarchical methods in terms of parallelization of calcu-
lations, which is achieved due to a smaller depth com-
pared to hierarchical methods. However, the proposed
method makes it possible to obtain as an additional result
the estimates of the informativity of features and terms, to
form artificial features by replacing the original ones, to
adaptively adjust the shape and parameters of clusters due
to membership functions, and also to automatically gener-
ate the number of clusters.

CONCLUSIONS

The problem of multidimensional data cluster analysis
is considered. Within this problem the cluster formation
speed is increased, the complexity of the clustering model
is reduced, and its interpretability is increased.

The scientific novelty of obtained results is that for
the first time a method of cluster analysis of multidimen-
sional data is proposed, which for each instance calculates
its hash based on the distance to the conditional center of
coordinates, uses a one-dimensional coordinate along the
hash axis to determine the distances between instances,
considers the resulting hash as a pseudo output a feature,
dividing it into intervals, to which it compares labels of
pseudo-classes-clusters, having received a rough crisp
partition of the feature space and sample instances, auto-
matically generates a partition of input features into fuzzy
terms, determines the rules for referring instances to clus-
ters and, as a result, forms a fuzzy inference system of the
Mamdani-Zadeh classifier, which is retrained in the form
of a neuro-fuzzy network to ensure acceptable values of
the clustering quality functional. This makes possible to
reduce the number of terms and features used, to evaluate
their contribution to making decisions about assigning
instances to clusters, to increase the speed of data cluster
analysis, and to increase the interpretability of the result-
ing data splitting into clusters.

The practical significance of obtained results is that
mathematical support allowing to solve the problem of
cluster data analysis in conditions of large data dimen-
sionality has been developed. The experiments confirmed
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the operability of the developed software have been car-
ried out. They allow to recommend it for use in practice in
problems of data analysis of various nature and dimen-
sions.

The prospects for further research are to study the
application of the proposed method on a wide range of
practical problems of various dimensions and nature, to
study the influence of various metrics on the results of the
method (accuracy and speed of building NFN, computa-
tional complexity), to develop a parallel implementation
of the method, to study questions of method integration
with evolutionary and multi-agent search methods.
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YK 004.93
HEMPO-HEUYITKA MEPEXA A1 KJIACTEPU3AILIT JTAHHUX
3 XEIIYBAHHSIM BIICTAHEN TA CAMOHABYAHHSAM
Cy6060tin C. O. — n-p TexH. Hayk, mpodecop, 3aBigyBau Kadenpu mporpamHux 3aco0iB HarioHanbHOTO yHIBEpCHTETY

«3anopi3pKa MOJTiTeXHIKay, 3armopixoks, YKpaiHa.

AHOTAIIA

AxTyanbHicTh. s aHamizy JaHUX Pi3HOI MPUPOIH Ta PO3MIPHOCTI IIMPOKO 3aCTOCOBYIOTH KilacTepHuit anaii3. OqHak Bigomi
METOIM KJIacTep-aHali3y XapaKTepU3YIOThCsl HH3BbKOIO MIBUAKICTIO Ta € BUMOIIIMBHMH 10 pecypciB mam’sti EOM BHacmizok
HEOOXIAHOCTI PO3paxyHKy MOMApHHUX BiACTaHEH MiX eK3eMIULIpaMH y OaraTOBUMIpHOMY mIpocTopi o3Hak. Kpim Toro, pesymnbratu
BiJOMHX METOJIB KJIACTEp-aHATI3y CKJIQAHI ISl CHPUIHATTS Ta aHAJI3y JIOIUHOIO IIPH BEUKiH KITBKOCTI O3HAK.

MeTa — miBUIEHHS MIBUAKOCTI KacTep-aHANli3y, IHTEpIpeTabeIbHOCT 0JIepsKyBaHOTO PO3OUTTS Ha KIIACTEPH, a TAKOXK 3HHU-
JKEHHS BIMOT KJIacTep-aHaii3y xo nam’sati EOM.

MeTtona. 3anpornoHOBaHO METO]] KJacTep-aHalidy 0araTOBUMIPHUX JaHHX, KU IS KOKHOTO €K3eMIUIApa OOUYMCIIOE HOTO Xelll
Ha OCHOBI Bi/ICTaHi O YMOBHOI'O IIEHTPY KOOPJHMHAT, BUKOPHUCTOBYE OJHOBUMIPHY KOOPJHMHATY IO OCI XeLly JUIsi BU3HAYEHHS BiJ-
CTaHel MDK eK3eMIULIpaMH, PO3IIISAAaE OTPUMAHMI Xelll SIK MCeBJOBHUXIHY O3HAKy, pO30OMBILY ii Ha IHTEPBAJHU, SIKUM CIIIBCTABISIE
MITKH TICEBOKIIACIB-KJIACTePiB, OTPHUMABILIK Ipy0e 4iTKe PO3OUTTS MPOCTOPY O3HAK 1 EK3eMIUIIPIB BUOIPKH, aBTOMAaTHIHO (OpMye
PO30OUTTS BXiTHHX O3HAK Ha HEYITKI TEPMH, BU3HAYA€E TpaBIJIa BiTHECEHHS €K3eMIUIAPIB 10 KJIACTEPiB i B pe3ysbTaTi GopMy€e CUCTe-
My HEYITKOTO BHBEICHHS TUIY Kiacugikatopa Mamaani-3azae, SKuil y B HEHPO-HETiTKOT Mepexi JoOHaBYAaeThCs Ui 3a0e3me-
YeHHs NPUIHATHOTO 3HaYeHHs (QyHKIIOHATY SKOCTI KiacTepu3anii. Lle 103BosIsle CKOPOTUTH KUTBKICTh BUKOPUCTOBYBAaHHUX TEPMIB 1
O3HAaK, OLIHHUTH iX BHECOK Y IPHHHSITTS PillleHb PO BiHECCHHS €K3eMILIAPIB JI0 KJIAcTepiB, IMiABUIIUTH IIBUIKICT KlIacTep-aHaANII3y
JIaHWX, a TAKOXX MIIBHUINUTH IHTEPIPETa0eIbHICTh OTPUMYBAHOTO PO3OUTTS JaHUX Ha KIIACTEPH.

Pe3yabsTaTn. Po3pobieno maTematiyHe 3a0e31e4eHHs, 0 J03BOJISIE BUPILIYBATH 3aBIaHHS KIIACTEPHOI0 aHANi3y JaHUX B yMO-
BaX BEJIHMKOI PO3MIPHOCTI JaHWX, NMPOBEJCHO EKCIIEPHMEHTH, IO IMiATBEPIMIM Mpane3aaTHICTh PO3pOOIEHOr0 MaTeMaTHYHOTO 3a-
Oe3neueHHs.

BucnoBku. Po3poOiennii Metos Ta ioro mporpamMHa peaiisaiis MOXyTh OyTH PEeKOMEHOBaHI Ui BUKOPHCTAHHS MPAKTHUII Y
3aBIaHHAX aHAJI3y JaHUX Pi3HOI NPUPOIU Ta PO3SMIPHOCTI.

KJIFOYOBI CJIOBA: xnactep-aHaii3, HeHpo-HeUiTKa Mepeska, Xelll, HeUiTKe BUBEICHHS, aHAI3 JaHUX.
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ABSTRACT

Context. In the light of current road network monitoring practices, this study aims to explore the capability of remote sensing
technologies to solve the problems of increasing the objectivity of preliminary evaluations of the condition of the infrastructure as a
whole. The object of the study was to process the monitoring of transport infrastructure (TI) to find ways to improve it in the imple-
mentation of development projects.

Objective. The goal of the work is to increase objectivity of decision-making on the evaluation, reconstruction, development of
the transport network structure due to the visual presentation and disclosure of open data for monitoring the transport value.

Method. Existing approaches to TI monitoring and evaluating its condition are analyzed. The identified shortcomings, as well as
the development of remote sensing technologies, open up prospects for the use of remote sensing data in the TI monitoring process.
A set-theoretic model of the monitoring process information flows is proposed, the consistent refinement of the elements of which
made it possible to develop information technology (IT). Formation of a set of input and output parameters of IT, the set of its opera-
tions, their representation with IDEFX-models set explains how a set of heterogeneous (graphic, text, digital, cartographic, etc.) data
about TI elements coming from different sources are processed and presented to support decision-making on the survey of existing
infrastructure and its improvement. The developed IT makes it possible to obtain complex indicators for analyzing the TI of a par-
ticular area, to solve the problems of inventorying objects, TI and its elements modeling, taking into account the physical and geo-
graphical location, which makes it possible to consider it as an auxiliary tool that complements existing methods of TI monitoring.

Results. The developed IT was studied in solving the problem of monitoring the TI section of the Kharkiv region using satellite
imagery of medium (Sentinel-2) and high (SuperView-1) resolution and the results of laser survey of the road bridge across the river
Mzha (as an element of infrastructure).

Conclusions. The conducted experiments confirmed the operability of the proposed information technology and showed expedi-
ency of its practical use in solving the problems of obtaining generalizing characteristics of the infrastructure, inventory of TI objects
and their modeling. This opens up opportunities for substantiating project decisions for the reconstruction of the transport network
and planning procedures for examining its condition. Prospects for further research may include: creating reference models of TI
objects, expanding the table of decryption signs of road transport infrastructure objects, integrating remote data, survey results of TI
sections and engineering surveys of objects to obtain evaluations of the condition of TI in general.

KEYWORDS: model of information flows of the process, IDEFX-models, mapping and 3D-modeling.

ABBREVIATIONS v is an output function, that generates an output data;
IT is an information technology; A is a set of operations that implement the transport
GIS is a geoinformation systems; infrastructure monitoring process;
GPR is ground penetrating radar; H is a population size, thousand people;
RMC are road-maintenance companies; I _Pr is a model of information flows of the transport
TI is a transport infrastructure. infrastructure monitoring process;

NOMENCLATURE Ji are junctions, that define the interaction logic of

¢ is an update function; IDEF3-model operations;
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K(F) is an Engel coefficient;

K(G) is a Goltz coefficient;

L is the length of roads in the given territory, km;

N is the number of settlements;

O is a set of output data the TI monitoring process;

r is the correlation coefficient;

S'is the area of the territory, km®;

V is a set of input data, incoming into an input of an IT
in the TI monitoring process;

Z is a set of documents regulating the TI monitoring
process.

INTRODUCTION

The development of countries, the strengthening of in-
ternational relations, the activation of globalization proc-
esses increases the importance of transport as a factor in
economic and social development [1]. Thus, experts from
the World Economic Forum note that for countries and
economies are assigned to nascent archetypes, is a me-
dium-pronounced dependence (with a correlation coeffi-
cient » =0.567) between indicators of TI and the struc-
ture of production components, reflecting the complexity
and scale of the country’s current production base
(Fig. 1a). A more pronounced relationship (7 =0.637)
between indicators of TI and drivers of production, that
position a country to capitalize on emerging technologies
and opportunities in the future of production (Fig. 1b) [2].
Thus, transport and the transport sector have an impact on
the location and efficiency of production, on the forma-
tion of local and national markets, and on the solution of
socio-economic problems [1, 3].

Determining the cost of production, on the one hand,
TI turns out to be a measure of economic activity; on the
other hand, it becomes its reflection, forcing the business
to coordinate the development of its enterprises with the
development plans of TI [2—4]. In this context, improving
the efficiency of the existing TI becomes the main goal of
government programs and development projects, and un-
derstanding the quantity, quality of roads and the entire
infrastructure as a whole is necessary for making strategic
decisions.

The object of study is the process of monitoring
transport infrastructure in order to find ways to improve it
when implementing development projects.

One of the most promising and powerful monitoring
tools for TI is considered to be methods based on remote
sensing of its elements, which traditionally focus on mon-
itoring the condition of the road surface [5]. However, it
is noted that TI is a broader concept that combines not
only roads as elements of communication networks for all
types of transport, but also the corresponding set of struc-
tures to meet the needs of the population and production
in transportation [6]. Therefore, in order to increase the
objectivity of TI evaluation in general, it is necessary to
expand the use of remote zoning by implementing models
and methods based on the analysis of spatially distributed
data about its elements.
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Figure 1 — The scatterplot (for the top 10 countries of the
nascent archetypes) that illustrates dependence between trans-
port infrastructure components and indicators: a — structure of

production; b — drivers of production
(According to the results of the analysis of work [2])

The subject of study is the information technology
for transport infrastructure monitoring, which uses remote
sensing data to analyze it and find ways to improve it.

Increasingly, urban planners and transport engineers
note that there is a need to create scientific and methodo-
logical support that combines spatial data with evalua-
tions of TI to provide information support for its monitor-
ing process while making decisions on ways to improve
it. The growing number of vehicles, in particular, on
highways, increases the need to step up efforts to imple-
ment IT of TI monitoring as a set of methods for search-
ing, processing and presenting heterogeneous data in the
implementation of development projects. Therefore, the
known sampling methods [5—16], which, unfortunately,
are focused on the remote evaluation of only the road
surface, have excellent prospects for using the entire road
infrastructure in IT for monitoring.

The purpose of the work is to increase the objectiv-
ity of the decisions made on the survey, reconstruction,
development of the existing transport network through the
representation and visualization of spatial data for moni-
toring of the TIL.

1 PROBLEM STATEMENT
Assume there is a set of data V' ={v;},i=Ln, ob-

tained during the TI monitoring process and incomed on
the input of IT. Next, this data is transformed into a set

O={o,},j= I,_m — a set of output data for analysis and
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search for ways to improve the TI. The rules for this
transformation are set by the function

SV —>0,9v;eV3o;e0:v; = f(o;). (1)

It is necessary to define actions within the framework
of information technology for TI monitoring, which im-

plements the mapping V' S 50in expression (1).

2 THE LITERATURE REVIEW
Among economists, the generalizing Engel or Goltz
coefficients are widely used as a tool for evaluating the
condition of the transport component. These coefficients,
based on statistical data, show the level of provision of
the population with a transport network or the level of
development of this network between settlements, taking
into account the length of roads, the area of the analyzed
territory, the population and the number of settlements.
To calculate the level of provision of the population of the
analyzed territory with the transport network, we use
Engel’s formula [6, 7]:
K(E)= L . )

JsH

and to calculate transport network development level —
Goltz’s formula [7]:

K(G) == G)

Jsv

These coefficients make it possible, with a certain re-
liability, to judge the level of development of transport
networks in relation to their main users and to determine
the main differences in development in the study areas.
However, the coefficients useful for the system analysis
of the transport component of the territories do not take
into account the configuration of TI, the condition of the
road surface, its objects, etc. [6, 7]. Therefore, more and
more often, urban planners and transport engineers come
to the need to create indicators for sustainable planning
and making informed decisions that combine spatial data
with evaluations of TI [8, 9].

The regulatory database for evaluating the condition
of roads in Ukraine is regulated by a number of state, in-
dustry and departmental standards (for example, GOST
8747:2017, BC B.2.3-4-2007, BC B.2.3-218-534:2011,
DBC H.1-218-530.2006 etc.). For employees of road
maintenance organizations (RMC), the standards define
the rules for expert-visual or visual-instrumental control
of the road surface, all structures and elements of TI.
However, due to the high operating costs of specialized
inspection vehicles, conventional monitoring systems
suffer from a limited amount of data collected from peri-
odic inspections, which makes it impossible to fully eval-
uate the condition and form a clear plan for upgrading
roads, structures and TI elements. This makes road survey
work cumbersome and inefficient [6, 10]: some checks
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are redundant, and some lead to belated detection of prob-
lems. At the same time, visual methods are resource-
intensive (in terms of human, time and financial re-
sources), not promptly (do not allow you to clearly and
quickly obtain data on the condition of TI, develop project
documentation, etc.) and subjective (significantly depend
on the experience and qualifications of employees exer-
cising control roads) [10, 11].

It is precisely because of the outdated and poor func-
tioning of TI monitoring systems that today RMC are
reforming their observational methods and, supporting
world trends, are moving to new competitive technologies
that can detect and analyze the condition of TI in a short
time and with high accuracy [11].

An analysis of the development of approaches to TI
monitoring (A. Shtayat, et al. [11]) shows the presence of
trends in the use of remote methods to solve the problems
of evaluating its condition. The existing monitoring
methods are conditionally divided into two groups: static
methods — focused on the use of stationary sensors or
instruments; dynamic methods — require certain actions to
collect data on the condition of TI. At the same time, the
growing appearance on the market of drones, video cam-
eras, GPR, laser scanners, etc. as a constant and periodic
source of information, contributes to monitor the condi-
tion of roads in real time (D. Gura, et al. [5]).

Static remote methods implement the ideas of non-
destructive control to obtain accurate and valuable infor-
mation about TI objects without direct physical contact
with them. They have proven themselves well in the prob-
lems of determining local surface and structural deforma-
tions in linear transport networks (F. Tosti, et al. [12]).
With low operating costs, non-contact information, and
less labor required, these approaches enable early inspec-
tion of pavements, optimizing maintenance and repair
practices, reducing maintenance costs, and extending
pavement life (M. Rasol, et al. [13]). However, it is fair to
say that the potential of these methods in TI monitoring
systems is still not well understood, and they are not suit-
able for large-scale studies of surface deformation of the
road network [5, 11, 12].

Even more theoretical are studies related to the use of
dynamic methods for TI monitoring. The few studies in
this area are focused on a dynamic monitoring system
using portable equipment. For example, Khoudeir et al.
[14] experimentally prove that, in comparison with other
monitoring systems, the use of digital images of the road
surface can increase the efficiency of its evaluation and
operational safety. In addition, digital images can be used
to evaluate any type of pavement, as well as unpaved
roads. For example, Amarasiri S., et al. [15] based on the
evaluation of the change in the brightness level of the
image of TI objects, conclusions are drawn about the po-
tential possibility of monitoring the degradation of the
macrotexture of the road surface. Evaluating the prospects
of dynamic monitoring methods, many experts consider
them the most effective and recommend them, in particu-
lar, for information systems for evaluating the condition
of concrete pavement [11]. We also note that in the case
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of using spatial data, an important point is the ability to
track the dynamics of TI development, highlighting com-
mon features and main geographical patterns [8, 16].

Thus, regardless of the aspects of the monitoring prob-
lem considered, the TI literature review results confirm
the following. The effectiveness of TI status evaluation is
reduced due to the large size of the geographical areas
that need to be controlled, the limited amount of human
and financial resources available for RMC [10, 11, 17]. At
the same time, studies of the possibility of using remote
methods confirm the reduction of socio-economic costs
due to such unique advantages [10, 17]:

— a large amount of data increases the accuracy of pre-
dicting the condition of TI,;

— the cumulative measurement of the current condition
of the object increases the accuracy of the inspection,
contributes to the early detection of problems and reduces
the number of visits of the TI facilities with an inspection;

—reducing the time of road maintenance work while
complying with RMC policies based on continuous moni-
toring of the TI condition.

Therefore, in order to increase the objectivity of moni-
toring results based on the analysis of independent het-
erogeneous data obtained by different methods from dif-
ferent sources, it is necessary to implement IT that com-
bines visual control of the TI condition with remote sens-
ing data. Implementing the concept of non-destructive
control to obtain accurate and timely information about
the condition of TI, such technologies [11, 12, 17]:

—allow you to create lists of works for maintenance,
renovation and / or reconstruction of TI facilities, reduc-
ing the total cost of maintenance;

—help RMC prioritize finding ways to improve TI by
formulating plans and investment strategies for develop-
ment projects;

—make it possible to track the dynamics, establish
common features and patterns of TI development, etc.

3 MATERIALS AND METHODS
Today, the legislation of Ukraine in the field of evalu-
ating the condition of roads is in the process of formation,
only some operations of the TI monitoring process are
regulated at the level of industry standards (for example,
[18, 19]). Traditionally, the standards prescribe to collect
data (the initial elements of the set V' ={v;} ) by expert-

visual and visual-instrumental methods, the choice of
which is determined by road-maintenance priorities,
available resources and geographical limitations [17]. The
global practice of RMC “transfer of responsibility” em-
bedded in the regulatory framework can significantly re-
duce the objectivity of the obtained evaluations of the TI
condition [6, 15], causes delays in problems detection
[17], increases overall maintenance costs [20], reduce
road safety and quality of TI [12]. In order to eliminate
the possible listed problems, it is proposed to expand the
set V' by adding data obtained by remote sensing methods.

When monitoring the TI, an idea is formed about the
actual condition of the road surface and infrastructure
elements to find ways to improve it, i.e., in accordance
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with expression (1), the resulting elements of the set V'
must be transformed by IT into a set O ={o;} for evalu-

ating the TI condition.

At the same time, like any information process, the TI
monitoring process under consideration requires algo-
rithmizing and formalization to eliminate chaos, determi-
nation of a clear sequence of operations, ease of control
over their implementation, etc., as well as for systematiz-
ing the data, requirements, norms and rules in one docu-
ment arising from the provisions of various regulatory
documents [21].

To determine the procedure for actions that implement

the mapping v— 50 , using the author’s methodology

for studying information processes, we will conceptually
present the process of TI monitoring as a set-theoretic
model of its information flows [21-23]

I Pr=(V,0,4,y,Z,0). “)

Based on the requirements of the standards [18, 19]
and taking into account global trends [5, 17], we will form
the set 7 of the model (4) from the following elements:
v, — satellite imagery of the TI study area; v, — survey

results of the TI section; v3 — results of engineering sur-
veys of the TI section objects; v, — base map. At the out-

put of the process, a set O is formed, which combines the
following elements: o; — TI section objects database; o,

— the list of objects of problematic TI section; o3 — TI

section condition evaluations. It is possible by implement-
ing the operations defined by the set A: a; — to define the

objects of the TI section; a, — to check the condition of
the TI section objects; a3 — to form TI section condition

evaluations. To normalize the internal content of informa-
tion flows during TI monitoring, documents that specify
the requirements for TI objects, the rules for their defini-
tion, control and operation are used. This means that the
set Z (a set of documents regulating the process) will
combine the elements: z;— table of decryption signs of

objects; z, —requirements of the Building Code; z3 — TI

section objects evaluation requirements. Also, in model
(4) v means the output function, which uniquely deter-
mines the rules for the formation of elements of the set O;
¢ — update function, the execution of which is necessary
to clarify the input data of the process in accordance with
the requirements of the elements of the set Z.

TI monitoring is carried out discretely in time, which
means that the inputs and outputs will change depending
on the requirements of the regulatory documents, the ini-
tial data at the input and the set of operations that imple-
ment the process:

{V (O =9V (t-1),Z@t)); )

o) =y (), A1),
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that is, the input of the process at the present V' (¢) de-
pends on the input at the previous moment of time and the
set of documents regulating the process, Z(¢) ; the output
of the process O(¢) is determined by the set V' (¢) and the

operations A(f) performed in the present.
The output function — displaying the view:

y:AxV -0, (6)

which depends on the complexity of the process, can be
presented in tabular, graph and graphical view [21-23].

Defining the mapping (6) in the model (4), we present
the function y in graph form (Fig. 2) in accordance with
the rules formed in [22].

V1. V2 |0

Figure 2 — Output function graph view (6)

Output function graph view (6) — it is a directed graph
representation (Fig. 2), whose vertices correspond to the
operations of the set 4={a,},g=1,..,3, and edges —

z,- table of decryption
signs of objects

z,- requirements of

possible transitions from one operation of the process to
another. Each edge has a weight — specifying an element
of the set V' ={v;},i =1,...,4, on which there is a transi-

tion from the execution of one operation a, to another,

g
and an element of the set O ={o;},j=1...3 as a result

ag , necessary to perform subsequent operations [22]. For

example, at time ¢, the arrival of the operation at the input
as element v, allows to form an output element o5 . But

at the same time, an output o; is needed, resulting from
an operation @; by combining an input data v; and v,,
as well as the exit o0, , as a result of operation a, .

For clarity and to facilitate the perception of data and
operations of the I Pr process, while maintaining the ri-
gor and formality of the presentation, we depict the graph
(Fig. 2) in the form of an IDEF0-model (Fig. 3) [22, 23].
Based on the provisions of the functional modeling meth-
odology, IDEF0-model determines the structure of IT
monitoring of the TI.

In the IDEF0-model, GIS is considered as a means of
performing a set of operations A, and spatial analysis (or
GIS analysis) of TI monitoring tasks solved with its help
contains a set of methods and tools for combining geospa-
tial data with the arguments of decision makers
[3, 17, 23].
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Figure 3 — IDEF0-model as a structure of information technology of transport infrastructure monitoring,
that explains graphical view of function y realizations
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Executing the update function — displaying the view
[21-23]:

0 VxZ >V @)

is necessary to refine the input data in accordance with the
requirements of the documents of the set Z.

The simplest approach to the definition of function (7)
is enumeration, when the expert associates each element
of the set /" with an implementation of the view:

v; =o(v;,zp) Vvl-eV,i=1,_4 VzleZ,lzl,_3. ®)

Taking into account the dynamic nature of the TI
monitoring process, based on the first expression of the
system (5), experts need to discretely form a set of im-
plementations (8) in time. On the other hand, in the con-
text of digitalization of TI monitoring and its information
support, the expert approach to the formation of imple-
mentations (8) contradicts the principles of standard pro-
cedures, adherence to uniform approaches and data proc-
essing technologies, formed, for example, in [5, 12, 15].
Dynamic nature of the function ¢ can be explained by
using the IDEF3 methodology. It has been chosen due to
the following reasons [21, 24]:

— IDEF3 reveals the implementation logic of set 4 op-
erations, representing their dynamic sequence in the form

Table of decryption
signs of objects

(1)

Setting the Tl section
imagery history

Decrypting
objects of Tl

Satellite imagery
of the Tl study area

vyi-1) a, 5 ‘

Requirements of the

of a scenario that is implemented by IT in a finite time in
accordance with the first expression of the system (5);

— IDEF3 is an extension of the IDEF0 standard, which
is used to represent the function of outputs ;

— IDEF3 provides a tool for creating a set of graphical
models that reveal the mechanism for generating realiza-
tion (8) of the update function ¢ of the process, while
providing simplicity, clarity and ease of perception of the
dynamic character of information flows;

—IDEF3 as a part of a structural analysis, has certain
semantics for describing information processes, which
facilitates their full understanding by developers and end
users.

All of the above, on the one hand, makes it possible to
take into account the dynamic nature of the TI monitoring
process and, in particular, the update function ¢ according
to (5), on the other hand, reveals the mechanism for ob-
taining realizations (8) in the form of a final sequence of
process operations. A graphical representation of the im-
plementations of the function ¢ based on the IDEF3
methodology, which explains the TI monitoring mecha-
nism in accordance with the expressions of system (5), is
shown in Fig. 4. The resulting IDEF3-model reveals the
IT monitoring structure of TI for decision-making when
looking for ways to improve it [24].
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Figure 4 — IDEF3-model, that explains graphical view of function ¢ realizations
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The sequence of actions on Fig. 4 is formed by sum-
marizing the results of works [5, 12, 15, 17] and the rec-
ommendations of current standards [18, 19]. At the same
time, the operations of the set 4={a,},g=1,...3 are

refined and revealed as the function f:/ — O is imple-

mented. This is explained by the corresponding identifiers
of the unit of work of IDEF3-model (for example, the
identifier as; denotes the first sub-operation of the op-

eration as, etc.). Also here, a temporary designation of

the elements of the sets /" and Z is additionally introduced
to explain the dynamics of their change (which is not
typical for the IDEF3 methodology).

The IDEF3-model uses typical definitions of industry
standards [18, 19], for example, the TI section survey
results sheet, etc. This is a document that organizes the
results of a survey of a road surface by a visual or visual-
instrumental method in order to determine its technical
condition. Thus, the output o;, obtained from the junction

J4, 1s a multidimensional database that combines in a

single description heterogenecous information about static
(TT object name, coordinates, geometric and operational
characteristics, etc.) and dynamic (a snapshot of the ob-
ject, the area of damage to the coverage on the date of the
survey, the strength of concrete relative to the norms, etc.)
characteristics of the objects obtained during TI monitor-
ing. The algorithm for the formation of such a database on
the example of another object of study is considered in the
work of the authors [23]. The same data are input to op-
erations a, and a3, where, in one case, they are consid-

ered as the basis for the formation of evaluations of the
condition of the TT site, in the other, these data are refined
by comparison with the results of engineering surveys of
TI objects.

Thereby, the consistent refinement of the conceptual
model of information flows of the TI monitoring process
makes it possible to form the structure of IT and present it
as a set of IDEFX-models that explain how a set of het-
erogeneous (graphic, text, digital, cartographic, etc.) data
about TI elements obtained from different sources are
processed and presented to support decision-making on
ways to improve it.

4 EXPERIMENTS

The possibility of using the proposed IT for TI moni-
toring is considered on the example of the Kharkiv district
of the Kharkiv region near the villages of Rokytne, Pav-
livka, Vatutine, Vilkhuvatka, Ordivka, Krynychky with a
total population of 3602 people (Fig. 5).

The purpose of the experiment was to evaluate the
possibility of using remote data in TI monitoring to solve
the following problems:

— obtaining generalizing coefficients for the analysis
of TI of a separate area for choosing directions for the
strategic development of territories;

— inventorying the TT objects;

— modeling the TI and its elements;
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Figure 5 — Study area (TI section) on the Sentinel-2 imagery

—researching the TI properties to substantiate design
decisions during the reconstruction, development of the
existing transport network;

— planning a procedure for surveying the condition of
highways and other TI facilities.

The following were used as initial data:

—satellite images of the study area from Sentinel-2
and SuperView-1;

— table of decryption signs of TI objects;

—results of laser survey with a Leica RTC 360 scan-
ner;

—results of tachometric survey in the SK-63 coordi-
nate system using the Leica FlexLine TS03 device.

The implementation of proposed IT is possible by us-
ing the ArcGIS software suite by Esri. When validating
the evaluations, they were compared for compliance with
the results obtained from the statistics department of the
Kharkiv region, which made it possible to conduct an
experiment to study the effectiveness of IT in real condi-
tions and on real objects.

As a result of the experiment, conclusions were drawn
about the possibility of using remote data as auxiliary
tools that complement the existing expert-visual and vis-
ual-instrumental methods for TI monitoring.

5 RESULTS
An analysis of a snapshot of the road infrastructure in
the study area (Fig. 5) showed that it covers an area of
$=61.25 km’, the total length of roads of various types is
L=17.8 km. Using formulas (2), (3), we find generalizing
coefficients K(F)~0.038 and K(G)~0.93. To validate

the obtained data, using statistical data, for the Kharkiv
region we will obtain S=31418 km?, 1=9672.8 km,
H=2633834 people, N=1755; hence the values of the co-
efficients for Kharkiv region are K(F)=0.034 and
K(G)=13.

Fig. 6 shows the result of solving the problem of in-
ventorying objects and TI cartographic modeling of the
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study area: all TI objects were found and plotted on a car-
tographic base to fix spatial data, systematize and visual-
ize the information received about the road transport in-
frastructure.

Artificial structures, and primarily bridges, are the
most complex and expensive structures in the transport
infrastructure [25]. The cartographic model (Fig. 6) shows
several bridges that have been identified in the study area.
Further, among the bridges presented in Fig. 6, a bridge
over the river Mzha, located on the territory of the Ro-
kytne village, which is on the local road that connects the
M-18 and M-29 highways, was selected for analysis.

Traditionally, evaluation of the condition of bridges is
based on visual inspections and surveys using geotechnical
field instruments and geodetic equipment. Naturally, the
results of such engineering surveys significantly depend on
subjective factors, including the level of training of special-
ists [17, 25]. However, laser scanning technology is in-
creasingly attracting the attention of inspectors and re-
searchers in the field of bridge management, allowing to
obtain detailed bridge geometry. Being a kind of remote
methods, laser scanning of objects increases the reliability
of the survey results by increasing the sample of measure-
ments, and improves the quality of project documentation
[5,25].

The results of laser survey of the bridge obtained as
initial data made it possible to build an information 3D-
model of bridge structures (Fig. 7) with an accuracy of
1 mm. Its integration into a 3D relief model improves the
perception of TI objects as natural elements located in
real conditions of the natural environment of the study
area.

6 DISCUSSION

The results of the experiment confirmed that, based on
remote data, it is easy to find the generalizing Engel and
Goltz coefficients for analyzing the transport component
of the area. In the context of the ongoing administrative-
territorial reform in Ukraine, when statistical data on the
region may not be available, remote data becomes the
only means of obtaining the necessary information. Note
that the found values of the coefficients for the study area
are comparable with the statistical values for the region.
At the same time, the level of provision of the population
with motor transport routes slightly exceeds (by 12.7%)
the statistical data for the Kharkiv region, and attention
should be paid to the development of the road network
between villages: compared to the region, this indicator is
lower by 28.7%.

Legend

A3C | - The Petrol Station: - The Transport Station:

- The Bridge :

mme - |Local Roads:

s - Expressway Of International Importance M-18:

- The Vehicle Servicing Point. e - Expressway Of International Importance M-29:

Figure 6 — An example of solving the problem of object inventory and TI cartographic modeling based on:
a — satellite images from SuperView-1; b — satellite images from Sentinel-2
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Figure 7 — An example of solving the problem of 3D-modeling of TI objects based on the results of laser scanning

The results of solving the problem of inventory of ob-
jects and cartographic modeling of the TI of the study
area (Fig. 6) showed that the graphical interpretation of
different types of objects and the possibility of combining
different images on the model improves the visual percep-
tion of the condition of the TI section. At the same time,
the high resolution of images does not affect the speed of
their processing by ArcGIS.

Analyzing the image from the SuperView-1 satellite
(Fig. 6a), we note that its resolution (0.5 m per pixel)
makes it possible to apply the results of a visual inspec-
tion of the highways concrete pavement condition to the
model using the gradation provided by the Building Code
B.2.3-218-534:2011. This significantly expands the scope
of the developed IT and in the future creates an opportu-
nity for substantiating design solutions for the reconstruc-
tion of the transport network and planning procedures for
examining its condition, which is also confirmed by the
conclusions obtained in [17]. However, due to the lack of
results of a real survey of TI in the study area, the scope
of this study is limited only to evaluate the possibility of
using the developed IT in solving such problems. It
should be noted that the low-resolution, free images from
the Sentinel-2 satellite (Fig. 6b) do not allow solving
such problems. But the resulting cartographic models will
help RMC to identify vulnerabilities in the investigated
road infrastructure, facilitate decision-making when plan-
ning procedures for examining the condition of TI ob-
jects, etc.

Interesting prospects are opened by the integrated use
of remote data and the results of engineering surveys of
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TI objects, collected using modern geodetic equipment.
The 3D-model of the bridge built based on the results of
laser scanning makes it possible not only to obtain accu-
rate design documentation, but also makes it possible to
conduct a comprehensive analysis of the bridge, taking
into account the physical and geographical location and
predict its behavior without fieldwork. However, the lack
of a reference model makes it difficult to solve the prob-
lem of evaluating the condition of the bridge: research is
primarily focused on its representation as a whole, it lacks
a clear linkage of changes to specific characteristics,
which means that it is difficult to understand what data
should be used as a reference for the condition evaluating
for a certain period of time.

CONCLUSIONS

The actual problem of developing scientific and meth-
odological support of information support for the process
of monitoring the transport infrastructure in order to find
ways to improve it in the implementation of development
projects has been solved.

The scientific novelty of the obtained results is that
the methodology for researching information processes
has been further developed by adapting it to solve TI
monitoring problems by refining the set-theoretic model
of information flows process. Based on the requirements
of current standards, taking into account global trends, a
set of input and output parameters of the model, as well as
a set of process operations, are formed. As a result of the
consistent refinement of this model, for the first time, an
information technology for monitoring the transport infra-
structure was proposed, including a set of IDEFX-models
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that explain how a set of heterogeneous (graphic, text,
digital, cartographic, etc.) data about TI elements upcom-
ing from different sources are processed and presented to
support decision-making process on the survey and im-
provement of the existing infrastructure.

The practical significance of the obtained results is
that the representation of the IT structure based on the
IDEF functional modeling standard makes it easy to move
to the creation of information monitoring systems for TI
based on remote data. The conducted experiment on stud-
ying the capabilities of the proposed IT showed its effec-
tiveness in solving the classical problems of complex
analysis of TI based on generalizing coefficients, and also
outlined the range of tasks where it can be used as an ad-
dition to the existing expert visual and visual-instrumental
methods of TI monitoring. The results of the experiment
make it possible to recommend the developed IT for use
in practice, as well as to determine the effective condi-
tions for its application.

Prospects for further research are the combining of
remote data, survey results of TI sections and engineering
surveys of objects on these sections to form evaluations of
the TI condition. On the other hand, the direction associ-
ated with the refinement and expansion of the table of
decryption signs for road transport infrastructure objects,
as well as obtaining reference models of TI objects for
monitoring the road surface and infrastructure as a whole,
becomes interesting.
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AHOTANIA

AxTyanbHicTs. Ha Tii icHyI090i IpakTUKH MOHITOPHHTY aBTOJOPOKHBOI MEpeKi Iie JOCHIIKEHHS CIPSIMOBAaHE Ha BUBUCHHS
MOXJIMBOCTEH TEXHOJIOTIH MUCTAHI[IHHOTO 30HAYBAaHHS IS BHPIMICHHS 3aBJaHb IMIABHINCHHS 00’€KTHBHOCTI OAEPXaHHUX OIIHOK
CTaHy TPaHCIOPTHOI iHppacTpyKTypH B HizioMy. O6’€KTOM IOCIIJPKEHHS SIBISETHCS MIPOLIEC MOHITOPHHTY TPAHCIOPTHOI iH(pacTpy-
KTYpH JUIsl TIOLIYKY LUIAXiB 11 BIOCKOHAJEHHS IPH peaji3alil MpOoeKTiB po3BUTKY. Mera poOOTH — ILIIXOM HAOYHOTO IOJAaHHS Ta
Bi3yaunizallii MpoCTOPOBUX JaHMX MOHITOPUHIY TPAHCIOPTHOI iIHPPACTPYKTYPH MiABUILUTH 00 €KTUBHICTD PillleHb, IO MPUHAMAIOTh-
Csl, BITHOCHO IIaHIB 0OCTE)XEHHS, PEKOHCTPYKIIT Ta PO3BUTKY ICHYI0YO0T TPAaHCIOPTHOT MEPEXKi.

Mertop. [IpoananizoBaHo iCHYIOUi iIXO0H A0 MOHITOPUHTY TpaHcrmopTHOI iHdpacTpykTypu (TI) Ta ouinroBaHHs i crany. Bumi-
JIeHI HEeNIOJIKH, a TaKOK TeHACHIII PO3BUTKY TEXHOJIOTiH MUCTAHIIHHOTO 30HAYBaHHS BiAKPUBAIOTH MEPCIEKTHBH 3 BUKOPHCTAHHS
IUCTaHIOIHHUX AaHUX Yy mporeci MoHiTopuHTY T1. 3ampornoHOBaHO TEOPETUKO-MHOKHHHY MOJAENTH iH()OPMALifHUX MTOTOKIB MPOILIECY
MOHITOPHHTY, TOCIIiIOBHE YTOYHEHHS €JIEMEHTIB SIKOI JTaJIo 3MOTy 3amporoHyBatu iHdopmauniiiny texHonorio (IT). dopmyBanns
MHOXXHH BXiTHUX 1 BUXiqHUX napametpiB IT, MHOXHHY 11 onepaniii, nomanns ix y Hotamii IDEFX-Mozneeit moscHIOE SK CyKyIHICTh
pisHOpimHKX (TpadiuHKX, TEKCTOBHUX, HU(POBHX, KapTOrpadiyHKUX TOIIO) AaHHX Ipo enemMeHTH TI, ki HAAXOAATH 3 PI3HUX JDKEpEl,
0OpOOISIOTECS Ta HANAIOTHCS YIS MIITPUMKH MPUHAHATTS PillleHb MO0 0OCTeXEHHs iCHYI0401 iH(pacTpyKTypH Ta i BIOCKOHAJICH-
Hs1. Po3pobnena IT nae 3Mory oTpuMmarti KOMIUIEKCHI TOKa3HUKH i aHaiizy TI okpemoro paiioHy, BUpIllyBaTH 3aBAaHHsS iHBEHTa-
pu3atiii 06’ekTiB iHppacTpyKTypH, Kaprorpadidnoro moaemtoBans TI Ta 1 eneMeHTiB 3 ypaxyBaHHsIM (iznko-reorpadivHoro pos-
TaIlyBaHH, IO Ja€ 3MOTY PO3TIIAAATH i1 K JOMOMDKHHIA 3aci0, 0 TOTOBHIOE iCHYI041 MeToau MOHITOpUHTY TI.

PesyabTaTn. Po3pobnena IT mocmimkeHa npu BUpimieHHi 3aBnanb MOHITOpUHTY T1 minsaku XapkiBChKOTO pailoHy 3 BUKOpPHC-
TaHHSM CYIyTHHKOBHX 3HIMKIB cepenHboi (Sentinel-2) i Bucokoi (SuperView-1) po3ninbHOI 37aTHOCTI Ta pe3ysbTaTiB Ja3epHOI
3HOMKH JIOPOXKHBOTO MOCTY 4epe3 p. MKy (SIK elTeMeHTy iHppacTpyKTypH).

BucnoBku. [IpoBeseHi ekCliepUMEHTH MiATBEPXKYIOThH Mpare3natHicTs 3anpornoHoBanoi IT i 1aroTe 3MOry pekoMeHayBaTH ii
JUIS BAKOPUCTAHHS Ha TPAaKTHILI NPH BUPIIICHH] 3aBAaHb 3 OTPUMAaHHs y3araJIbHIOIOYNX XapaKTePUCTHK 1HOPaCTPyKTypH, iHBEHTa-
pu3ariii 06’exTiB TI Ta ix MoxentoBanns. Lle BiikprBae MOXKIMBOCTI 00 OOIPYHTYBaHHS IPOEKTHHUX PillleHb PEKOHCTPYKIIii TpaHC-
MOPTHOT MEpexi Ta IUIaHyBaHHs NpoLEeayp oOcTexeHHs 11 ctany. [lepcreKTHBH MOAANBIINX TOCHIIKEHb MOXKYTh MOJATAaTH: y CTBO-
peHHi eTanoHHUX Mojenei 06’ekTiB TI, po3mupenHi Tabiuii AemmudpyBalbHUX 03HAK 00’ €KTIB AOPOKHBO-TPAHCIIOPTHOI iH(pa-
CTPYKTYpH, KOMIUIEKCYBaHHI AUCTAHIIHNAX JAaHUX, Pe3yJIbTaTiB 00cTekeHHs NUIAHOK T1 i iHKeHepHUX BUIIYKYBaHb 00 €KTIB IJIS
OTpUMaHHS OIIHOK cTaHy T1 B miomy.

KJIFOYOBI CJIOBA: mozens indopmaniitaux nmorokis nponecy, IDEFX-monenu, kaprorpagiuae Ta 3D-MozxemoBaHHs.
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ABSTRACT

Context. The implementation of different use-cases may be performed by different development teams at different times. This
results in a poorly structured code. The problem is exacerbated when developing medium and large projects in a short time.

Objective. Since inheritance is one of the effective ways to structure and improve the quality of code, the aim of the study is to
determine possible inheritance relationships for a variety of class models.

Method. It is proposed to select from the entire set of classes representing the class model at a certain design stage, subsets for
which a common parent class (in a particular case, an abstract class) is possible. To solve the problem, signs of the generality of
classes have been formulated. The mathematical model of the conceptual class has been improved by including information about the
responsibilities of the class, its methods and attributes. The connection of each class with the script items for which it is used has
been established. A system of data types for class model elements is proposed. Description of class method signatures has been ex-
tended. A method for restructuring the class model, which involves 3 stages, has been developed. At the first stage, the proximity
coefficients of classes are determined. At the second, subsets of possible child classes are created. At the third stage, an automated
transformation of the class structure is performed, considering the identified inheritance relationships.

Results. A software product for conducting experiments to identify possible inheritance relationships depending on the number
of classes and the degree of their similarity has been developed. The results of the conducted tests showed the effectiveness of the
decisions made.

Conclusions. The method uses an algorithm for forming subsets of classes that can have one parent and an algorithm for auto-
matically creating and converting classes to build a two-level class hierarchy. An experiment showed a threefold reduction in errors
in detecting inheritance and a multiple reduction in time in comparison with the existing technology.

KEYWORDS: class model, class attribute, class method, data types, use case, inheritance.

ABBREVIATIONS Bool is a boolean value;
UC is a use-case; Text is any text;
OOFP is an object-oriented programming; Void is a function does not return the value;
OOA is an object-oriented analysis; NameS is a name of the type;
SP is a software product; NameFi and Typei are the name and type of the i-th
OOT is an object-oriented technologies. field;
Namel is a name of the type;
NOMENCLATURE NamekE is a name of the list element;
Cp; is a parent class; CPName is a type name (class name).
Cj, is g-th descendant class that passed common at- attrName is an identifier of the attribute;
tributes and methods to the parent class; attrResp is an attribute responsibility;
cHead is a class header; attrType is an attribute type;
mMeth is a set of functions (methods) of the class; fName is a name of the method;
mAttr. is a set of class attributes; fRespo is a responsibility of the method;
cName is a name of the class; mRC; is a set of class C; responsibilities;
mResp is a set of class responsibilities; C:mRC;is a number of class C; responsibilities;
uName is the name of the UC and the number of the mRC; is a set of class C; responsibilities;
point where the class was created, or a function was CmRC; is a number of class C; responsibilities;
added to the class; mArgs is a set of method arguments;
nP is a class responcibility, represented by a single returnVal is a function return value;
phrase; mRsArgs is a set of arguments that return the result of
abstract is an abstract class; the calculation;
cNamel is a name of the parent class for the cName CA; is an abstract class;
class; mChildC; is the set of its child classes;
mChildCl is a set of child classes (filled only for an CAS is the concatenation of the names of all classes
abstract class); that are included in the set mChildC, (hereinafter, the

Numb is a number format; name is edited by the expert).
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INTRODUCTION

The theory of OOP and OOA was elaborated in detail
in the works of G. Booch and his colleagues [1] and con-
tinues to be developed and promoted [2, 3]. However, the
practice of applying theoretical principles in the develop-
ment of SPs faces many unsolved problems. The use of
flexible technologies significantly speeds up the process
of designing software products [4], however, it is possible
to perform OOA to full extent only within the framework
of the cascade model of the software life cycle [5]. In
most OOT for creating software products functional re-
quirements are written in the form of use cases (UC) [6].
UML is used to create UC diagrams, interaction diagrams,
and class specifications. Stages of compiling the text of
UC, class analysis, defining possible hierarchical relation-
ships between them are not usually supported by design
tools. The implementation of all main design stages
within one iteration, which is typical for flexible tech-
nologies, allows carrying out a detailed OOA only for
some fragments of the subject area. This creates a number
of problems for the project [7], including defects in the
architecture and structure of the class model. As a result,
the program code requires detailed refactoring [8]. This is
especially evident for medium and large projects, when
teams of developers work in parallel to solve different
problems (Fig. 1.). Under such conditions, there is a high
probability that a possible “kinship” between classes will
go unnoticed or will not cover all potential members of
the hierarchy.

Team]ii
J

Project

Figure 1 — Parallel development of the class structure

The purpose of the study is to select from the set of
classes that represent the class model at a certain design
stage, subsets for which a common parent class and
automated restructuring of all classes related by
inheritance relations are possible.

To achieve the stated goal, it is necessary to solve the
following tasks:

— To formulate signs of class commonality;

— To improve the class model in order to provide
comparison with other classes;

— To develop a method for restructuring the class
model taking into account inheritance;

— To perform approbation of the research results.

1 PROBLEM STATEMENT
Let mC ={C,,C,,...,C,...,C,} be the set of class
models of some software project. It is necessary to extract
from mC such subsets of classes mC;, mC,, ..., mC;, for
which common parent classes can be created. If some
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subset mC, ={C;,C,,,...,
formed to the form <Cp {C ,,C,,...,C,,}>

qu} is found, then it is trans-

2 REVIEW OF THE LITERATURE

A good practical guide to inheritance is provided by
[9], but it does not address the issue of inheritance of
classes represented by models. In [10], it is proposed to
put an abstract class as the basis of the hierarchy. It is
shown that the effect of using an abstract class occurs
when a number of subclasses are created on its basis in
accordance with different specializations of the tasks
being solved. However, the question of finding these
specializations remains open. Disadvantages in the
representation of classes in UML models are noted in
[11]. The author suggests deepening your understanding
of object-oriented concepts by determining relationships
between actions and attributes, without considering the
similarity of classes in terms of actions and attributes. In
[12], the problem of the transition from the class model to
the domain ontology is considered. An extension of the
representation of classes, which, however, does not affect
the identification of inheritance relations, is proposed.

In [13], the remodularization of object-oriented
software  systems is proposed, considering the
connectivity, concatenation, index of the number and
sizes of packages. The said principles of restructuring at
the package level can be partly transferred to the class
level.

The work [14] is devoted to the analysis of software
quality at three levels. At the class level, it is proposed to
introduce additional quality assessment metrics. However,
they do not provide an assessment of the existing or
possible hierarchical relationships between classes.

In [15], a two-level clustering of class models is
proposed: at the level of semantics and structure.
Obviously, this approach makes it possible to select
“similar” classes. However, the analysis of the possible
“kinship” between such classes was not performed in the
work. A similar problem of determining groups of “close”
classes was solved in [16]. But here the aim was to reduce
testing resources, not to restructure classes.

The question of the comparative efficiency of manual
and automated search for features of functions was
considered in [17]. The idea of organizing the search for
features not only in the code, but also in models is very
productive.

The analysis of hierarchical relations of classes was
performed in [18]. However, it is not the process of
forming a hierarchical structure that is being studied, but
its analysis for the purpose of preserving secret
information in inherited methods.

In [19], a method for automated description of UC
was proposed, which made it possible to further automate
the process of building a model of conceptual classes
[20]. At the same time, additional information about the
connection of the class with the UC, methods and
attributes of the class was placed in the model. Such a
model [20] contains more information for searching for
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class “kinship”, but without significant development it
cannot solve such a problem.

3 MATERIALS AND METHODS

Let start with an improved model class. In [20], a
class model is proposed that can be taken as a basis.
However, the specific task of finding a set of classes that
can have a common “parent” requires a significant devel-
opment of the said model. Let us formulate new require-
ments for the model:

— the class header is a comparison element. It must
have the characteristic of responsibility.

— the class attribute is a comparison element. It must
have the characteristic of responsibility and type;

— the class method is a comparison element. It must be
represented by a responsibility and a signature;

— a class must have characteristics that define its role
and relationships in the class hierarchy.

Basing on the foregoing, we will represent all the
classes that are included into the project as a set:

mC = {c}, (D
and each class as a tuple:

¢ =< cHead ,mMeth,mAttr > . (2)

Now let’s talk about a class header. To compare
classes, it is proposed to introduce a set of responsibilities
for which the class is used, formulated as separate sen-
tences in the header of the class. In accordance with the
technology of constructing a class model [21], a class is
created when the UC “Create” item is implemented in the
class model. At the same time, the first responsibility pro-
posal is formed. For each subsequent point in the script,
when the class must perform an action, a responsibility
for the corresponding function, which is included into the
set of class responsibilities is formed. For a possible trac-
ing from the class model to the requirements (scenarios),
the name of the corresponding UC and the number of the
scenario item correspond to each new responsibility.

Further we will consider parent classes as abstract
ones, since in our case they will not generally represent
real objects of the subject area. Thus, the class header is
represented as a tuple:

cHead =< cName,mRe sp,inheritance > . 3)

Each element of the set mResp is represented by a tuple
<uName,nP,r>. 4
An inheritance relationship is represented by a tuple:
<inheritTrait,nChildCI>, 5)

where inheritTrait can take the following values: abstract,
cNamel, null (the class has no inheritance relationship
with other classes), mChildCl.

In [20], a system of data types for a class model is
proposed. In this work, this system has been developed at
the expense of structured types.

Simple types: Numb, Bool, Text, Void.
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Structured types. Struct — structure, in the general
case, contains several fields of different types. The struc-
ture declaration has the following form:

Struct>NameS(n)(NameF I:Typel NameF2:Type2,
...NameK:TypeK).

A List can represent a linear list, an array, a set, and so
on.
The list declaration looks as:

List > NameL(NameE:Type).

The declaration of a reference to an object of the
CPType class looks as:

CPType > CPName.

To provide the ability to compare class attributes it is
proposed: to introduce the concept of the purpose (re-
sponsibility) of an attribute and data types.

As a result, each attribute from the set mAttr will be
presented as:

Attr =< attrName, attr Re sp, attrType > . (6)

To provide the possibility of comparing -class
methods, it is proposed: for each method to formulate its
obligation in the form of a short phrase, for instance,
“calculation of the cost of the order”; for method
arguments to use the rules formulated earlier for
attributes.

As a result, each method from set mMeth(2) will take
the form:

func =< fName, f Re spo,mArgs, returnVal,mRsArgs >. (7)

Figure 2 illustrates the resulting class model.

Class model

Atributes

Header

Name

Methods

Method

Responsibility
Elements of Resposibility

responsibilities|

Argur;er;t-

Name of UC

UC tem number

Responsibility

Inheritance
characteristic

Child classes

Child class
name

Figure 2 — The structure of the class model
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The class model restructuring method involves four
steps.

The first step is to determine the proximity of classes.
Comparing two classes involves comparing class respon-
sibilities, methods, and class attributes. To do this, it is
necessary to compare various elements of the description
of one class with other classes within the framework of
the program class model, represented by a set mC (the
total number of classes nC=|m(l).

For each comparison position, it is proposed to calcu-
late the proximity coefficient

_ Number _of _matching _elements

®)

Total _number _of _elements

When comparing the elements represented by the text,
fuzzy string comparison functions were used [22]. There-
fore, the result of the comparison will be a number not
exceeding 1. A threshold value of the coefficient of prox-
imity of responsibilities of the class Kcmin has been in-
troduced, below which it makes no sense to search for the
“kinship” of classes.

To compare the responsibilities of classes, we trans-
form the set of responsibilities mResp; (3) of a certain
class C;, excluding references to the UC and the scenario
item.

mResp; = mRC;, 9)
where CimRC; ={ri 15eslip} C;nRC; =l mRC; |,
mRC] I{Vj’l,...,rj’m} and C]mRC] :{rj,l,...,rj’n},
nRC; =|mRC |-

Let us define a set of overlapping responsibilities of
classes C; and C;

mRC, , ={ro,|ro,=r1,; ATO, =7, }, (10)
and their number

nRC; ; = mRC; ;|- (11)

If nRC,, =0, then class comparison stops.

When comparing class methods, we proceed from the
following considerations. Each time when a class is used
to implement a script item, a responsibility is added to the
class header. The same responsibility is attributed to the
class function that implements it in the script item. To
determine the identity of two functions with overlapping
responsibilities from classes C; and C;, to match of all
elements from (7) except the function names is required.
Let us represent the set of coinciding functions of classes
C; and C; in the form mMethC; ;. If no match is found for

a pair of functions, then nRC; ; is reduced by one.

Match of class attributes does not affect the assess-
ment of class proximity degree, because there are meth-
ods that do not use the attributes of their class. However,
matching attributes must be identified for further class
transformation. To determine the identity of two attributes
from classes C; and C;, their types and responsibilities
must match. Let us represent the set of matching attributes
of classes C; and C; in the form mAtirC; ;.

The result of comparing two classes is called the prox-
imity coefficient of the said classes ER. Its value must be
different for classes C; and C;. For a class C;:

ER, =BG (12)
J nRCl
For a class C;:
St nRCj
The overall coefficient:
ER; . +ER ; ;
ERO; ; =—2L— 11 > LAy (14)

The second stage is the construction of the class prox-
imity matrix. To identify the possible “kinship” of classes
from set mC(1), it is proposed to use the matrix of class
proximity. An example of such a matrix is presented in
Table 1.

Table 1 — Matrix of class proximity

Classes Cl 2 c3 C4 cs C6 c7 C8 C9
Cl X 0 ER,; 0 0 ERy, 0 ER 5 0
C2 0 X ER,; 0 ER, ER,, 0 0 0
C3 ER;, ER;, X ERs, 0 0 0 0 ER;,
C4 0 0 ER. X ER.s ER., 0 0 0
cs 0 ER;., 0 ER;, X 0 0 0 0
C6 ERg, ERs. 0 ER,4 0 X 0 ER; 0
C7 0 0 0 0 0 0 X 0 0
C8 ERs, 0 0 0 0 ERss 0 X ERss
C9 0 0 ER, 0 0 0 0 ERy 5 X
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The cells of the matrix contain the values of the prox-
imity coefficients for all pairs of classes from set mC. For
instance, it follows from the matrix that there is no com-
monality between classes C; and C,, but there is a com-
monality between classes C, and Cs.

The presence of commonality between class C; and
classes (;,C¢,Cy does not mean that there will be one
parent class for all these classes. The search for the opti-
mal solution will consist in the fact that for any class from
group Cs,Cq,Cy, the condition for combining with C; is
the greatest value of proximity with this particular class.
For example, Cs will enter a group with C; if
ERy s = max(ERg 5, ERg 4, ERg g) .

The third stage is the formation of a set of abstract
classes. At this stage, as a result of processing the matrix,
it is necessary to form a set of abstract (parent) classes
mCA (initially, the set is empty), each element of which
has the form

mCA4; =< CA;,mChildC; > . (15)

Previously, we will place classes that can potentially
become child classes in the set of child classes. Let us
denote such a set mChildC'" . The sequence of operations
for the formation of the said sets is represented by the
algorithm for identifying parent (abstract) classes:

1. To define the set of all classes and the set mC of ab-
stract classes c.

2. To fill in the generality matrix of the size K xK,
where K =|mC|. To set the matrix row index /=1 and the
abstract class index 7=1.

3. For each proximity coefficient ER; , # 0, to calcu-
late the total ERO; , for
j=i+1K.

4.1If some ERO; , > ERO;

in

proximity coefficients

is found, then ERO;, is
reset to zero. Otherwise, all ERO; , are set to zero. If
there is no more than one £RO in the current line, then go
to step 6.

5. The set mChildC; contains all classes of the i-th
row for which ER; , #0 . Only the name of the abstract
class is entered as CA,. cName=CAS. To increase index r
by 1.

6. To increase index i by 1. If i<K, go to step 3.

7. Completion of the algorithm.

The fourth stage is the formation of parent (abstract)
and child classes. For each abstract class with the name
CAS,, it is necessary to form a header, methods and at-
tributes using a set mChildC; of classes. Each class in the

© Kungurtsev O. B., Vytnova A. 1., 2022
DOI 10.15588/1607-3274-2022-4-8

102

set mChildc; must be converted into a derived class
CAS, by changing the header, excluding methods and
attributes that passed into CAS,.

The solution to this problem is formulated as a class
restructuring algorithm:

1. We determine the possible number of abstract
classes Ka=|mCA| and set the index of the first abstract
class i=1.

2. We determine the number of possible child classes
for the i-th abstract from Kc; = mCAl-.mChildC' | and de-
fine the responsibilities m Resp; of an abstract class CAS;
by identifying, in accordance with (10), the general re-
sponsibilities of classes from mChildC;-. We write in the
inheritance relation inheritTrait; = abstract , in the set
mChildCl;
mChildC; .

3. We determine methods mMethC4;
class CAS; by identifying common methods of classes
from mChildC; .

4. We determine the attributes mAttrCA; of an ab-
stract class CAS; by identifying common attributes of

we write the names of classes from

of an abstract

classes from mChildC; .

5. We set the index of the child class j=1.

6. In the class header ¢; ; € mCAl-.mChildC} , We set
the inheritance flag c;.cHead.inheritTrait = CAS ; .

7. We remove methods of class CAS; c;; from the class
¢, /mMeth:=c, ,mMeth "~ CAS,.mMeth .

8. We remove attributes of class CAS; ¢;; from the
class ¢; ;.mAttr = c; ;. mAttr O\ CAS,;.mAtir .

9. We set j:=j+1. If j <= Kc¢; , then go to step 6. Other-
wise, go to step 7.

10. We demonstrate the analytics of the abstract class
CAS, and its child classes mCA;. mChildC" . If inheritance
is asserted, then each class from mC for which
mC.cName=mChildC; ;.cName is replaced by the corre-
sponding class mChildC;; and an abstract class named
CAS; is added to the set mC.

11. We set i:=i+1. If i<=Ka, then go to step 2.
Otherwise, finish the algorithm.

4 EXPERIMENTS
In accordance with [21], a simplified scheme for con-
structing a class model is shown in Fig. 3.

Yy

A

Requirements Module for automated -
Automated use case | I -
———— 1 description rmodule construction of a
P class model

Figure 3 — Simplified scheme for building a class model
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The system analyst, basing on the analysis of the sub-
ject area and consultations with an expert describes the
UC using the UseCaseEditor program [20]. Basing on the
obtained UCs, a programmer (perhaps a system analyst)
creates a class model using the ModelEditor program
[21].

To apply the proposed method of restructuring the
class model, a software product HeirClass+ was devel-
oped.

Within the framework shown in Fig. 3 the technology
(working mode), it is difficult to test the method of
searching for inheritance relations, since it is impossible
to select such UCs that would provide many classes in the
model with the necessary characteristics in advance.
Therefore, to test the decisions made, a software module
was developed that allows you to create a class model
bypassing the stage of automated UC description (ex-
perimental mode). Fig. 4 shows the class model restruc-
turing scheme in an experimental and operational modes.

' ol gata  EXPErimental mode . Work mode :
: of classes |, [Class Model Building | L - Madule for au !
I Module . Class construction of a |
Lol Model class model "
ol N !
[ | | 1
. il '

: \’J Report on ' :
P ) Possible , | Automated use case X
| ~ Inheritance description module 1
[ /\ Relationships !
| 4 |§- 1

: 1
' Inheritance ; |
! decisions A Requirements |
Model Upgrade !

Module

Figure 4 — Scheme for testing the decisions made
and testing modules

For performing experiments 15 programmers (3rd year
students) were involved. Of these, 5 teams were formed.
For each team, requirements to 4 classes were formulated
The
class contains a method that, basing on ..., returns .... The

in the following form: “The class must perform ....

class contains an attribute that represents...”. The require-
ments were distributed in such a way that one team could
not be given the task of describing potentially related
classes. It was supposed that, in accordance with the re-
quirements, there could be 6 groups of “related” classes.

5 RESULTS

After completing the work on the models, the partici-
pants in the experiment were asked to identify potential
inheritance relationships in a variety of classes. Simultane-
ously the program HeirClass+ with identical source data
was started. After 2 hours, the teams identified 8 class
groups with signs of inheritance relationships out of 9 sup-
posed ones. Of these, 4 groups were accepted for restruc-
turing. Program HeirClass+ identified 8 groups within 10
seconds. Of these, 5 groups were accepted for restructuring
at a threshold commonality rate of 35%. In addition, Heir-
Class+ performed the restructuring flawlessly.

Table 2 shows the matrix of generality for the first 10
classes, obtained on the basis of the work of the program
HeirClass+( classes named C1-C10 for brevity).

Figure 5 presents a piece of information that is offered
to the developer for deciding about inheritance.

Table 2 — Class commonality matrix (experiment)

Classes C1 C2 C3 C4 Co6 c7 C8 c9 C10
C1 X 0% 29% 0% 43% 57% 29% 29% 43% 14%
C2 0% X 38% 0% 38% 13% 0% 38% 13% 50%
C3 20% 30% X 10% 10% 30% 0% 50% 0% 40%
C4 0% 0% 17% X 0% 33% 0% 17% 0%
Cs 38% 38% 13% 0% 13% 13% 25% 50% 63%
Co6 14% 57% 43% 0% 14% X 0% 43% 14% 14%
Cc7 20% 0% 0% 20% 10% 0% X 0% 20% 0%
C8 29% 43% 1% 0% 29% 43% 0% X 14% 29%
c9 30% 10% 0% 10% 40% 10% 20% 10% X 20%
C10 13% 50% 50% 0% 63% 13% 0% 25% 25% X
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@ HeirClass+

o]

Search for similar classes

Similar classes

Add Use-Case C5-C10
Add Class G-
c4-C7

Sign out

Similarity percentage
62%

60%

26%

Threshold 35%

Figure 5 — Class comparison result

6 DISCUSSION

Until now, class inheritance has been studied in terms
of analyzing the effectiveness of its application [10],
building class libraries, developing conditions and rec-
ommendations for specializing generated classes [18]. In
this work, for the first time, the problem of automated
search for possible inheritance relations and their imple-
mentation for a set of classes is solved. Class conversion
automation is used in refactoring [8]. However, for refac-
toring, the object of modernization is the code, and the
operations are initiated by a specialist.

From what has been said, it follows that the proposed
method can only be compared with “manual” processing
of a set of classes. The experiment showed that automated
analysis was performed hundreds of times faster than
manual analysis with a significant reduction in the num-
ber of errors, and class conversion turned out to be error-
free.

CONCLUSIONS

It is shown that modern iterative software develop-
ment technologies lead to the creation of a poorly struc-
tured code, which requires refactoring at relatively late
stages of software design and is associated with high
costs.

The paper solves the problem of automated determina-
tion of inheritance relations for a set of classes. For this
purpose, signs of the generality of classes have been for-
mulated; the class model has been improved by defining
the concept of responsibility class, method, attribute; de-
tailed description of the method signature has been given;
a data type system for the class model has been proposed.

A method for restructuring the class model has been
developed. The method uses an algorithm for forming
subsets of classes that can have one parent and an algo-
rithm for automatically creating and converting classes to
build a two-level class hierarchy.

The results of the study are implemented in the Heir-
Class+ software product. An experiment using HeirClass+
showed a threefold reduction in errors in detecting inheri-
tance and a multiple reduction in time in comparison with
the existing technology.
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BU3HAYEHHS BITHOCHH YCHAJKYBAHHSI TA PECTPYKTYPU3ALISL MOJIEJIEA IIPOTPAMHMX KJIACIB Y
MPOLECI PO3POBKHU IHOOPMALIMHUX CUCTEM

Kynrypues O. b. — xann. texH. Hayk, npodecop kadenpu ImxeHepii mporpamuoro 3ade3nedeHHs HamioHaapHOTO yHIBEPCUTETY
«Opecpka moitexHika», Oneca, YkpaiHa.

ButnoBa A.I. — crynentka xadenpm Imxenepii mporpamsoro 3abesmeuenHst HamionamsHoro ymiBepcurery «Opecbka
moniTexHikay, Omeca, YkpaiHa.

AHOTAIIA

AKTyaJabHicTb. Peamizanis pisHUX BapiaHTIB BUKOPUCTAaHHS MOKE BHKOHYBATHCh PI3HUMH KOMaHIaMH PO3POOHHKIB y Pi3HUIMA
yac. [le npu3BOANTE O CTBOPEHHS IIOTAHO CTPYKTYpOBaHOTo Koxy. [IpobieMa yCKkiIaqHIOETBCS IPH pO3po0IIi cepeiHiX Ta BEMUKIX
MIPOEKTIB y CTUCIIUH TePMiH.

Meta. OCKiNbKM yCIaJKyBaHHSI € OIHUM i3 €(QEKTHBHHUX CIIOCOOIB CTPYKTypyBaHHS Ta IOKPAIUEHHS SKOCTI KOAYy, METOIO
JOCIIIJDKEHHS € BU3HAYCHHSI MOXKJIMBUX 3B SI3KIB yCIIaIKyBaHHS [UIsl PI3HOMaHITHUX MOJIEIIeH KIIaciB.

MeTtoa. 3anponoHOBaHO BHIUICHHS 3 MHOXKMHH KJAcCiB, 110 NPEICTABISAIOTh MOJCIb KJIAaciB Ha NEBHOMY €Talli IPOEKTYBaHHS,
MiAMHOXHH, AJIs SIKMX MOJMJIMBHIM 3aralbHuil OaThKIiBChKHU Kiac (B OKpeMOMy BHUMaaKy abcTpakTHuit kiac). J[ns BupimieHHs
3aBJlaHHs COPMYJIHOBAHO O3HAKH CHIJIBHOCTI KJIACiB. YJOCKOHAICHO MaTeMaTH4HYy MOJENb KOHLENTYalIbHOIO KIAaCy 3a PaxyHOK
BKITIOUEHHS iH(opMmaii mpo 060B’I3KU Kiacy, HOro METOAM Ta aTpruOyTH. BcTaHOBIIEHO 3B’ 30K KOKHOTO KJIacy 3 CIEHApiIMH, IS
SIKUX BiH BHKOPHCTOBYETHCS. 3alpOIIOHOBAHO CHUCTEMY THIIIB JaHWUX JUIS €JEMEHTIB MoJemi Kiacy. Po3mupeHo omuc CHUTHATYp
MeTOAiB KiaciB. Po3pobiieHo MeTox pecTpyKTypu3alii Mojemi KiaciB, mo nependadae 3 eramd. Y MNEpHIOMY BU3HAYAOTHCS
koedimieHTn Gim3bKoCTI KiaciB. Ha npyromy CTBOPIOIOTHCS IMJMHOXKHHH MOMJIMBHX IOUIpHIX KiaciB. Ha TpeThoMy BHKOHYeETHCS
ABTOMATH30BaHEe NIEPETBOPEHHS CTPYKTYPH KJIACIB 3 ypaxXyBaHHSM BHSBIICHUX BiTHOCHH CIIaJIKyBaHHSI.

PesyabTatn. Po3po0ieHo mnporpaMHuil HpPOAYKT Ul NPOBEJCHHS EKCIIEPUMEHTIB IOJ0 BHSBICHHS MOJMJIMBHX BiJHOCHH
yCIaaKyBaHHs 3aJIeKHO Bi KINBKOCTI KJIaciB Ta CTyHeHs iXHboI momiOHocTi. Pe3ynbraT mpoBefeHHX BUIPOOYBaHb MMOKA3aid
e(eKTHBHICTh YXBAJICHUX PIllICHb.

BucHoBku. MeTO BUKOPHCTOBY€E alropuT™M (GOpMyBaHHS MiAMHOXHH KJIACiB, SIKI MOXXYTh MaTH OJHOTO IpEJKa Ta aJrOpHTM
ABTOMATUYHOTO CTBOPCHHS Ta NEPETBOPEHHS KiIAciB sl MOOYIOBH OBOPIBHEBOI iepapxii kiaciB. Pesymbratu mociimkeHHS
peanizoBaHi y IporpaMHOMY NpOAyKTi. EKcliepuMeHT 1moka3aB TpHpa30Be CKOPOUCHHS ITOMIJIOK IPH BHSBICHHI HACIIiyBaHHS Ta
OaraTopa3oBe CKOPOUCHHS 4acy ITOPIBHSIHO 3 ICHYIOUOIO TEXHOJIOTIEIO0.

KJIIOYOBI CJIIOBA: mozens kiacy, arpulyT Kilacy, METOX KJIacy, THIIH IaHUX, BapiaHT BUKOPHCTAHHS, CIIaIKyBaHHSL.
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ABSTRACT

Context. The problem of constructing a set of barcode patterns for multicolor barcodes that are resistant to distortions of one or
two elements within each pattern is considered.

Objective. The goal of the work is ensuring the reliability of the reading of multi-color barcode images.

Method. A multicolor barcode pattern has the property of interference immunity if its digital equivalent (vector) is a codeword of
a multi-valued (non-binary) correcting code capable to correct errors (distortions of the pattern elements). It is shown that the con-
struction of barcode patterns should be performed on the basis of a multi-valued correcting BCH code capable to correct two errors.
A method is proposed for constructing a set of interference-resistant barcode patterns of a given capacity, which ensure reliable re-
production of data when they are read from a carrier. A procedure for encoding data with a multi-valued BCH code based on the
generator matrix of the code using operations by the modulo of a prime number has been developed. A new method of constructing
the check matrix of the multivalued BCH code based on the vector representation of the elements of the finite field is proposed. A
generalized algorithm for generating symbologies of a multi-color barcode with the possibility of correcting double errors in barcode
patterns has been developed. The method also makes it possible to build symbology of a given capacity based on shortened BCH
codes. A method of reducing the generator and check matrices of a multi-valued full BCH code to obtain a shortened code of a given
length is proposed. It is shown that, in addition to correction double errors, multi-valued BCH codes also make it possible to detect
errors of higher multiplicity — this property is enhanced when using shortened BCH codes. The method provides for the construction
of a family of multicolor noise-immune barcodes.

Results. On the basis of the developed software tools, statistical data were obtained that characterize the ability of multi-valued
BCH codes to detect and correct errors, and on their basis to design multi-color interference-resistant bar codes.

Conclusions. The conducted experiments have confirmed the operability of the proposed algorithmic tools and allow to recom-
mend it for use in practice for developing interference-resistant multi-color barcodes in automatic identification systems.

KEYWORDS: barcoding, multicolor barcodes, interference immunity of barcodes, BCH codes.

ABBREVIATIONS

BC — barcode;

BCH code — Bose-Choudhuri-Hocquenghem code;

BC-pattern — barcode pattern;

BC-symbol — barcode symbol;

HCC2D barcode — high capacity colored two dimen-
sional barcode;

HCCB - high capacity color barcode;

JAB code — just another barcode;

LCM - least common multiple;

QR code — quick response barcode;

URL — uniform resource locator.

for — start of cycle;
Gis, v 1s a generator matrix of (s, #)-BCH code;
GF() is a Galois field;
g(x) is a generator polynomial of the correcting code;
Hy,, ) is a check matrix of the (s, )-BCH code;
MY(x) is a minimal polynomial of the field’s element;
m is a degree of minimal polynomials;
p(x) is an irreducabel polynomial;
q is an amount of colors for barcode-patterns painting;
S is an error syndrome;
s is a the total length of the codewords;
u is an amount of informational positions in code-
words;

NOMENCLATURE
B() is an information word;
barcode-pattern (B) is a program procedure, provides

V' is a capacity of the barcode symbology;
v is a degree of generator polynomial;
x is a root of the error locator polynomial;

X s an error locator;
Y is an error value;
Z() is a codeword (vector of the barcode pattern);

the printing of the barcode pattern for the given informa-
tion word B();
B(x) is a polynomial which corresponds to information
word B(); Z'() is a the resived vector;
detM is a determinant of the matrix M; Z(x) is a polynomial which corresponds to codeword
dmin 1S @ minimal Hamming distance of the correcting  Z();
code; o is a primitive element of Galois field;
do — execute; o is a coefficient of the error locator polynomial;
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o(x) is an error locator polynomial;
Q is a barcode symbology.

INTRODUCTION

Data barcoding is one type of automatic identification.
The advantages of barcoding are the speed of entering
data into the computer system, the low cost of making
barcode symbols and ease of use; BC is read from the
accounting objects optically, including at a distance.

During its more than 60-year history of development,
BCs have undergone a certain evolution: linear BCs,
stacks, matrix, and eventually multi-color BCs. During
the last decade, there has been a steady tendency to ex-
pand the scope of application of multi-color BCs, because
multi-color allows to significantly (several times) increase
the information density — to provide a greater of informa-
tion quantity per unit area of the carrier without changing
the geometric dimensions of the image elements, than is
allowed by black-and-white BCs.

However, the processes of recognition and decoding
of barcode images become more complicated when using
multi-color barcodes. The researchers note that the rea-
sons for this may be: distortion of the geometric dimen-
sions of image elements during reading due to certain
optical effects; mixing of colors on the border of neigh-
boring elements with different colors; aging of dyes; fold-
ing and blurring of paint, etc. [1]. Therefore, for reliable
reading of barcode data from the accounting object, it is
necessary to ensure the interference immunity of barcode
images [2].

Structurally, the BC-symbol consists of an array of
BC-patterns arranged in the form of a rectangle or a
square (Fig. 1). To ensure an adequate level of reliability
of data reading, a multi-color BC should be constructed so
that the property of immunity to interference is provided
at two levels — at the level of the entire BC-symbol, as
well as at the level of BC-patterns — the minimal struc-
tural units of the image.

!
b 7
;

Figure 1 — The structure of a multi-color barcode symbol:
a — BC-pattern; b — BC-symbol

The object of study is the process of developing mul-
ti-color barcodes with improved reliability indicators.

Single-level system for ensuring interference resis-
tance is used in the existing BCs — the BC-symbol, which

© Sulema Ye. S., Drozdenko L. V., Dychka A. 1., 2022
DOI 10.15588/1607-3274-2022-4-9

108

is an array of BC-patterns, is coded with a correcting code
capable to correct multiple errors, usually the Reed-
Solomon code. To increase the interference resistance of a
multi-color barcode image, it is suggested to additionally
apply interference-resistant coding within each barcode
pattern.

The subject of study is a method of ensuring interfer-
ence-resistance of BC-patterns, which is based on the use
of multi-valued BCH codes, which are capable to correct
double errors in BC-patterns.

The purpose of the work is to develop the technol-
ogy of designing multi-color interference-resistant BC-
patterns, which would ensure reliable reproduction of data
when read from the carrier.

1 PROBLEM STATEMENT

Every BC has its own set of BC-patterns, each of
which denotes a symbol (or a combination of symbols) of
computer alphabet. This set of barcode patterns is called
barcode symbology.

Let it be necessary to create the symbology of the ca-
pacity V of an interference-resistant multi-color matrix
BC with parameters g, s; g is the number of colors used to
color the elements of the BC-patterns when ¢ >2; s is the
number of elements (cells) in the BC-pattern (see Fig. 1).

The colors with which each element of the BC-pattern
can be painted will be denoted by numbers: 0, 1, 2, ..., ¢
—1. Let’s match the digital equivalent of the BC-pattern
consisting of s elements — the vector of the BC-pattern Z
=(zozy ... zs_1), where z;e {0,1,2, ..., g —1}.

In order for the BC-pattern to be interference-resistant,
its vector Z must be a codeword of a multi-valued (¢ >2)
correcting code capable to correct distortions (errors). We
will assume that during the reading from the carrier of
BC-patterns, the most probable cases are damages (distor-
tions) of one or two elements in BC-patterns. In this case,
the vector Z of BC-pattern must be a codeword of a cor-
recting code with a minimal code distance of dp, =5.
Such a correcting code can be a multi-valued (g-valued)
BCH code, g >2.

Thus, it is necessary to solve the problem of construc-
tion the symbologies of multi-colored barcodes with the
possibility of correction single or double errors in read-
able barcode patterns, as well as detecting errors (distor-
tions) of greater multiplicity.

2 REVIEW OF THE LITERATURE

In 2007, Microsoft developed a 4-color High Capacity
Color Barcode (HCCB), which uses black, red, green and
yellow colors. Some researchers rightly believe that it is
from this code (which is also called Microsoft Tag) multi-
color barcoding has started. The first studies of HCCB
were performed by Devi Parikh and Gavin Jancke, who
proposed a method for decoding this code, the main pro-
cedures of which are the localization and segmentation of
the color image of the BC-symbol [1]. The color image is
divided into clusters, each center of the cluster is matched
with one of the reference colors of the palette, which is
used when printing the BC-symbol. In HCCB, informa-
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tion is provided by colored triangles, which are placed on
the carrier in the form of a matrix — the number of rows in
the BC-symbol can be from 10 to 60, and in a row — from
20 to 120 triangles. The triangle gives a quadruple value
of 0, 1, 2 or 3. Thus, the capacity of the BC-symbol can
be from 200 to 7200 quadruple digits.

In subsequent scientific works on this topic, research-
ers began to use a square (instead of a triangle) as a min-
imal structural element of a multi-color barcode image,
and also improved color recognition procedures during
optical reading. For example, in [2] a series of algorithms
were developed for recognizing color elements of an im-
age using a small number of reference colors under illu-
minant of different intensities. The illuminant was consid-
ered as parametric color converter. This transformation
was used to visualize (recognize) an unknown color ele-
ment under a reference illuminant that can be identified
using training data.

The authors of the study [3] proposed a method of
recognizing a color barcode image without using refer-
ence colors, and also improved the decoding algorithm,
which resulted in an increase in the speed of data reading
and a decrease in the intensity of errors. In addition, it
was possible to reduce the computational complexity of
data reading and data processing.

The subject of the research in [4] was the spectral dif-
ference in the color channels of the devices for printing
BC-symbols, where the color palette C, M, Y is used (C
— cyan, M — magenta, Y — yellow), and color channels
devices for reading BC-symbols, in which the R, G, B
palette is used (R —red , G — green , B — blue ). In order to
mitigate the effect of inter-channel interference in color
channels when printing BC-symbols and color channels
of reading devices, the authors developed an algorithm for
eliminating interference during the implementation of
printing and reading (scanning) processes. As a result, it
was possible to significantly reduce the probability of
errors and increase the decoding speed.

A team of researchers in [5] introduced High Capacity
Colored Two Dimensional (HCC2D) QR-based code with
improved information density indicators due to the use of
4, 8 or 16 colors; at the same time, high reliability of data
reproduction during scanning is ensured. The authors ex-
perimentally proved that HCC2D has the same informa-
tion density as HCCB (Microsoft), and is not inferior in
stability (reliability) QR code.

In [6] continued the study of HCC2D code. In particu-
lar, the authors investigated the frequency of decoding
errors using different classifiers: the Minimum Distance,
Decision Trees, K-means, Navie Bayes, and Support Vec-
tor Machines. It is shown that the K-means algorithm is
the most effective classifier in experiments. An efficient
algorithm for decoding multi-color BCs with reasonable
computational costs is proposed.

Some researchers, in particular in [7, 8], proposed
ways to increase the information density of QR-codes by
using multicolor barcode elements in the QR-code struc-
ture. The palette C, M, Y when printing BC-symbols and
the palette R, G, B in code scanning devices were studied,
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and on their basis the possibility of obtaining 8-color
components in QR-codes was analyzed.

The authors of the publication [9] performed a com-
parative analysis of two-dimensional barcodes and out-
lined some directions for improving their characteristics —
information density and interference resistance. The issue
of compression of alphanumeric data before their presen-
tation in barcode form is considered in [10]. A method is
proposed that allows you to compress data 1.4 — 1.7
times.

In addition to compression, some researchers, in par-
ticular the authors of [8], also suggest applying multiplex-
ing and multilayered technique of color barcode images.
For example, in [11] a three-layer 8-color BC is proposed
for the presentation of three independent alphanumeric
messages in a single barcode symbol, in particular, the
presentation of URL as one of them.

Eight colors for data presentation were also used by
the developers of the JAB Code (Just Another Barcode),
which managed to triple the information density of the
barcode labels without changing the geometric dimen-
sions of the barcode image elements [12].

In multi-color barcoding the problem of ensuring in-
terference resistance of barcode images is extremely im-
portant. For reliable reading of the BC-symbols, the data
before being applied to the carrier are coded using a cor-
recting code with a high corrective ability, usually the
Reed-Solomon code [4, 7-9, 12]. Besides, structural
methods of increasing reliability can also be additionally
applied [13].

However, it is guaranteed to achieve reliable repro-
duction of data when scanning a large-capacity multi-
color barcode image only under the conditions of two-
level reliability assurance — at the level of the entire bar-
code symbol (upper level), as well as at the level of the
smallest structural units (lower level). The study of this
approach was started in [14], where it was proposed to
use a multi-valued Hamming code at the level of the BC-
patterns. In this investigation, a more powerful multi-
valued BCH code is proposed for this purpose.

3 MATERIALS AND METHODS
The BCH code is a cyclic correcting code in which in-
formation encoding is reduced to the multiplication of a
u-—1
polynomial of B(x)= > p;x' of degree u-1, which cor-
i=0
responds to information word B =(pyby...b,_1), to the
generator polynomial

g(x)= ig[xi =go+gx+...+ g, x" of degree v :
i=0
Z(x) = B(x)g(x),
where Z(x) = Sz_] z;x' is a polynomial of degree s—1 corre-
sponding to si:i)t codeword Z=(z,z,...z,_)» Which is
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u-+v,;

the digital equivalent of the BC-pattern; s =
b, gi»z; € GF(q) [15].

If the generator polynomial g(x) is known, then the
generator matrix G, , of the (s, u)-BCH code can be writ-
ten as follows:

2(x) 2081 & 0 .0

B xg(x) 9 go--- gy1£,0--0
(s,u) I B E ’

xn_lg(x) 00 Ogo g1 ---&y

it has dimension u X s .

The generator polynomial g(x) of the (s, #)-BCH code
with the minimal code distance d.,;, =5, capable to correct
two errors, is defined as the least common multiple of the
minimal polynomials M ) (x), M @ (x), M @ (x), M @ (x)
for elements o', a®, o®, o of the field GF(¢™), where o is
the root of the irreducable polynomial M“(x), that is,
MO(a')=0:
g)=LCM (M V) (x), M ? (x), M P (x), M P (x)),

a € GF(g™), m is the degree of minimal polynomials [15].
GF(q) is called the field of characters, and GF(g™) is the
field of locators.

Next, we will consider the case when ¢ — prime num-
ber; the case when ¢ is an exponent of a prime number is
the subject of a separate study.

The BCH code is called full if s = ¢ " 1.

Some non-binary (¢ > 2) full BCH codes with d;, =5,
which are suitable for the problem to be solved, are listed
in Table 1.

Table 1 — Some non-binary full (s, #)-BCH code

Number of colors q=3 qg=5 q=1
Field of characters GF(3) GF(5) GF(7)
(8,3)-
(s, u)-BCH code (24, 16)— | (48,40)-
(26, 17)—

Let g =3 (the case of a three-color barcode).

Consider, for example, the ternary (8, 3)-BCH code
(see Table 1).

To build such a code, two fields are used: GF(3) — the
field of characters (Fig. 2), and GF(3%) — the field of loca-
tors (Table 2), which is an extension over GF(3). The
construction of GF(3?) is based on the irreducable poly-
nomial p(x)=x *+ x +2.

:|0

i}

1

=]

Figure 2 — Performing operations in the GF(3)
Each element o' of the field GF (3%, i > 1, corresponds
to the minimal polynomial M“(x), the degree of which

does not exceed two. _ _
In the field GF(3%) o'=x' %, a'=0® ", a* =0 * =a"=1.

© Sulema Ye. S., Drozdenko L. V., Dychka A. 1., 2022
DOI 10.15588/1607-3274-2022-4-9

110

Let’s find the generator polynomial g(x) of the ternary
(8, 3)-BCH code:
(0= LCMM " (), M@ (x), M D (x), M (x) =
LCM(x*+x+2, X% +1, x* +x +2, x+1)=(x+x+2)(x*+1)(x+1)=
= +2x 2o gegr ... gs=201121.

The generator polynomial g(x) corresponds to the gen-
erator matrix G, 3):

Z0 Z\ Zp Z3 Z4 Z5 Z6 Z7°

2 0 1 1 2 1 0 O
G(&})):O 2.0 11 2 1 0f-
o 0 2 0 1 1 2 1
Table 2 — Elements of the field GF(3%) and their minimal
polynomials
Exponential notation
With a
non-
. With a .
negative " Deci
ive
degree ;ega v ¢ Polyno- Vector mal Minimal
mima
of the egre.e 0_ mial nota- nota .
L the primi- . . . polynomial
primi- . notation tion tion
i tive ele-
tive
ment o of
element
the field
o of the
field
- - 0 (0, 0) 0 -
a’ a® 1 ©, 1) 1 -
a' a”’ a (1,0) 3 x*+x+2
a? a® 20+1 () 7 x2+1
a’ a”’ 2042 2,2) 8 x*+x+2
at a™ 2 0,2) 2 x+1
a’ a’? 20 2,0) 6 x?+2x+2
al o a+2 (1,2) 5 x2+1
' a”! a+l (1,1 4 x2+2x 42

On the basis of the generator matrix Gs, u ) of the BCH
code, it is possible to construct the symbology of an inter-
ference-resistant barcode with the possibility of correcting
single or double distortions of elements (errors) in BC-
pattern. For this, the u-bit informational word B =(by b; ...
b,_1) must be converted into the s-bit word Z =( zy z; ...
zy 1), which is a vector (the digital equivalent) of the BC-
pattern, i.e., encode the word B with the (s, u)-BCH code,
and then match the BC-pattern to the vector Z. The coding
operation is given by the equation Z = B-G,, ,) and per-
formed according to the rules of the field GF(q) .

For example, if B=(by b b,), where b; € {0, 1, 2}, then
Z= B'G(g’ 3)5 ie.

20112100

lbobibs|fo2011210/=]z202-.. 2,
00201121

Q)

i

whence it follows that
Zy :Zbo 5 Z]:2b1 5 22:b0+2b2 5 Z3:b0+b1 5
Z4:2b0+b1+b2 N 25:b0+2b1+b2 , Z6 :b1+2b2, z7= b2
(operations should be performed according to modulo 3).
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LetB=(102),thenZ=(20211012),and the cor-
responding BC-pattern is shown in Fig. 3

Taking all possible values of the vector B — from (0
0 0) to (2 2 2) and applying the coding procedure (1) to
each word, we get 3° = 27 different BC-patters that form
the symbology Q of an interference-resistant three-color
barcode, in which correction of single or double errors is
possible within each BC-pattern (Table 3).

2l - -
1 = (292123232425 2427) <0 I
3 4 2 3
5 6 b =) Zs
7 8 - /

a ¢ d
Figure 3 — Creation of a three-color BC-pattern with the
possibility of correction double distortion of the elements of the
BC-pattern; a — the structure of the BC-pattern; b — vector of the
BC-pattern; ¢ — filling out the BC-pattern; d — coloring the BC-
pattern

The capacity of the Q symbology is 27 BC-patterns
(N=27); it can be matched with the numerical set Q={0, 1,
2,...,26}.

The process of synthesizing the symbology of a three-
color interference-resistant barcode with the possibility of
correcting double errors in BC-patterns can be described
by the following generalized algorithm:

for B =000 to 222 do

IZI=1B1-1G g 3

Z[l...S]Iz(ZoZl —e Z7)

Z[1...8]— barcode_pattern (B).

The alphanumeric sequence, which is to be presented
in the form of a barcode, is converted into a numerical
form, the elements of which are numbers from the range 0
— 26 (from the set ), and then each number is matched
with a BC-pattern (Table 3). Next, BC-patterns are ap-
plied to the carrier, forming a BC-symbol.

While reading BC-symbol successively allocate BC-
patterns, each of which is matched with a digital equiva-
lent — s-bit vector Z'=(z',z"...z',_;)» Which is decoded

according to the rules of the (s, #)-BCH code with dp;, =5.

Decoding is carried out on the basis of the check ma-
trix of the of the BCH code, which is presented in the
form:

(0%

2
Ail,i=0,1,2, .., 51,
H(S,u): 3
o

i

4
(0

where a, are elements of GF(¢") .
For the ternary (8, 3)-BCH code, it looks like this:
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0 1 2 3 4 5 6 7
o oo aa oo o o

0 2 4 6 8 10 12 14

JY | (O 0 A © AN 0 AR 0 AN 0. A 0.7

He»=| 0 5 6 o 12 15 15 2
o oo a o o o a

0 4 8 12 16 20 24 28
o o o a o oo o

Table 3 — Symbology of the three-color interference-resistant
barcode with the possibility of correction single or double errors

in the BC-patterns based on the ternary (8, 3)-BCH code

The serial number of Vector of
BC-pattern

the BC-pattern BC-pattern

0 | [ 00000000

1 00201121

2 00102212

26 11012202

Taking into account that o’=o®=a'®=a** and substitut-
ing the corresponding two-digit vector columns instead of
o (see the vector representation of the field elements in
Table 2), we obtain

Z'oZ'] Z'z Z'3 Z'4 Z's Z's Z'7’

01 2 2 021 1
101 2 2021
02 0 10201
112 211 22
Hs»=lo o 1 1 01 22
122 02110
000 0 000 0
121 2 121 2

The product of the matrix Gs, 3, to the transposed ma-
trix H(g, 3) is zero (G(g, 3) HT(& 3) :O)

The received vector Z ' is decoded according to the al-
gorithm in Fig. 4.

The error syndrome S = §15,5;5; is calculated as
S:Z'-HT(&3), operations are performed according to modu-
lo 3:

0 N O O T
O O O O Y
SO O O O R

If S =0, then there are no errors in the word Z', other-
wise (S #0) — the word Z' contains one or two errors
(Fig. 4).
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Error syndrome S components Sy, S5, S5, 5y
calculation forword Z=(

ZgZy--Z7)

0 | (double (single
error) erTor)
op! -5
A=ar 3 =-5/8;
o -S4

I [

Solution the equation Solution the equation

ot ot +1=0 ovt1=0
(51 =X =, e =ath (vI=Y=a¥)
| |
-1
Yl Xl X:’ S] ~1
N : Y=xX'S
¥ 2 S: 1

5
X1 X5

Message “There areno | |
errors”

Double error correction Single error correction :
Zo=Zai M Zey~Lep T2 ZaZay ¥

| |

Figure 4 — Block-diagram of the single and double error cor-
rection algorithm for the word Z'=(z'y z'; ...z'7)

S182
S2 .83
determinant detM . If detM =0, then there is one error in
the word Z', otherwise (detM # 0) — two errors.

Consider the case when detM # 0.

Find the roots xj, x, of the error locator polynomial

0(x)=02x2+01 x+1, where the coefficients 6,, 6; determine
like

Further we form the matrix M = and calculate

(0] —S3

—S4

-y
Ol

The error locators X;, X> are values: X; =x; ', X,=x, .

The equation o,x*+ox+1=0 is solved in the field
GF(3%) according to Chien search algorithm [15], which
consists in the successive calculation of o(a’) for j=0, 1,

7, and checking the received value for zero. There is
no other way of solving equations in finite fields.

Positions (digits) of the codeword Z correspond to the
degrees of the primitive element a of the field:

oo’ oot o o a’l,
ol oo o ot o o o,
Z=(z0z1222324252Z¢27)
Therefore, if o(o/)=0, then the error locator X is equal

to a/=a"7, and the location of the error is the digit num-
bered 8- .
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The equation 0,x°+6,x+1=0 has two roots: x; , x, such
that xl_lz Xi=a :(Xg_jlj 8—jr

If x;= a ,

xil =Xy=a2=¢
Xo2=a /2, then the errors are in the dig-
its of Zy i Zs i the received word Z', respectively.

Next, the values Y7, Y, of the errors are calculated

Vgl
Y2

-1
. Sl
S2

HRUpe

)
Xt X3

and perform error correction in the word Z’

8—]1 (ZS_Jl Yl)m0d3,Zg — —(Zg_j2 Y2)m0d3
If detM=0 (one error in the accepted word Z’), then the
Sy/S1.
The equation ox+1=0 is also solved by Chien algorithm.
The solution is x=o' such that x ' is the error locator
(X=x"'=0=0""J) and the location of the error is the digit
numbered 8—; (that is z's_;).

Let’s consider an example of correcting two errors in a
read BC-pattern.

Let’s assume that BC-pattern was printed on carrier,
the vector of which was equalto Z=(202 1101 2).

Let a vector be obtained during the reading of this pat-
tern is

zvzhz% z's 24 z's Z' z'%
Z=(10221012),

which contains two errors (underlined units).
Let’s calculate syndrome components Sy, Sy, 3, S

ool )G Ha A H
(PG
(A A

sl PRI
s s:

a 5

Q

2 7
_|o o
5283

7 6|
o o

Let’s calculate the determinant of the matrix M:
detM =00’ — o’ a’=a’ — a'*=a’— a’=(0, 1) — (1, 2)=
=(0, 1)+(2, 1)=(2, 2)=0’#0 (see Table 2).
Since detM #0, there are two errors in the word Z'
Let’s find the coefficients o, , o, of the error locator poly-
nomial o(x)=cx’+ocx+1:

-1 _S3

G|
ML

G
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To do this, first calculate M '

S3 =S o —a|_Jo’ —a'
M7 =/detmn) 73 A =1/ 6P ET
—0201 —o o || oo
Since —a*=—(0, 2)=(0, 1)=c, and o '=0’, then
30
vl oo o
o 7|
oo
3 0 6 3 0 2 3
Then, [O2] _[ot” o | [—a |l _fo” ol jo]l _ flo
0 7 0 0 7 4 1
Oil oo o'fl —o ]l oo o 'fl o]l o

(since o’ =—(1, 2)=(2,1)=a*, and —o° =(0,1)=(0,2)=a*).
Next, we will solve the equation o’x*+a'x+1=0 in the field
GF(3%).

For this, we will apply Chien algorithm:

x=a"—a’(0’)+a' (o) +1=a*+a'+1=(2,2)+(1,0)+1=(0,0)=0,
=o' >’ () +a (o) + 1=+t +1=(2,0)+(2,1)+1=(1,2)#0,
=’ (o) +a (o) +1=a’+o*+1=(1,1)+(2,2)+1=(0,1)0,
=’ (@) +a' (o) +1=a +a'+1=(1,0)+(0,2)+1=(1,0)20,
x=o'— (o) +a (o) =0+’ +1=(2,2)+(2,0)+1=(1,0)#0,
x=0'— (o) +a (o) 1=a’+ab+1=(2,0)+(1,2)+1=(0,0)=0,
x=o’—o*(0f)+a (0af)H1=a"+a +1=(1,1)+(1,1)+1=(2,0)#0,
x=0'—a’(a’)+a' (o) +1=a'+a’+1=(1,0)+(0,1)+1=(1,2)#0.

As we can see, the roots of the equation are x, =o’and
5
Xy =0".

8-0 8 0

=a” =a ,and

=5 — %3 = 3. This means that errors lo-

Xi=x) —a
cate in digits z; and z3 of accepted word.

Let’s calculate the error values based on (2):

-1

0 3 )
Vi _fo o fo.
0 6 7
Y2 oL A o
First, we find the inverse matrix:
OLO (1371 OL6 (13 0L6 0(.7
= 5~ - = 54 =
N ) o o =Mo",
o o —oL O o o
12 )
oo o |_|o o
-1 -5 7 3
o o o o
1 2|2 4
Then V1] _[ot o o] _[o
7 3|7 0
YZ o O | O (08

But a*=(0, 2)=2, o°=(0, 1)=1.
Therefore, Y, =2, Y,=1.
Let’s correct the errors:

20=Zy—Ypmod3 =(1-2)mod3 =2

23=(25-Yymod3=(2-Dmod3 =1.
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Thus, the right vector of the read BC-pattern is
Z=(2021101 2); double error is corrected.

To construct the symbologies of multi-color BCs of
different capacities, shortened BCH code should be used.
To obtain shortened BCH code it is needed to remove the
required number of columns and rows from the original
generator matrix and appropriate number of columns in
check matrix.

We will consider the construction of shortened codes
on the example of a full triple (26, 17)-BCH code (see
Table 1), which uses two fields: GF(3) — the field of char-
acters (Fig. 2) and GF(3®) — the field of locators (Table 4).
The field of locators is built on the basis of an irreducable
polynomial of third degree p(x)=x"+2x+1.

In GF(3*) a/=o %5, 0=, 026=; 20==1 .

Table 4 — Elements of the field GF(3%) and their minimal
polynomials (fragment)

Exponential notation
With a .
With a
non-
. negative Deci- The
negative Poly- Vector .
degree of . mal minimal
degree of o nomial nota-
. primitive . . nota- polyno-
the primi- notation tion .
R element o tion mial
tive ele-
of the
ment o of
field
the field
- - 0 (0,0,0) 0 -
o o2 1 (0,0,1) 1 -
o o a (0,1,0) 3 X H2x+1
(12 (1724 (12 (1 ,0,0) 9 Ot xt2
o’ o a+2 0,1,2) 5 X+2x+1
o o o’ +2a | (1,2,0) 15 X472
o’ o 200042 | (2,1,2) 23 Xt
o o 20241 | (2,0,1) 19 X271

The generator polynomial g(x) of the ternary (26, 17)-
BCH code is defined as follows: g(x)=LCM(x*+2x+1,
A2, X2+, 2=+ 2x+H ) (P x2)
O 2)=0 "+ 20 x>
—gog1--8=1122211121.

It corresponds to the generator matrix Gy, 17, of the
full code.

If, for example, we remove 10 columns to the right
(216 — z25) and 10 botton rows from G, 17); and 10 col-
umns to the right ( 26— Z'zs) from H, 17) then we get

generator matrix G, 7) and, accordingly, check matrix
H6,7), of shortened (16, 7)-BCH code (Fig. 5).

Moving the right columns and bottom rows from
G 26,17, and the corresponding right columns from Hg, 17),
we will obtain different shortened triple (¢g=3) BCH
codes: (17, 8)—; (16, 7)—; (15, 6)—; (14, 5)—; (13, 4)—, on
the basis of which it is possible to synthesize the sym-
bologies of interference-resistant three-colored BCs of
different capacities (Table 5).
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1 1 2 02 2 1 1 1 201 0 0 0 0 0 0
0 1 1 2 2 2 1 1 1 2 1 0 0 0 0 0
a _{f o 0 1 1 2 2 2 1 1 1 2 1 0 0 0 0
W le o0 0 101 2 2 2 1 1 1 2 1 0 00
0 0 0 0 1 1 2 2 2 1 1 1 2 1 0 0
0 0 0 0 0 1 1 2 2 2 1 1 1 2 1 0
0 o 0 0o 0 0 1 1 22 2 1 1 1 2 1
gz Iy Iy 'y oz Iy Z Iz I Zn Zn I I I
0 0 0 1 2 1 1 2 0 1 1 1 0 0 2
0 1 1 2 1 1 2 0 1 1 1 0 0 2 0
1 0 2 0 2 1 2 2 1 0 2 2 2 0 0
0 1 1 1 2 1 1 0 0 1 2 0 2 0 1 1
0 0 2 1 0 1 0 2 2 2 1 2 2 0 0 2
1 0 0 1 2 0 2 0 1 1 1 2 1 1 0 0
Haen= .
0 0 1 0 1 2 1 1 2 0 1 1 1 0 0 2
0 1 1 1 0 0 2 0 2 1 2 2 1 0 2 2
1 2 1 1 2 0 1 1 1 0 0 2 0 2 1 2
0 1 2 1 0 2 2 1 1 1 0 1 0 0 1 2
0 2 0 0 2 1 2 0 1 1 2 2 2 0 2 0
1 0 2 2 1 1 1 0 1 0 0 1 2 1 0 2

Figure 5 — Generator (G) and check (/) matrices of the shortened ternary (16, 7)-BCH code based on the full (26, 17)-BCH code

Table 5 — Capacity (V) of the symbologies of multi-color (g)
interference-resistant BCs based on shortened (s, #)-BCH codes

q=3 q=35 q=7
(s, u)— V (s, u)y— V (s, u)y— V
(13, 4 81 (10,2)- 25 (10,2~ | 49
(14, 5 243 (11,3)- 125 (11,3 | 343
(15, 6)- 729 (12, 4)- 625 (12,4 | 2401
(16,7~ | 2187 (13, 5)- 3125 (13,5 | 16807
(17, 8)- 6561 (14,6 | 15625

Similarly, on the basis of shortened quinary (¢=5) and
septenary (g=7) BCH codes, it is possible to synthesize
the symbologies of interference-resistant five-color and
seven-color BCs with the possibility of correction double
errors in BC-patterns. So, assigned in the Table 5 short-
ened quinary codes, formed on the basis of the full qui-
nary (24, 16)-BCH code (see Table 1), which uses the
field of characters GF(5) and the field of locators GF(57),
and the shortened septenary codes, formed on the basis of
full septenary (48, 40)-BCH code, which uses the charac-
ter field GF(7) and the locator field GF(7%).

Such a series of BCH codes makes it possible to build
the family of multi-color interference-resistant BCs with
symbologies of different capacity.

4 EXPERIMENTS
The considered BCH codes with a minimal code dis-
tance of d,;;=5 ensure the correction of a single or double
error inside each BC-pattern when read from the carrier.
In order to explore the correction capabilities of shortened
BCH codes, in particular, the ability to detect multiple

© Sulema Ye. S., Drozdenko L. V., Dychka A. L., 2022
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errors in BC-patterns, a software product was developed
in Java in the environment Intelij idea.

Experimental studies were carried out on a computer
with the macOS operating system BigSur, 32 GB RAM,
2.4 GHz 8-Core processor Intel Core 19.

This software product makes it possible to carry out
statistical studies of the corrective ability of BCH codes in
conditions of multiple damages to the elements of BC-
patterns. All possible cases of occurrence of one to seven
errors in BC-patterns were studied. For each case, one of
three possible events were recorded: an error is detected
(for single and double error detection is equivalent to cor-
rection — according to the algorithm in Fig. 4); error syn-
drome is equal to zero; the combination of errors is unde-
tected.

Not only all possible locations in words of probable
errors, but also all possible values of errors were gener-
ated.

5 RESULTS

Statistical data characterizing the ability of multi-
valued BCH codes to detect and correct multiple errors
was obtained. It has been proven that all single and dou-
ble errors in data words (vectors of BC-patters) are cor-
rected. The ability to detect (3—7)-tuple errors for 18 BCH
codes — 8 ternary codes, 6 quinary codes, and 4 septenary
codes — was studied. For each code, corresponding indica-
tors were obtained - for example, for the full ternary (8,
3)-BCH code, they are presented in the Table 6.

Generalized indicators for ternary BCH-codes are re-
flected in Fig. 6 (the abscissa axis indicates the investi-
gated ternary (s, #)-BCH codes, the ordinate axis indicates
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the percentage of detected errors), where the upper curve
is the percentage of 3-tuple errors that are detected, and
the lower curve is the percentage of detection (4—7)-tuple
errors.

Table 6 — Corrective ability of the full ternary (8, 3)-BCH code
in the case of multiple errors

Lo The percentage of errors which
Multiplicity -
give zero
of error are detected are undetectable
syndrome
3 46.4% 53.6% 0
4 39.3% 60.7% 0
5 29.5% 69.7% 0.8%
6 32.6% 66.9% 0.5%
7 34.4% 64.9% 0.7%

Quinary BCH codes allow to detect of 70.7 — 96.0%
of 3-tuple errors and 67.9-93.8% (4—7)-tuple errors; sep-
tenary BCH codes, respectively, 97.9-99.0% 3-tuple er-
rors and 97.1-98.3% (4—6)-tuple in data words.

96
94
92
20
88
86
84

46
34

| | | | | | | |
I I I I I I I I
(8.3)(18,9)(17.8)(16,7)(15,6) (14,5) (13.4)(12.3)

Figure 6 — Ability to detect multiple errors with ternary codes

6 DISCUSSION

Research shows that full BCH codes, such as a ternary
(8, 3)-code or a quinary (24, 16)-code, provide fewer mul-
tiple-error detections compared to shortened codes. This
is because shortened codes have more redundancy. It was
also found out that combinations of multiple errors, which
give a zero syndrome during decoding, are extremely rare
(0.004 — 0.009%) precisely in shortened BCH codes, and
they are not detected by the decoder.

The obtained results are highly reliable, since the veri-
fication of the proposed algorithm for decoding BCH
codes was carried out on data words of different bit sizes,
with an overview of all possible combinations of errors
that may occur during data processing, as well as for a
sufficiently large number of codes.

The obtained results give reason to conclude about the
expediency of the two-level security of multi-color bar-
code images, when the lower level should be based on the
use of a multi-valued BCH code (the level of the BC-
pattern; the digital vector of the BC-pattern is the code-
word of the BCH code), and the upper level (the BC-
symbol in general) - on the use of the Reed-Solomon
code, which is capable to correct two types of distortion —
errors and erasures, and for which the minimal structural
units (word bits) are the BC-patterns of the barcode im-

© Sulema Ye. S., Drozdenko L. V., Dychka A. L., 2022
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age. For the Reed-Solomon code, an “error” is considered
to be a situation when neither the location of the distortion
in the read word (BC-symbol) nor the value of distortion
is unknown; and “erasure” is a situation when the location
of the distortion is known, and only the value of the dis-
tortion is not known.

When reading a multi-color barcode, the program se-
quentially separates BC-patterns from the barcode image,
thus forming a Reed-Solomon codeword, in which each
BC-pattern is a separate digit of the word. A software
decoder of the BCH-code operates inside every BC-
pattern, the result of which can be three conclusions:
“BC-pattern is not damaged”, “BC-pattern is corrected”,
“BC-pattern is erased”.

The solution “BC-pattern is not damaged” is formed if
the error syndrome is equal to zero. It should be noted that
those rare cases (the number of which is less than one-
hundredth of a percent) when combinations of element
distortions in the BC-patterns give zero syndrome, and
may occur with an error multiplicity of more than four,
will be detected by the software decoder of the Reed-
Solomon code.

The solution “BC-pattern is corrected” is formed
when the BCH code decoder corrects a one- or two errors
in the BC-pattern vector. If the BC-pattern contains three
or more damages, and the decoder of the BCH code per-
ceives them as a single or double error, and, accordingly,
will correct it incorrectly (and in such cases, for example,
for a ternary (15, 6)-code or a quinary (13, 5)-code, —
about 8-10%), then such a BC-pattern will be perceived
by the decoder of the Reed-Solomon code as an “error”.

The solution “BC-pattern is erased” is formed by the
BCH code decoder, if it detects distortion of three or more
elements in the BC-pattern. For the (15, 6)— and (13, 5)—
BCH codes mentioned above, this will happen in 90 —
92% of cases. Such a situation would be qualified by a
Reed-Solomon code decoder as “erasure”.

It is known that to correct each error in the structure of
the codeword of the Reed-Solomon code, two check dig-
its must be provided, and to detect each erasure — one
check digit [15]. Therefore, the use of a multi-valued, for
example, three-color (15, 6)-BCH code at the lower level
of ensuring interference resistance of a multi-color BC,
which, in addition to correcting single and double dam-
age, also allows to detect about 90% of multiple (three or
more) damages of elements in BC-pattern, strengthens the
corrective capabilities of the Reed-Solomon code by an
average of 45% by transferring “erasure” situations in-
stead of “error” situations to the upper level of immunity
protection.

CONCLUSIONS

The work solves the actual scientific problem of im-
proving the interference resistance of multi-color bar-
codes.

The scientific novelty of the work lies in the fact that
the method of constructing the symbology of a given ca-
pacity of a multi-color barcode is firstly proposed, the
barcode patterns of which have the properties of interfer-
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ence resistance, which is consist in the fact that when
reading a multi-color barcode image the data will be re-
liably reproduced from the barcode patterns even in case
of damage one or two graphic elements of the pattern.
This is achieved due to the fact that the vector (digital
twin) of each barcode pattern is a codeword of the cor-
recting multi-valued BCH code with a minimal code dis-
tance of five.

The construction (synthesis) of BC symbologies is
considered in detail for the case of three-, five- and seven-
color two-dimensional barcodes.

It is shown that in the BC-patterns synthesized on the
basis of the BCH code, during their reading from the car-
rier, in addition to the correction of single and double
errors, a significant part (from 33.9% to 97.1%) of (3 —
7)-tuple errors is also detected. It has been proven that the
use of shortened multi-valued BCH codes for the synthe-
sis of symbologies of multi-color barcodes significantly
increases the ability to detect multiple errors in BC-
patterns compared to full codes, in particular by 1.91 —
2.75 times — for three-color ones and by 1.30—1.38 times —
for five-color BC-patterns, and also allows to receive
symbologies of different capacity, which makes it possi-
ble to create family of multi-color interference-resistant
barcodes.

The practical significance of the obtained results lies
in the fact that the developed method of constructing in-
terference-resistant BC-patterns based on BCH codes can
be used at the lower level in the system of two-level inter-
ference resistance of multi-color barcode images, when
the Reed-Solomon code is used at the upper level. At the
same time, the corrective capabilities of the Reed-
Solomon code are significantly strengthened (up to 45%)
with an unchanged number of control digits, as a result of
which the immunity of barcodes patterns of multi-color
barcodes is significantly improved.

Prospects for further research should be focused on
improving the mechanism of complementary application
of correcting codes for two-level interference immunity of
multi-color barcode images.
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CHUHTE3 CUMBOJIIK BATATOKOJIIPHAX 3ABAJTOCTIMKHAX I TPUXOBHUX KOJAIB HA OCHOBI
MHOI'O3HAYHUX KOJAIB BUX

Cyaema €. C. — 1-p TexH. HayK, JOIICHT, 3aBiyBa4 KadeaApH MPpOrpaMHOro 3a0e3neueHHsT KOMIT FOTepHUX cucteM HarioHanbHO-
ro TeXHIYHOTO YHiBepcuTeTy Ykpainu «KuiBcbkuil momitexniunuii inctutyT imeHi Iropst Cikopcbkoro», Kuis, YkpaiHa.

Jpo3znenko JI. B. — acucrent kadeapu nporpaMHoro 3abe3nedeHHs1 KOMIT IOTepHUX ciucTeM HallioHanbHOro TEXHIYHOTO YHiBep-
cutety Ykpainu «KuiBcekuii momitexnigyanit iHCTUTYT iMeHi Iropst Cikopceskoroy», Kuis, Ykpaina.

Juuka A. 1. — acipasaT xadenpu nporpaMHOro 3abe3neueHHs KOMIT FOTepHUX crcTeM HamioHaabHOTo TEXHIYHOTO YHIBEPCUTETY
VYxpainn «KuiBcbkuii momitexHiqHuH iHCTHTYT iMeHi Iropst Cikopcbkoroy, Kuis, Ykpaina.

AHOTAIIA

AxTyanbHicTh. Po3risiHyTO 3amauy moOyzoBH Habopy (CHMBOIIKH) IITPUXKOJOBHX 3HAKIB JUIS 0araTOKOJIPHHUX INTPHUXOBHX
KOJIiB, CTIHKHX JI0 YIIKOXKSHHS OHOTO abo0 JIBOX €JIEMEHTIB y MeXkaX KOXKHOTO 3HaKa.

Mera. 3abe3neyeHHs HaJIHHOCTI 3UUTyBaHHs 0AaraTOKOJIIPHUX IITPUXKOJOBHUX 300paKeHb.

Merton. bararokomipHuid ITPUXKOIOBHI 3HAK MA€ BIACTUBICTH 3aBaJOCTIMKOCTI, AKIIO HOTro MU(POBUil EKBIBAIEHT (BEKTOP) €
KOJOBHM CJIOBOM MHOTO3HAYHOTO (HEIBIHKOBOT0) KOPEKTYBAILHOTO KOAY, 30aTHOTO BUIIPABIISTH HOMIUIKH (CIIOTBOPEHHS €IIEMEHTIB
3Haka). [TokaszaHo, 110 MOOYIOBY IITPUXKOAOBUX 3HAKIB CJIiJi BUKOHYBAaTH Ha OCHOBI MHOTO3HAYHOTO KOPEKTYBalbHOro Koxy BUX,
3[JATHOTO BHIPABJISATU B MOMUIIKH. 3alPOIIOHOBAHO METO/ MOOYJOBH MHOXKHMHH 3aBaJIOCTIHKHX IUTPUXKOJOBUX 3HAKIB 3aJIaHOl
MOTY KHOCTI, sIKi 3a0€3Me4yIoTh JOCTOBIpHE BIATBOPEHHS AaHWX IPH 1X 3YMTyBaHHI 3 Hocis. Po3poOneHo mpoueaypy KoIyBaHHS
JAHUX MHOTO3HaYHUM KojaoMm BUX Ha OCHOBI TBIpHOI MaTpPHIl KOIy 3 BUKOPHCTAHHSIM OIEpAIliii 32 MOIyJIeM MPOCTOro 4ucia. 3a-
MPOIIOHOBAHO HOBHH cIOCi6 moOyI0BH MEepeBipHOi MaTpUIli MHOTO3HaYHOrO Koxy BUX Ha OCHOBI BEKTOPHOTO MOJAHHS €IEMEHTIB
CKIHUCHHOro mousi. Po3po0ieHo y3aralibHEHHWH alrOpUTM TIeHepyBaHHS CHUMBOJIKH 0araTOKOJIPHOTO IITPUXOBOTO KOAY 3
MOXXJIUBICTIO KOPEKILil JBOKpaTHHX MOMWJIOK Y IITPUXKOJOBHX 3HaKax. MeTOJ TaKoX J03BOJsE OyayBaTH CHMBOJIKH 3aJaHOI
MOTY>KHOCT1 Ha OCHOBI ckopodeHux koziB BUX. 3amponoHoBaHo cmoci® CKOpOYEeHHS TBIpHOI Ta MEepeBipHOI MaTPUIh MHOTO3HAYHO-
ro moBHOTO Koxy bBUX ams oTpuMaHHS CKOPOYEHOTO KOAY 3a/1aHOi JOBXKHUHU. [loka3aHo, MO KpiM BUIIPABICHHS ABOKPATHUX TIOMH-
JIOK, MHOTO3Ha4Hi Koau BUX [03BONSIOTH TAKOXK BHUSBISATH HMOMHIIKH OLIBLIOT KPATHOCTI; LSl BIACTHBICTH ITOCHJIIOETHCS MPH
BHUKOPHCTaHHI ckopoueHHX kofiB BUX. Meron 3abe3neuye modynoBy ciMeiicTBa 6araToKoJIipHIX 3aBaIOCTIHKUX IITPUXOBHUX KOIIB.

Pe3yabTaTn. Ha 0cHOBI po3p0o0IieHOr0 MporpaMHOro 3a0e3neueHHs OTPUMaHi CTATUCTHYHI JaHi, 0 XapaKTePU3yIOTh 31aTHICTh
MHOTO03HauHHX KoJiB BXY BUSABIATH Ta BUIPABISATH MOMMJIKH, i HA iX OCHOBI IPOEKTYBAaTH 0araTOKOJIPHI 3aBafOCTiiKi IITPHXOBI
KOJTH.

BucHoBku. [IpoBenieHi eKCIIepUMEHTH MiITBEPIMIN MPALe3aaTHICTh PO3POOJICHOr0 aIrOPUTMIYHOTO 3a0e3neyeHHs i 103BOIsI-
IOTh PEKOMEHIYBATH HOTO Il BUKOPUCTAHHS Ha MPAKTHUIL MPU MPOEKTYBAHHI 3aBaJOCTIMKUX 0AaraTOKONIPHUX IITPUXOBHX KOJIB Y
cHUCTeMax aBTOMAaTHYHOI 1IeHTU(iKaIii.

KJIFOYOBI CJIOBA: mitpuxoBe KOayBaHHs, 6araTOKOMIpHI MITPUXOBI KOJIH, 3aBaIOCTIMKICTh IITPUXOBHUX KOJIB, Ko bUX.

VK 004.627

CHHTE3 CUMBOJIMK MHOI'OLIBETHBIX IOMEXQYCTONYHBBIX IITPUXOBBIX KOJOB HA OCHOBE
MHOT'O3HAYHBIX KOJOB BUX

Cyaema E. C. — 1-p TexH. HayK, IOLICHT, 3aBEAYIONINIA Kadeapoil mporpaMMHOT0 00eCeYeHUs] KOMIBIOTEPHBIX cucTeM Harmo-
HAJIBHOTO TEXHHYECKOro yHuBepcuTeTa YKpauHbl «KueBckuil moimuTexHHUecKuil MHCTUTYT uMeHH Urops Cuxopckoro», Kues,
Ykpauna.

Jlpo3aenko JI. B. — accucteHT Kadeapsl mporpaMMHOTO O0OeCIeueHNsI KOMIIBIOTEPHBIX cHCTeM HarmoHaapHOTro TeXHHYECKOTO
yHHBepcuTeTa YKpanHsl « KueBckuid monuTexHudeckuii HHCTUTYT uMeHH Uropst Cukopckoro», Kues, YkpanHa.

Jduuka A. . — actimpaHT kKadeapsl IporpaMMHOTO 00ecledeH s KOMITBIOTEPHBIX cucTeM HalmoHambHOrO TEXHHYECKOTO YHH-
BepcuteTa YKpauHs! «KueBckuii momurexanaeckuiit nHCTUTYT nMeHu Urops Cuxopckoroy», Kues, Ykpanna.

AHHOTANUA

AKTyanbHOCTb. PaccMoTpeHa 3agada nocTpoeHus: Habopa MITPUXKOJOBBIX 3HAKOB JUISl MHOTOLBETHBIX IITPUXOBBIX KOJOB, yC-
TOMYUBBIX K HCKaXXEHHSAM OJHOTO HIIH ABYX JIEMEHTOB B IpefienaX KaXKJ0ro 3HaKa.

Heanb. ObecnedeHne HaAeKHOCTH CINTHIBAHIS MHOTOIIBETHBIX IITPHXKOAOBBIX N300payKEHHUH.

MeToa. MHOTOLBETHBIN IITPUXKOIOBBII 3HAK UMEET CBOMCTBO IOMEXOYCTOMYMBOCTH, €CIIU €T0 HI(PPOBOH SKBUBATICHT (BEKTOP)
SIBIISIETCS KOJJOBBIM CJIOBOM MHOT'O3HAYHOTO (HEJBOMYHOI'0) KOPPEKTHPYIOMIET0 KO/, CIIOCOOHOTO MUCIIPABIISTH OMINOKU (MCKaKECHHS
9JIEMEHTOB 3HaKa). [Toka3aHo, 4TO IMOCTPOEHHE MITPUXKOJOBBIX 3HAKOB CIIEYCeT BBHITIONHATH HA OCHOBE MHOTO3HAYHOTO KOPPEKTH-
pytomero koxa BUX, crnocobGHoro ucnpammsath aBe ommOKH. [IpeioskeH MeToI NMOCTPOSHUS MHOXKECTBA IOMEXOYCTOMYMBBIX
LITPUXKOJOBBIX 3HAKOB 33aJaHHOM MOIIHOCTH, O0ECIEUHBAIOLIMX JIOCTOBEPHOE BOCIPOW3BEICHUE JAHHBIX IIPU UX CUUTHIBAHHU C
Hocutens. Paspaborana mpouenypa KOIMPOBAaHUS JTaHHBIX MHOTO3Ha4HbIM kogoMm BUX Ha ocHOBe oOpasyromieil MaTpHIbl Koa ¢
HCTIOIB30BaHMEM OTEPaLfii IO MOAYJIIO MPOCTOro umcia. [IpennoskeH HOBBIM COCOO MOCTPOEHHS MPOBEPOYHOM MATPULIBI MHOTO-
3Ha4HOTro Koja bUX Ha 0CHOBE BEKTOPHOTO MPEICTABICHNUS JIEMEHTOB KOHEYHOTO T, Pa3paboTan 0000LMICHHBIH alrOpuT™ T'eHe-
PHPOBAHUS CHMBOJIMKH MHOTOIIBETHOTO IITPHXOBOTO KOJA C BO3MOXKHOCTBIO KOPPEKIMH ABYKPATHBIX OIMIMOOK B IITPUXKOJOBBIX
3HaKax. MeTo]] MO3BOJISIET CTPOUTH CHMBOJIMKH 3aJJaHHON MOKHOCTH Ha OCHOBE COKpamieHHbIX konoB BUX. Ilpemroxen crocob
COKpaIlleHUs] 00pa3ylomel ¥ MpoBepOYHO MaTPHUIEI MHOTO3HAYHOTO MoHOTo kojga BUX s monmydeHHs: cokpamieHHOro Koja 3a-
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naHHoM aimHBL. [Toka3zaHo, 9TO KpOMe HCIIPaBIICHUS JBYKPATHBIX OMINOOK, MHOTO3HAaYHbIE KOBI BUX MO3BONSIOT Takke 0OHAPYKH-
BaTh OIIMOKH OOJNBIIEH KPaTHOCTH — 3TO CBOWCTBO YCHIIMBAETCS IIPH MCIIOIB30BAaHUH YKOpPOYeHHBIX koJoB BUX. Meton obecneun-
BaeT NIOCTPOCHUE CEMENCTBA MHOTOLIBETHBIX TIOMEX0YCTOWYMUBBIX IITPUXOBBIX KOJIOB.

Pe3yabTathl. Ha ocHOBE pa3paboTaHHOrO MPOrPaMMHOI0 00ECIIEUEHHsI MOMyUeHbl CTATUCTUUECKUE JAHHbIE, XapaKTEPU3YIOIIHe
CIOCOOHOCTh MHOTO3HAUHBIX K0J0B BUX 0OHapyXuBaTh M UCHPABIATH OIIMOKH, U Ha X OCHOBE IPOECKTHPOBATH MHOTOIIBETHbIE
TIOMEX0YCTOHYIHBBIE IITPUXOBBIE KOJBL.
BriBoasl. [IpoBeneHHbIE SKCIEPUMEHTHI HOATBEPAIIN PAb0TOCIOCOOHOCTH pa3pabOTaHHOTO ATOPUTMUIECKOTO 00ECTIEUeHHS H
MO3BOJIIOT PEKOMEHJI0BATh €ro AJIs UCIOIb30BaHMs HA MPAKTUKE IIPH MPOEKTUPOBAHUU IOMEXOYCTOHMUYMBBIX MHOTOLIBETHBIX LITPH-
XOBBIX KOZIOB B CHCTEMaX aBTOMAaTHUCCKOH HCHTH(HKAIHN.
KJ/IIOYEBBIE CJIOBA: mTpuxoBoe KOAMPOBaHHE, MHOTOI[BETHBIE IITPHXOBbIE KOJbI, IOMEXOYCTOHYMBOCTh IITPUXOBBIX KO-

J10B

, koapl BUX.
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ABSTRACT

Context. The problem of generating vectors consisting of different representatives of a given set of sets is considered. Such
problems arise, in particular, in scheduling theory, when scheduling appointments. A special case of this problem is the problem of
generating permutations.

Objective. Problem is considered from the point of view of a permanent approach and a well-known one, based on the concept of
lexicographic order.

Method. In many tasks, it becomes necessary to generate various combinatorial objects: permutations, combinations with and
without repetitions, various subsets. In this paper we consider a new approach to the combinatorial objects generation, which is based
on the procedure of the permanent decomposition. Permanent is built for the special matrix of incidence. The main idea of this
approach is including to the process of the algebraic permanent decomposition by row additional function for the column identifiers
writing into corresponding data structures. In this case, the algebraic permanent in not calculated, but we get a specific recursive
algorithm for generating a combinatorial object. The computational complexity of this algorithm is analyzed.

Results. It is investigated a new approach to the generation of complex combinatorial objects, based on the procedure of
decomposition of the modified permanent of the incidence matrix by line with memorization of index elements.

Conclusions. The permanent algorithms of the combinatorial objects generation is investigated. The complexity of our approach
in the case of permutation is compared with the lexicographic algorithm and the Johnson-Trotter algorithm.

The obtained results showed that our algorithm belongs to the same complexity class as the lexicographic algorithm and the
Johnson-Trotter method. Numerical results confirmed the effectiveness of our approach.

KEYWORDS: algorithm, permutation, permanent, decomposition, complexity.

ABBREVIATIONS class SDR is special class in C++ notation for storing
JSP is a job-shop problem; information about SDR;
NP-Complete is a nondeterministic polynomial-time SDR() is constructor of the class SDR;
complete; s, p, next, sizes, sizep, n are fields of the class SDR;
PD-algorithm is a permanent decomposition _p,_n, psize are parameters of the constructor SDR;
algorithm; head is first element of the list;
PD-approach is a permanent decomposition approach; generic() is recursive function for the permutation
SDR is a system of different representatives. generation;
sl, pl are additional arrays in the function generic();
NOMENCLATURE —> is class field access operator via pointer.
i, j are indices of vectors and matrix elements;
a; is element of the sets; INTRODUCTION

Task planning can be defined as a procedure of
allocation of resources for a specific job at a specific time.
The most important goal of planning is use of
the set S;; resources. The goal is to minimize waiting time planning.
A good time algorithm provides a good system
productivity. Problems of combinatorial object generation

S; is set of the elements;
njj is the number of occurrences of the element a; in

R; is a row of the schedule matrix;

pe_med is modified permanent; often arise in computer modeling, cryptography, theory of
n is size of the array ; . schedules.

Q(n) is computational complexity; In this paper we consider a new approach to the
O() is complexity class; generation of generalized combinatorial objects of special
(V1,Va,...,Vyy) is SDR; structure that are well suited for some scheduling tasks
v;; is element of the schedule; (schedule of meetings). Scheduling problems is the most

ij
n! is factorial number 1*2%*..*n;
e is natural number;

widely studied problems in computer science. There are
well known Job-shop scheduling or the job-shop problem
(JSP) , the nurse operations research problem of finding
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an optimal way to assign nurses to shifts, typically with a
set of hard and soft constraints. The complexity of the
corresponding algorithms in such problems is a critical
parameter that allows us to assess the possibility of using
a particular algorithm in practice. [1]

At the heart of our approach are procedures for the
permanent decomposition of incidence matrices with
memorization of identifier elements. We called our
approach PD-methods.

The object of study is combinatorial objects
generation in the task of Job-shop scheduling.

Despite the large number of publications on the
generation of combinatorial objects, the development of
new algorithms and approaches is relevant due to their
computational complexity.

The subject of study is permanent decomposition
algorithms for the combinatorial objects generation.

The purpose of the work is to develop methods for
generating combinatorial objects that can be extended to
solving complex scheduling problems.

1 PROBLEM STATEMENT
Suppose we have n elements (a;,4a,,...,a,), that can

be part of m sets (S;,S,,...,S,) and the occurrence of the

same element several times is allowed. Information about
which elements are included in the corresponding sets
will be given in the form of an incidence matrix:

a a .. a,
S My Ny e gy
Sy My Ny .. My (1
Sm M1 Mm2 N

The elements (&;,8,,....,a,) Wwill be called the

identifiers of the columns of the incidence matrix. The
system of different representatives (SDR) will be called a
vector of the form:

(V1,V25e0 V) 5 Vi € Sj, i =1L, m,y; ;tvj,i £].

We divide identifier elements on regular and “stream”.
If the element @& is “stream”, then it must be
simultaneously written in all positions of the sample
vector, where the correspondent incidence matrix column
contains non-zero eclements. An arbitrary vector of
samples (or a matrix, the rows of which are samples) will

be called a schedule.
The schedule

((Vll,Vlz,...,Vlm),(V21,V22,...,V2m),...,(Vkl,sz,...,Vkm))

will be considered correct under the conditions:
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1.Vje{l,2,.,m}:
VU2 jU-Uvigr = *ailUnjo *aoJ--Unjn *an}
l*a=1{a,,a,,....a},a =a,i=11.
2.Vie{l,2,...K} :Vjj # Vi, j # 1., elements Vjj,Vjp , are
non-stream.
Obviously, in the case when each element is included

in each set only once and all elements are non-stream,
matrix of incidence is

a; a, a
S 1 1 .1
S, 11 .1 )
s, 1 1 1

Then one of the variants of the correct schedule can be
written in the form:

8 & 8 a,

a, a, a, a,

a; a, as 8y . 3)
I ) ap

The rows of schedule matrix consist of n permutations
of the corresponding elements. The algorithm of cyclic
shift of column or row eclements is implemented here.
Obviously, the number of correct schedules constructed
by the cyclic shift algorithm is n!. The task of scheduling
is very complex, NP-complete. In the general case, to
construct all possible variants of correct schedules, it is
necessary to analyze all possible SDR variants. Therefore,
using any algorithm for solving the problem of generating
permutations in the “same place”, it is necessary to
additionally store each variant of permutations in
memory. Therefore, we must use the most optimal
algorithm for generating all possible permutations. In this
paper, from the point of view of complexity, an approach
is investigated that is based on the use of the procedure
for decomposing the permanent of the incidence matrix. It
requires the development of new approaches, in
particular, to the problems of generating combinatorial
objects.

2 REVIEW OF THE LITERATURE
Despite the fact that a significant number of
algorithms have been developed to generate various
combinatorial objects, such as permutations, permutations
with repetitions of different types, systems of subsets of
some sets of elements [1-4, 6-13], new approaches and
algorithms are still emerging.
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Given the novelty of the combination of permanent
and decomposition solutions within the calendar
calculation — it is difficult to rely on similar literature.

Consider the most relevant areas of application of
such solutions.

A significant amount of most recent research has
focused on the tasks of scheduling within cloud
computing. There are numerous and excellent resources
available in the cloud. The cost of performing tasks in the
cloud depends on what resources are used. Cloud
planning is different from traditional planning. In the
environment of cloud computing, the task of scheduling is
the biggest and most difficult issue. Task scheduling
problem is the NP-complete problem. Many heuristics
have introduced scheduling algorithms, but more
improvements are needed to make the system faster and
more responsive [5].

A detailed overview of the combinatorial algorithms
can be given by Knuth [6], Ruskey [7] which considers
the concept of combinatorial generation and distinguishes
the following tasks: listing-generating elements of a given
combinatorial set sequentially, ranking — numbering
elements of a given combinatorial set, unranking —
generating elements of a given combinatorial set in
accordance with their ranks and random selection—
generating elements of a given combinatorial set in
random order.

General methods for developing combinatorial
generation algorithms were studied by such researchers as
S. Bacchelli [1, 2], E. Barcucci [2], A. Del Lungo [3, 4],
V.V. Kruchinin [8, 9], P. Flajolet [10] and others. It is
wellknown algorithms for the permutation generation
[11-14], such as Bottom-Up, Lexicography, Johnson-
Trotter [8], PIndex [15], Inversion [15].

3 MATERIALS AND METHODS

The main idea that we use in our approach to the
problem of generating combinatorial objects is based on
the using of the modified permanent properties.

Definition: Modified permanent of the incidence
matrix will be the sum of all possible products of the
numerical elements of the matrix, each of which contains
one element from each row and column, and the element
of the flow column (the column corresponding to the flow
element) cannot be in the product together with the
elements. Other rows corresponding to the same stream
element (the corresponding rows will be crossed out in
the schedule or with elements of other columns
corresponding to the same element).

In the case of flow elements absence, the modified
permanent is a normal permanent. The procedure for
finding a permanent can easily be implemented
recursively in the same way as finding the determinant of
a matrix by decomposition on any line. Based on the
definition, the decomposition procedure will be as
follows: a nonzero row element is multiplied on a
modified permanent matrix formed by the following rules
— if a row element belongs to a stream column, the matrix
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is formed by deleting the column where this element is
located and all rows corresponding to all elements of this
stream. If a row element does not belong to a stream
column, then the matrix is formed by deleting the row and
column where this element is situated, as well as all
stream columns at the intersection of which are non-zero
elements.

Obviously, the permanent of the square incidence
matrix consisting of 1 is equal to n! (we decompose on
the first line, then we have n components that already
contain matrices of dimension n—1, etc.).

The main idea of our algorithm construction: in the
process of permanent decomposition can be memorized
the identifiers of the current elements columns.

Consider an example. Let’s incidence matrix present
in the form:

1 2 3
R, 1 11
R, 1 1 1 @
2
R, 1 1 1
Thus, we have:
1 2 3
23
mm 11
per mod =1 permod|l 1|+
20 1 1
1 1
30 1 1
1 3 1 2
+1%permod|l 1|+1° permod|l 1|=
11 1 1
172 3 113 2
=11 permod1+ll permod1+
21 3 23 1
+171 permodl+11 permod1+

+13! permod| |+ 1’12 per mod

2 |
1 1|

1128 110822 2B 23 s 2 e 1A

As we see, in the case of a square matrix all elements
of which equals to 1, we can get all permutations by
decomposing the permanent with “memorization”. Based
on the decomposition procedure, the following general
recursive PD-algorithm for forming systems of different
representatives of sets is obvious:

1. The initial matrix of incidence is formed.

2. The first row of the matrix is viewed and all non-
zero elements are found.

3. For each non-zero element of the first line:

a) the corresponding identifier element is added to the
corresponding permutation;

b) a new incidence matrix is formed from the initial
one by deleting the column and row where the found non-
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zero element stands (memory is allocated and data is
copied);

c) is called recursively the generation function for the
new matrix.

4 EXPERIMENTS

Let’s consider in more detail the problem of
generating permutations. The specificity of our approach
to permutation generation is that we need to keep in mind
all permutations for their further use, in particular, in
scheduling tasks for scheduling generation. Note that the
incidence matrix has all the elements 1 and it is square. In
this case, during the decomposition of the permanent,
there is no need to store the incidence matrix in memory,
it is enough to know only the identifier elements. So, we
consider a permanent vector. We will use a singly linked
list to store all elements. Each item in the list will contain
information about the SDR. We can use two arrays — one
to represent the already written part of the SDR, another —
to place the elements that will still be used for
decomposition. We can use special class in C++ notation
for storing information about SDR:

class SDR {
public:
char *s;
char* p;
SDR¥* next;
int sizes;
int sizep;
intn;
SDR(char* _p, int _n, int psize)
{ n=_n; sizep=psize; sizes=_n-psize;
p=new char[psize];
for(int i=0;i<psize;it++) p[i]=_pl[il;
next=NULL; }
SDR(SDR* head, int k) {
sizes=1+head->sizes;
n=head->n;
sizep=n-sizes;
next=NULL;
s=new char[sizes];
p= new char[sizep];
for(int j=0;j<sizes-1;j++) s[j]=head->s[j];
s[sizes-1]=head->p[k];
int 1=0;
for(int i=0;i<sizep+1;i++)
if(i!'=k) p[l++]=head->p[i]; } };

In this class we create two constructors: SDR(char*
p, int n, int psize) for the first initialization end
SDR(SDR* head, int k) for the creation new class
member on the base of head in which k-th element of
array p writes to the arrays. Obviously, using a singly
linked list, we must correctly insert the newly created
element after the head element in the list:

SDR *tmp=new SDR(head,i);

tmp->next=head->next;
head->next=tmp;
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Thus we can construct recursive function for the
permutation generation according to our approuch:

void generic(SDR* head) {
if (head->sizes<head->n) {

for(int i=head->sizep-1;1>0;i--) {
SDR *tmp=new SDR(head,i);
tmp->next=head->next;
head->next=tmp;

generic(tmp); }

char* s1=new char[head->sizes+1];

char* pl=new char[head->sizep-1];

for(int j=0;j<head->sizes;j++)
s1[j]=head->s[j];

s1[head->sizes]=head->p[0];

for(int i=0;i<head->sizep-1;i++)
pl[i]=head->p[i+1];

delete head->s;

delete head->p;

head->s=0;

head->p=0;

head->s=sl;

head->p=pl;

head->sizes++;

head->sizep--;

generic(head); } }

v, § input

Figure 1 — Example of the program running, online GDB
C++compiler

We can consider small examples of the our program
running, results is on the Fig.l, where initial array is
char p[]={'1"'2",'3"'4"} and on the Fig. 2, where initial
array is char p[]={"r','1,'v',n',’e’}.

input
rinev rievn rienv rvine
rniev ravie rovel rneiv
renvi irve i1rven irnve
1VNeIr 1Vern 1venr 1nIve
1ernv levrn 1evnr ienrv
vrenl virne viren vinre
VLLEr VNerl vneir verin
Nriev Nrvie Nrvel Nrelv
nievr nvrie nvrel nvire
neivr nevri nevir erivn
LIV ELVIN E1VII E1NIV
Figure 2 — Example of the program running, online GDB C++
compiler

5 RESULTS
Let us consider complexity of the PD-approach for
permutation generation (see function generic()). In order
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to compare the computational complexity of our approach
with the known methods, we will take into account that in
most cases, are used algorithms that do not require
recording all variants of permutations, the so-called
generation algorithms “in the same place”. When
calculating the number of copies, we assume that copying
to the array s is constructive in the case when all
permutations are stored in memory, and copying to the
array p creates an additional computational load and must
be taken into account:

p=new char[sizep];// ~n-1 assignments

int [=0;// 1 assignment
for(int i=0;i<sizep+1;i++)//n increments
if(i!=k) p[l++]=head->p[i]; // n-1 assignments, 1 //increment, n-
1 class field access, n comparisons

The size of the array p sizep will decrease from n (initial
iteration) to 0.

Let Q(n) be a number of assignments and increments, n-

size of array p. Obviously, that Q(1) =1. Then we have:

Q) =n(Q(n-1)+3n)=nQ(n—1)+3n* =
=n(n-1)Q(n-2)+3n(n—1)> +3n% =
=n(n-1)(n-2)Q(n-3)+3n(n-1)(n-2)% +
+3n(n=1D%+3n% =...=n(n=1)..n—K)Q(N -k 1) +
+3n(n=1)..n—k +(n—k)* +
+3n(n=1)..n=K+2)(N—Kk+1)> +...+
+3n(n=1)(n-2)% +3n(n-1)% +3n? =
=n3n(n=1)..322 +...+3n(n-1)(n-2)% +

+3n(n—1)> +3n? = n43n!(2 +%+%+...+

n-k-2+1 n_Hl):n!+3n!(1+1+i+...+
(n—-k-=2)! (n=1)! 2!

+ ! +.t ! )+3n!(1+l+...+ ! ) <
(n=k-1)! (n=2)! 2! (n=1!

1 1
<3N+ 1+—+..+—+..)+
2! n!

+3n!(1+l+...+
2! (n-1n!

=nl(6e—2)=0(n!).

+.)=nl(1+3e+3e-1)=

Consider the case of an arbitrary incidence matrix. In
this case, it is necessary to prepare a new incidence matrix
in the process of recursively calling the generation
function, allocate memory and copy data. Thus we’ll have

minimum 2(n —1)2 additional arithmetic operations. Let
all elements in the matrix be nonzero. Then we have:
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QM =nQM-1+2(n-1)%)=nQ(n-1)+2n(n-1)% =
=n(n-DQ(n-2)+2n(n-1)(n-2)> +2n(n—1)% =
=n(n-1D)(n-2)Q(n-=3)+2n(n-1)(n—=2)(n— 3)2 +
+2n(n=1)(n-2)> +2n(n-1)2=...=
=n+2n(n-1)(n-2)..217 +...+

2n(n—1)(n-2)..32% +..+2n(n=1)(n-2)* +

2 12
+2n(n—1)% = n2n1(1? N (n-1) )=
2! (n-1!
_ n-2
=nk2n!(1? +E+...+ (-1 ))=n4+2n! Y’ k+1_
n-3 1 n—21
= n!+2n!(zﬁ+ ZF) <nl(1+4e)=0(n!).
k=0 k=0
6 DISCUSSION

Thus, the use of a permanent approach for generating
permutations has made it possible to obtain an algorithm
whose computational complexity is comparable to the
fastest known algorithms. It is known [1] that, for
example, Johnson Trotter’s algorithm PMin(n) or
lexicographic algorithm Plex(n) also have computational
complexity O(n!) .

Obvious, that PD-algorithm generates the list of
permutation in lexicographic order. This order can be
defined by the initial array. If this array have standart
lexicographically  ordered  elements, we’ll  get
lexicographically ordered perturbations. We can consider
small example of the our program running (See Fig.1),
where char p[]={'1",'2",'3",'4"}. If we use initial array char
p[I={"r','1,'v',)n',’e’} than we define special order:

T'<1'<v'<'n'<’e’. Our perturbations are
according to this order (see Fig. 2).

An essential feature of our approach is the possibility
of modifying it to generate combinatorial objects of a
more complex structure. To do this, it is enough to specify
the appropriate incidence matrix. If it is necessary to
consider some additional conditions, then it may be
necessary to modify the definition of the permanent and,
accordingly, the procedure for decomposition by string
(for example, the impossibility of the presence in one
SDK the same elements, unless they are streamed). The
following modification can be considered. If the element
is not “stream” then we delete the column where it stands,
the row and all “stream” columns if non-zero elements
intersect with this row. If the running element is
streaming, then all rows where the streaming element and
all columns with the same identifiers to the current one is
crossed out. If there are non-zero elements of other
streams at the intersection with the stream rows, the
corresponding columns are also crossed out. Thus, we
obtain a solution to the problem of correctness of the
SDR: on the one hand in the SDR is not possible the
presence of two identical elements, on the other hand such
a presence is possible if the element is streaming.

ordered

123



p-ISSN 1607-3274 PagioenexkrpoHika, iHpopmaTuka, ynpaeiinss. 2022. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 4

If the number of non-zero elements in each line of the
matrix of incidence is less than n or equal to k <n, the
number of arithmetic operations can be significantly less.
For example, for k=1 the number of recursive calls will
not exceed n. However, when viewing a row of such a
matrix, will be necessary comparison with 0 of each
elements. And that’s why we still have n! comparisons.
However, this problem is easily solved by considering the
rows of the incidence matrix as dynamic arrays with
numbers of nonzero elements. Then the complexity of the
algorithm at k = 1 will be O (n).

CONCLUSIONS

Thus, the paper considers a new approach to the
generation of complex combinatorial objects, based on the
procedure of decomposition of the modified permanent of
the incidence matrix by line with memorization of index
elements. The specificity of this approach is that certain
additional conditions imposed on the relevant SDRs are
taken into account at the stage of permanent
decomposition procedures. Thus, in the case when the
matrix consists of only 1, we obtain the decomposition
procedure of the ordinary permanent. If we set the
condition of the presence of “stream” elements in the
SDR and the arbitrary configuration of the structure of the
incidence matrix, the decomposition procedure must be
modified.

The paper evaluates the complexity of the PD-
algorithm for generating permutation and shows that it is
equal to O (n!). Such complexity is in the fastest
algorithms, such as lexicographic, Johnson-Trotter.
However, in practice PD-algorithm will obviously work
slower, in particular due to the large number of memory
operations and data coping. However, the recursive PD
algorithm can easily be modified to generate much more
complex objects, while the mentioned known approaches
exclusively use the specifics of permutations.

The scientific novelty of this paper lies in the fact
that in the work it was possible to use the algebraic
properties of special modifications of matrices permanets
to construct efficient algorithms for generating
combinatorial objects.

The practical significance of obtained results is that
the software realizing the proposed methods is developed,
as well as experiments to study their properties are
conducted. The PD-algorithm can be used in software
development where the generation of combinatorial
objects is used, in particular, in information security
systems.

Prospects for further research are to study the
proposed methods for a broad class of scheduler
problems, job-shop problem (JSP), the nurse operations
research problem .
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YK 004.93

AJITOPUTM JEKOMITO3HAIII MIEPMAHEHTY JIJISI TEHEPAIII KOMBIHATOPHUX OB’EKTIB

Typ6an 0. B. — n-p TexH. Hayk, npodecop Kadeapu KOMIT'IOTEpHHX HAayK Ta NPHUKIANHOI MareMaTHku HamioHambHOTrO
YHIBEPCHTETY BOAHOIO FOCIIOAPCTBA Ta IPUPOIOKOPHUCTYBaHHs, PiBHe, YkpaiHa.

Baonu C. B. — Buknanau Bigminenns Ilporpamysannsi, PiBHeHcbkoro ®axosoro Komemxy HamioHanbHoro yHiBepcHTETy
6iopecypciB i mpupogoKopucTyBaHHs YKpainu, PiBue, Ykpaina.

Kynaneup H. E. — 1-p Hayk i3 couianpHuX KOMyHikawii, npodecop xadenpu [HpopmauiiiHux cucteM Ta Mepex, [HCTHTYTY
KOMIT'IOTEpHHX HayK Ta iHpopMaIiifHuX TexHouorii, HamionaneHoro yHiBepcuteTy «JIbBiBChKa moliTexHika», JIbBiB, YKpaiHa.

AHOTAULIA

AKTyanbHicTb. PO3risigaeThes 3a/1a4a reHEpyBaHHsS BEKTOPIB, IO CKIAJAIOTHCSA 3 PI3HHUX MPEJCTABHHKIB 3aJaHOT MHOXKHHH.
Taki mpoGyieMn BUHHUKAIOTh, 30KpEMa, B TeOpii CKIagaHHs PO3KIIAJiB, IPH IDTaHyBaHHI 3ycTpidell. OKkpeMHUM BHIIaKOM i€l 3a1adi €
3a7a4a TeHepyBaHHs IIEPECTaHOBOK. MeTa poO0oTH — PO3TIISIHYTH NPOOJIEMy 3 TOUKH 30pY ITOCTIHHOTO Ta 3araJlbHOBIIOMOTO MiIXO0.Y,
BUXOJISTYU 3 KOHIICTIIT ICKCUKOTpadigHOTro MOPSIIKY .

Meton. Y 0araTbox 3aBJaHHSX BHHHMKAE HEOOXIJHICTh T'eHEpYBaTH PI3HOMaHITHI KOMOIHATOpHI 00’€KTH: IEepPecTaHOBKH,
KOMOiHawLii 3 MOBTOPEHHSAMH i 03 HUX, PI3HOMAHITHI MiAMHOXHHH. Y Iiif poOOTI pO3MIsAacThCs HOBUIl MiAXim 10 reHeparii
KOMOIHAaTOPHUX 00 €KTIB, SIKMH 0a3y€ThCsI HA MPOLEAYPi MOCTiHHOI Aekommo3uLii. [lepmaneHT OyayeThes AJs CHeliadbHOi MaTpHIli
iHmuaeHTHOCcTi. OCHOBHA iies IBOTO MiAXOAY MOJATae B BKIIOYCHHI 0 TMpolecy anreOpaidHoi mepMaHEHTHOI JEKOMITO3MIIT 3a
JIOTIOMOTOI0 T0aTKOBOI (DYHKIIi psaKa UIs 3alHCy iIeHTH(IKaTOPIB CTOBIIIB y BIINOBIAHI CTPYKTYPH JaHUX. Y I[bOMY BHUIIAIKY
anreOpaiyHui NepMaHEHT He OOYUCIIOETHCS, a OTPHUMYEMO KOHKPETHHH PEKypCHBHHI QJITOPHTM TeHepamlii KOMOIHATOpHOTO
00’exra. [IpoananizoBaHO OOYHCITIOBAIBHY CKIIAJHICTD IIbOTO ATOPUTMY.

Pesyabratn. B Mexax PD-migxomy po3misHyTO 3a7a4i reHepailii KOMOIHATOPHHUX 00’€KTiB, 30KpeMa, MEePECTAHOBOK.
JociipkeHo 004YHCITIOBaNIbHY CKJIAJHICTh 3alIPOIIOHOBAHUX AITOPUTMIB y TIOPIBHSHHI 3 BIIOMUMH miaronamu. Po3risHyTo BapiaHT
porpaMHo]l peaiizailii po3po0IeHHX aIrOPUTMIB.

BucHoBkn. Y po0OTi po3risiHyTO HOBHE MiAXiA 10 TeHepalii CKIaAHUX KOMOIHATOPHUX O0’€KTIB, IO TPYHTYEThCS Ha
MpoLeaypl AEKOMIO3UIii MOAM(IKOBAHOTO MEPMAHEHTY MATPHUIll iHIMACHTHOCTI 3a PSAAKOM 13 3amaM’sSTOBYBaHHSIM EJIEMEHTIB
ingekcy. Crnenndika pOTo MIXOMy MOJSATaE B TOMY, IO TIEBHI JOAAaTKOBI YMOBH, IO HAKJIAJAIOTHCS HA BIIMOBIIHI CHCTEMH Pi3HHX
MIPEICTaBHUKIB, BPaXOBYIOThCS Ha €Talli Iporeayp AekoMno3umii. JlocmimKeHo CKIafHICTh PO3IIIIHYTHX aJlTOPUTMIB. Y pa3i OuIbIn
CKJIQJHUX BapiaHTIB MAaTpHIll IHIUJICHTHOCTI IIPOIIOHYETHCS BIANIOBiAHA MOAMMIKAIS IOHATTSA IEpMaHEHTy 1, BiIIOBITHO,
npoleaypa Horo JeKOMIO3HIIIT .

KJIFOYOBI CJIOBA: ajroput™, epMaHEHT, ICKOMITO3HIiS, CKIAHICTh OOYHCIICHHS.

JITEPATYPA / JUTEPATYPA AND/OR Trees / V. V. Kruchinin. — Tomsk: V-Spektr,
1. Exhaustive generation of combinatorial objects by ECO / 2007.
[S. Bacchelli, E. Barcucci, E. Grazzini, E. Pergola] / Acta 9. Shablya Y. Method for Developing Combinatorial
Informatica. — 2004. — Vol. 40. — P. 585-602. Generation Algorithms Based on AND/OR Trees and Its
2. Mixed succession rules: The commutative case / Application / Y. Shablya, D. Kruchinin, V. Kruchinin //
[S. Bacchelli, L. Ferrari, R. Pinzani, R. Sprugnoli] // Journal Mathematics. — 2020. — Vol. 8, Ne 962. DOL
of Combinatorial Theory. — 2010. — Vol. 117, Series A. — 10.3390/math8060962
P. 568-582. DOI: 10.1016/j.jcta.2009.11.005 10. Flajolet P. A calculus for the random generation of
3. ECO: A methodology for the enumeration of combinatorial combinatorial structures / P. Flajolet, P. Zimmerman,
objects / [E. Barcucci, A. Del Lungo, E. Pergola, R. Pinzani] B. Cutsem // Theoretical Computer Science. — 1994. —
// Journal of Difference Equations and Applications. — Vol. 132. - P. 1-35.
1999. — Vol. 5. — P. 435-490. 11. Optimal algorithms for online scheduling with bounded
4. On the generation and enumeration of some classes of rearrangement at the end / Chen Xin, Lan Yan, Benkd
convex polyominoes / [A. Del Lungo, E. Duchi, A. Frosini, Attila, Désa Gyorgy, Han Xin // Theoretical Computer
S. Rinaldi] // The Electronic Journal of Combinatorics. — Science. -2011. — Vol. 412, Ne 45. — P. 6269-6278. DOL:
2011.—Vol. 11, Ne 1. — P. 1-46. DOI: 10.37236/1813 10.1016/j.tcs.2011.07.014
5. Arnaw Wadhonkar A Task Scheduling Algorithm Based on ~ 12. Do P. T. Exhaustive generation for permutations avoiding
Task Length and Deadline in Cloud Computing / Arnav (colored) regular sets of patterns // P. T. Do, T.T.H Tran,
Wadhonkar, Deepti Theng // International Journal of V. Vajnovszki // Discrete Applied Mathematics. — 2019. —
Scientific & Engineering Research. —2016. — Vol. 7, Ne 4. — Vol. 268. — P. 44-53.
P. 1905-1909. 13. Mirshekarian Sadegh Correlation of job-shop scheduling
6. Knuth D. E. The Art of Computer Programming / problem featurgs with scheduling efficiency // Mirshekarian
D. E. Knuth. — Vol. 4A : Combinatorial Algorithms Part 1. Sadegh, N. Sormaz DuSan // Expert Systems with
Boston : Addison-Wesley Professional, 2011. Applications. — 2016. — Vol. 62. — P. 131-147. DOI:
7. Ruskey F. Combinatorial Generation. Working Version (1j- 10.1016/j.eswa.2016.06.014
CSC 425/520) [Electronic resourse] / F. Ruskey. — 14. Humble Travis S. Application of Quantum Annealing to
Department of Computer Science University of Victoria, Nurse Scheduling Problem / S. Humble Travis, Nakamura
2003. Access mode: http://page.math.tu- Yuma, Ikeda Kazuki. // Scientific Reports. — 2019. — Vol. 9,
berlin.de/~felsner/SemWS17-18/Ruskey-Comb-Gen.pdf. Ne 1. —P. 12837. DOIL: 10.1038/s41598-019-49172-3
Accessed 1 May 2020. 15. Fedoriaeva T. 1. Combinatorial  algorithms  /
8. Kruchinin V. V. Methods for Developing Algorithms for T. 1. Fedoriaeva— Novosobirsk : Novosibirsk  State
Ranking and Unranking Combinatorial Objects Based on University, 2011.

© Turbal Y. V., Babych S. V., Kunanets N. E., 2022
DOI 10.15588/1607-3274-2022-4-10

125



p-ISSN 1607-3274 PagioenexkrpoHika, iHpopmaTuka, ynpaeiinss. 2022. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 4

VIIK 004.9

TEXHOJIOT'IA ITEHTU®IKALIL PEPAVITY B TEKCTOBOMY
KOHTEHTI HA OCHOBI METOJAIB MAILIMHHOT'O HABYAHHA

Xoaoana H. M. — crynent kadenpu «lHpopmamiiiHi cucremn Ta Mepexi», HamionansamiA yHiBepcuTeT «JIbBiBChKa
moJiTexHikay, JIbBiB, YKpaiHa.

Bucouska B. A. — kaHx. TexH. Hayk, HIOIEHT, nomeHT Kadenpm «laopmariiiHi cucreMu Ta Mepexi,
Hamionansnuii yHiBepcuteT «JIpBiBChKa MoiTeXHiKaY, JIbBIB, YKpaiHa.

AHOTANIA

AxTyanbHicTs. [lepedpazoBanuii TekCcTOBHIT KOHTEHTY a00 pepaiiT € OmHI€IO i3 CKIATHUX NMPoOJIeM BUSBICHHS aKaJIeMidHOTO
mariaty. bineimicte cucrem ineHTHgikanii mariaTy IpU3HAuYeHI AL BUSIBICHHS CHUIBHUX CIIIB, MOCIHIZOBHOCTI JIHIBICTHYHHX
OJIMHUIIb Ta HE3HAUYHHX 3MiH, ajle He 3[aTHI BUSBUTH CYTTEBI CEMaHTHYHI Ta CTPYKTypHi 3MiHH. ToMy OiIbLICTh BUNAJKIB IUIAriaTy
i3 3acTOCYBaHHSIM TepedpasyBaHHs 3TUIIAIOTHCS HEITOMIYCHUMH.

Meta — po3po0OICHHS TEXHOJOT1 BUSBICHHA NiepedpasyBaHb y TEKCTI Ha OCHOBI MoJelni Kinacudikamii Ta METOIIB MAIIUHHOTO
HaBYaHHS Yepe3 BUKOPUCTAHHS claMChKOT HEHPOHHOI Mepeki Ha OCHOBI pekypeHTHuX Ta Tuiy Transformer — RoOBERTa mnst anamizy
PiBHS TOZIOHOCTI peUeHb TEKCTOBOT'O KOHTEHTY.

Merton. [ 1aHOTO AOCTIIKCHHS Yy SIKOCTI 03HaK OOpaHi Taki METPHKH CEMaHTHYHOI MOMIOHOCTI a00 MOKa3HUKHU: KOCQIllieHT
XKaxkkapa s cmigbHEX N-rpaM, KOCHHYCHA BiICTaHb MK BEKTOPHMUMH TojxaHHsAMHU peueHb, Word Mover’s Distance, Bigcrasi 3a
cnoBHukamu WordNet, nepenbauensst nBox ML-mopeneii: ciamMcbkoi HEHpOHHOI Mepexi Ha OCHOBI PEKYypeHTHHX Ta THILY
Transformer — RoBERTa.

PesyabTaTn. Po3po0neHo iHTenekTyanbHYy CHCTEMY BHSBJICHHS IepedpasyBaHb y TEKCTI HAa OCHOBI Mojeni kimacuikamii Ta
METOMIB MAalIMHHOTO HaBYaHHS. Po3poOieHa cucTeMa BHKOPUCTOBYE MPUHIMI CTEKIHTY Mozesel i imkKuHipuHT o3Hak (feature
engineering). JlooaTKoBI O3HAKH BKa3ylOTh Ha CEMAaHTHYHY NPHUHAJEKHICT PeUYeHb a00 HOPMOBaHY KUIBKICTh CHINBHHX N-Tpam.
HonatkoBo HanmamroBana (fine-tuned) Hefiponnoi mepexi RoBERTa (i3 mogaTkoBUMHM INOBHO3B’SI3HUMH IIApaMH) Ma€ MEHIIY
YyTIMBICTB 10 Map pPeueHsb, o He € nepedpa3yBaHHIMH OJUH OAHOrO0. Taka crenngiuyHicTh MOAETI MOXKE CIIPUSITH HEIPaBUIEHOMY
3BHHYBAYCHHIO Yy IUIariati abo HEKOPEKTHOMY 00’€IHAHHIO 3reHEpPOBAHOTO KOPHCTyBayaMH KOHTEHTY. JlomaTKOBi O3HaKu
301IBIIYIOTh SIK 3arajibHy TOYHICTh KiacHdikarii, Tak i 4yTIMBICTh MOZEII [0 Map TUX PEUYCHb, IO HE € nepedpasyBaHHIMH OJMH
OJIHOTO.

BucHoBku. CTBOpeHa MOJeNb MOKa3ye BiAMIHHI pe3ylbpTaTH kiacuikamii Ha TecToBux aaHMX PAWS: 3BakeHa BIIy4HICTBH
(precision) — 93%, 3Baxena mosHoTa (recall) — 92%, F-mipa (F1-score)-92%, Tounicts (accuracy) — 92%. Pesynpratu mocmimKeHHS
nokasany, mo NN tumy Transformer MoxyTb OyTH yCIIIIIHO 3aCTOCOBaHI JUIsl BUSIBJICHHS Iepedpa3yBaHb y Mapi TEKCTIB i3 JOCHTh
BHCOKOIO TOYHICTIO 0€3 OTpedu JOAaTKOBOTO I'eHepyBaHHS O3HaK.

KJIFOUOBI CJIOBA: onpautoBanHs npupoaHoi MoBu, NLP, inentudikaris pepaiity, BUsBICHHs nepedpasyBaHb y TEKCTI,
MAaIlllMHHE HABYaHHS 3 BUMTENIEM, TTHOMHHE HaBYaHHS, Kiacu(iKallisi TEKCTy, aHaANli3 TEKCTy, BEKTOpPHE BKJIajacHHs ciiB, WordNet,
CEMaHTHYHa NOAIOHICTb.

ABPEBIATYPA ® — omepatop MamuHHOro Hae4aHHd IC Ha
BJ1 — 6a3a ganux; JIOCTOBIPHUX TEKCTOBUX JaHUX;
IC — inTeneKTyanbHa CHCTEMA; A — oneparop Bu3HaueHHs nepedpasyBaHb TEKCTiB;
IT — indopmartitina TeXHOJIOTIs; i, — MHOXHHA JTaHUX igeHTHQIKamii;
I13 — mporpamue 3abe3neyeHHs; i, — CXOBHIIE JaHUX TEKCTY/MMOCHIAHb Ha JKEPENa;
ML — machine learning; is - MHOKHHA AHAJIOTIYHUX pobiT
NLP — natural language processing; aBTOPA/KOPHUCTYBAYa;
NN — neural network; i; — KOHKPETHH 3aMUT/TEKCT aBTOPA/KOPHCTYBAYa,;
TPP — text pre-processing; 0y — 3amuty 3 IC 10 KOHKPETHHUX JKEPET TEKCTY;
QA — question answering. 0, — KOJIIEKIisl JUKEPEJI, 3BIIKU 3aII03UUEHUH TEKCT;
0; — MHOXMHa ieHTH(]iKoBaHNX niepedpasyBaHb;
I'| — IpaBuJIa aNIrOPUTMY B3aEMOIIT;
r, — NLP-npaBuna;
r; — MpaBwiIa aJTOPUTMY HEUPOHHOI MEpPExKi;

HOMEHKJIATYPA
S — cucrema inenrudikanii pepaiiry;
| — MHO)KMHA BXIJTHUX JaHUX;

O — MHOYXMHA BUXITHUX [aHHX;

R — OCHOBHI ITpaBHJIa OIPAIFOBAHHS MMOTOKY BXITHHUX

nanux B IC inentudikanii pepaiiry;
U — napaMeTpH ONpalOBaHHs BXIJHUX JaHHX;
N — HeiipoHHa Mepexa;
0L — OTIepaTop CKauyBaHHsI BXiJHUX IaHUX;
B — omeparop omnpaliroBaHHs BXIJIHUX JTaHUX;
Y — OIeparop MOIIyKy PiBHs MOAIOHOCTI peUueHb;
LL — OIIepaTop MONEPEIHHOTO ONPAIIOBAHHS TEKCTY;
% — NLP-oneparop;
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r, — paBwiia aJrOPUTMY ieHTH(DIKALIi pepanTy;
U; — MHOXKHHA PiBHIB JOCTYIY;

U, — MHOXKHMHA BUMOT JOCTYILY;

U; — MHOkHA NLP-BuMoT;

U4 — MHOXXHMHA METPUK MalllHHHOTO HaBYaHHS;

Us — MHOKMHA BUMOT iieHTH(iKalii pepaiTy.

BCTYII
IIpontec mepedpazyBanas (pepaiiTy) moisrae y

MEPENUCYBaHHI TEKCTY I 3MIHH CJIiB Ta MOCIiOBHOCTI
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31 30epeKeHHSIM I0YaTKOBOTO ceHcy. lneHtudikamis
pepaiity Bigirpae BaxJuBy poiib y pizHux NLP-3agavax,
BKJIFOYAIOYM  BHSABJCHHS  IUlariaTy,  BU3HA4YCHHS
aBTOPCTBA, BUKOpUCTaHHS Y QA-cHucTeMax, y3araJlbHeHHS
TEKCTy, MalllMHHUI TepeKiaj, aHali3 TEKCTy B IJIOMY
tomo. bimpm  3araspHa  3amaya BUMIpPIOBaHHS
CEMaHTHYHOI MOMIOHOCTI TEKCTIB € BaxamBuM B NLP-
ramy3i. [lepedpazoBanmii muariaT € OIHIEIO i3 CKIATHUX
npoOsieM, 3 SKUMH CTHKAIOTHCS CHCTEMH BHSBJICHHS
mwiariaty. bimprmicte momiOHmMX cucteM imeHTHdIKaril
IUIariaTy TMpHW3HA4YeHi A BUSABJICHHS CIUIBHUX CIIB 1
HE3HAUYHWX 3MiH, ajie He 3JaTHI BUSABUTH CEpHO3HI
CEeMaHTH4HI Ta CTPYKTypHi 3Minu. Tomy OaraTo Bunajxis
pepaiTy 3aIUIIAI0THECS HETOMIYCHUMHU.

I'enepariis mapadpas o3Hayae NEPETBOPCHHS PECUCHHS
MIPUPOIHOI MOBM Ha HOBE DPEYEHHS, SKE Mae Te came
CEeMaHTHWYHE 3HAYEHHs, aje IHIIy CHHTaKCHYHy abo
nekcuyHy — ¢opmy. JleTekuito Ta  TeHepyBaHHA
nepedpa3zyBaHb 3aCTOCOBYIOTh y TaKHX HAIPsIMKaXx:

— BUSIBJICHHS TOPYIIEHHS aBTOPCHKOTO TpaBa —
IepeBipka Ha IUIariaT, BU3SHAYCHHS aBTOPIB TEKCTY;

— IO€THAHHS OyOJKaTiB KOHTEHTY, 3T€HEPOBaHOTO
KOpHCTyBayaMH, Ha iH(pOpMamiiHUX pecypcax;

— TOo€eIHAHHS TyOmikariB 3amuciB onHiel Temu abo
MUTaHHSA, IO [O3BOJISIE OTPUMATH OINBIIY TIOBHOTY
(recall) nuis peneBaHTHOTO KOHTEHTY MPH MOLIYKY;

— MaIIMHHUN TIepekiaj] (CIpOIEHHS peUYeHb);

— QA — orpumaHHS A0AaTKOBOI iH(opMamii nusxom
TeHEpyBaHHs  BapiaHTiB  3amuTy Ui OTPHUMAaHHS
Binmnosineit 3 BJ] Ta mepedpazyBaHHs BiIOBICH;

— text summarization (migBun nepedpazyBaHHs);

— reHepalisi MpUpOIHLOT MOBH (pEpaiT peueHsb);

— 3MiHa CTHJIIO TTUCHMA.

BusiBnennss mapagpa3 TicHo moB’si3aHe i3 NLP-
3aJ]a4ero OLIHKM CeMaHTHYHOI MOAIOHOCTI TeKCTy. Y ToH
Hac SIK ML-Mmonens IoBepTae WMOBIpPHICTB
nepedpa3yBaHHs ab0 pe3ynbTaT OiHApHOI KiIacHdikarii
map pedeHb, ML-momenp IS OIIHKKA CEMaHTUYHOI
MOJIOHOCTI TMOBEPTAE CTYIiHb MOMIOHOCTI 32 TEBHOIO
METPHKOIO, Hafp. OliHKY BiJ 1 1o 5 (3aBnanHs SentEval).
[Ipu mnepeBipui Ha nepedpasyBaHHs abO BH3HAUCHHS
CEMaHTUYHOI ITOIIOHOCTI 0 OCHOBHUMH MPOOJIEMaMH €:

— BIZICYTHICTh CIIUIBHHUX CJiB, Hampukiam: Is there a
Quora user who have seen an UFO? Have you seen an
alien?;

—yci cnoa cninbHi, Hanpukiaa: How did Portural’s
team performed in match against Germany? How did
Germany’s team performed in match against Portugal?;

—pydYHa pO3MITKa Tap MJOKYMEHTIB — pe3yibTaT
aHoTarlii € cy0’€KTUBHHUM B 3aJIXKHOCTI BiJl CHTYyaIlii;

— opdorpadivni i CHUHTaKCHYHI TTOMMJIKH,
BUKOPUCTAHHS CIICHTY — HENPaBWIBHO HAIHMCaHi ClI0Ba
i1eHTH(DIKYIOTBCSI CUCTEMOIO SIK HOBI 200 aOCONIOTHO
BIJIMiHHI BiJ] IPaBHJILHOTO 3HAYCHHST,

— OMOHIMH — CIIOBa MAalOTh OJIHAKOBE HAlWCaHHS,
OJTHAK CEMaHTHUYHE 3HAYCHHS € 3aJIeKHUM BiJl KOHTEKCTY.

Bumesaznaueni npobiiemu MEPEIIKOKAIOTh
CTPIMKOMY PO3BHTKY JETEKIIi] nepedpa3dyBaHb K OHI€T 3
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3amad 3 NLP-ramysi. Jlo OCHOBHHX METOJIB BHSBICHHS
nepedpa3yBaHb HaJleKaThb:

— MOZIETTh BEKTOPHOTO TpocTopy (vector space model),
OCHOBOIO SIKOi € BEKTOpH3allisi a0 BKIIAICHHS TEKCTY Ta
PO3paxyHOK BiJCTaHI/MOAIOHOCTI MK JBOMa TEKCTaMHU
(xoedimient XKaxkapa, EBkiimoBa BincTaHb, KOCHHYCHa
BiJicTaHb, Biacranb Word Mover’s To1110);

— IOTYYHI HEHPOHHI MOJAEN TIMHOMHHOTO HaBYAHHS
(3ropTkOBi, peKypeHTHi, ciamcbki, encoder-decoder,
TpaHcdopMepH 3 AITOPUTMOM YBaru To1io);

—po3paxoBaHi  Bimctani Ta  pesyabtath  NN-
knacudikamii SK OKpeMHX O3HaK HaByaHHsS (iHAJIBHOTO
KJacudikaropa.

OpHuM 13 mepmuxX MiAXOMiB 10 BUMIPIOBaHHS
CEeMaHTHYHOI MOAIOHOCTI MK TEKCTOBHM KOHTEHTOM €
MoJIenb BeKTopHOTO npoctopy (VSM) must 3amadi odacti
nomyky iHpopmaii [1]. Meroro VSM € mogaHHs KOKHOL
CyTHOCTI KoJekuii (JliTep y cioBax, CIiB y pEUCHHSX,
pedeHb y KOHTEHTi, KOHTEHTY y KOpPITyCi) SIK TOUKH B -
BHMIpHOMY TIpocTOpi, ToOTO siK BekTop y VSM [2]. UM
OJIKYe PpO3TAIlIOBAaHI TOYKH B IIBOMY IIPOCTOPI, THM
OibIlle BOHH € CEMAaHTUYHO MOAIOHUMU, 1 HaBmaku. Jlis
3aaHoro Habopy 3 k TekctiB D={D1, D,,..., D;} TeKcT D;
MOJAI0OTh Y BULIAAL BekTopa D=(wW;, Wp, ..., Wi). Y
kinacuiHoMy VSM  Ha OCHOBI CIIIB KOXEH BHMIp
BIJINOBI/Ia€ OJJHOMY TEpPMIiHY/CJIOBY 3 Ha0Opy TEKCTiB.
Bary BH3HaualoTh Ha OCHOBI PI3HHMX CXEM 3BayKyBaHHS;
Bag-of-Words ta TF-IDF 3a3Bu4aii BUKOPHCTOBYIOTH B
VSM Ha ocHoBi ciiB. [ToniOHICTE MiXK TBOMa TEKCTaMU
D; i D; obuucmorots 3a koepiuienTom Kakkapa,
EBKIIiIOBOIO BiICTaHHIO, KOCHHYCHOIO BiJICTAHHIO TOIIO.
OCHOBHMMH HENOJNIKaMHM Ili€l MOmeli € BHCOKa
PO3MIpHICTh, PO3PIMKEHICTH 1 MPOOIEMH 31 CIIOBHHKOM.
Tomy icHyIOTH pi3HiI Moxudikarii Ta y3aransHeHHS VSM.

Sk 1 momepemHi MeTOIW, y TIMOMHHOMY HaBYaHHI
JIOKYMEHTH a00 TEKCTU IMOJAI0Th y BUIIIII BEKTOPIB 3a
nmoromororo Merony Doc2Vec. OkpiM TOro, ClIoBa TaKOXK
MmoJaHi sK BEKTOpH Ha ocHoBi Mmeromy Word2Vec [3].
IcHyrOTH BapiaHTH HaBYaHHS BEKTOPHOTO IOJAHHS CIIiB
Ha OCHOBI METOJly MaTpUYHOI JIEKOMIO3UIIii, HAPUKIIAJ,
LSA. THmmii anroput™ BHKOPHUCTOBYE METOJIM Ha OCHOBI
KOHTEKCTy, Hampukmax, skip-grams, Continious Bag of
Words. Ili BekTopH MOpPIBHIOIOTH 3a JIOTIOMOTOIO
KOCHHYCHOI BificTaHi a0 iHIIO0i Mipu oAiOHOCTI.

[osiea momenmi Word2Vec cnoHykanma IOCIHiTHHUKIB
CTBOPHUTH iHIII BeKTOpHI Moxem, Taki sk Doc2Vec,
FastText, GloVe, USE ta ELMO. VYci mi Mozem ¢
MozensMu *2Vec, OCKIJIbKA BOHH MEPETBOPIOIOTH TEKCT
(y Burmsani cniB, ¢pa3, pedeHb, PO3AUIIB 1 IIUX
JIOKyMEHTIB) y BEKTOpPHY (popMy, CTBOPIOIOUH /-BUMIpHIi
BeKTOpHI pocTopu. NN-HaBYAHHS 3 TEKCTAMH 3 BEIIUKUAX
HEMapKOBaHUX KOPITYCIiB MPU3BOJUTS JI0 CTBOpeHHsT VSM

3 BUKOPHCTaHHSIM JIOBLTBHUX napameTpis,
HalBaXXJIMBIIIMMHU 3 SKHX € PO3MIPHICTH BEKTOPHOTO
MpOCTOpY, MiHIMadbHa YacTOTa CJiB, IIBUAKICTB

HAaBYAaHHSI Ta pO3MIp BIKHA/KOHTEKCTY CIIOCTCPEIKCHHS
KOXKHOTO cioBa. Word2Vec ckmamaeTrbesi 3 JIBOX
nigmoxaeneii: CBOW (6e3mepepBHUI MIMIOK CITiB), IO
MIPOTHO3Y€ TPOITyIIEHE CJIOBO, SKIIO HAJaeMO MOJEi
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KOHTEKCT TIPOINYIIEHOTO CJoBa, TOAl SK skip-gram
NPOTHO3Y€E KOHTEKCT JaHOTO CJIOBA.

Metoro gocaigxenns € po3poodnenns [T aus nerexuii
nepedpa3yBaHb, sKa JO3BOJIMTH CIHPOCTHTH 1 BOJHOYAC
MOKpAIIUTH TEpeBipKy TEKCTiB Ha Iiariatr  abo
o0’enHaHHs JaHMX Ha iHQopMmamiiHMX pecypcax 3a
OJIHAKOBHMH TeMaMH abo 3anuTaHHsIMH. [IpoekToBaHa
CHCTEMa Ma€ BHABISTU AyONikaTu 3a nepedpa3yBaHHS 3a
JIOTIOMOTOK0  TOINYKY  AHAJIOTIYHMX  TeKcTiB.  Jlms
JOCATHEHHS MeTH OyJIM IMOCTaBJICHI TaKi 3aBIaHHS:

— po3pobutH Ta ommucaTtd (PYHKIIOHANBEHI BUMOTH
MIPOEKTOBAHOI CHCTEMH 3TifHO 3 MeTomoioriero Rational
Unified Process ta Unified Model Language;

— npoananizyBaru  state-of-the-art  meroam, 110
BUKOPHCTOBYIOThCS ISl ICTEKIIIT epedpa3zyBaHb;

— po3pobutu Ta onrcatd NN 3 pi3HOI apXiTEKTypPOIO
(3ropTKOBI, peKypeHTHi, ciamcbki NN To1110);

— 00paTy HalOUIBII ONTUMAIBHY MOJIENb Y KOHTEKCTI
TPP, BekTopHOTO BKIIaJeHHS a00 BEKTOpHW3allii, BHOOPY
Ta TeHepyBaHHA O3HaK, ML-anroputMmy Ta BimOBiJHUX
apaMeTpiB;

— peamizanis BiamoBigHoi IC imeHTndikamii pepalTy
Ta BiAMOBiIHOT anpoOarlii OTpUMaHUX Pe3yIbTATIB.

1 IOCTAHOBKA IMPOBJIEMH
Cucremy inenTudikamii pepaifty S mogaHo KOpTeKeM:

S:<[)O)R’ U’Nﬁa5B9Y>)

ac 1= {i], iz, i3, i4}, 0= {01, 07, 03}, R = {I"l, r, s, }"4},
U= {ul, Uy, U3, Uy, u5}.

Ocnoaumu mnporiecamu IC inenTudikamii pepaiity €
«Ilonepenne ompaioBanHs TeKcTy», «NLP», «Mamune
HaBUaHH» Ta «Bu3HaueHHs nepedpasyBaHby.

[lpouec momepeaHBOrO  ONPALIOBAHHA  BXIIHOTO
tekcty IC  imentndikamii  pepaiity  ommmemo
CYTIEPIIO3UIII€IO:

Cyy=p°p°a,
CAU :M(B(a’(lls i25 i4)5 ry, M]), MZ)'
NLP-portiec IC NLP omnwminemMo Cynepro3uii€ro:
Ccu=y"B°a, To6TO
CCU :X(B(Q(CA[A i29 i39 i4)9 ry, u3)s 72)'
I[Tporiec MaIIMHHOTO HABYAHHS HA JIOCTOBIPHUX JAHUX
IC inenTHdikarii pepaidTy ONHUIIEMO CYNEPHO3UIIEIO:
Cuyr =0°y°B°a,
Cur=o(y(B(UCcus 1), i3), ua), 13)-
IIpouec BHU3HAYEHHS nepedpasyBaHb IC
ineHTH(iIKaLI] pepaiTy OIHIIEMO CYNEepPIIO3HUILI€0:
CUS :XO.YOBO(X’
CUSZX('Y(B(Q’(CU& iz)s i4)s 1/[5), 7’4).
3agaya mepedpasyBaHHS MOXHA PO3IUIMTH Ha JBi
Mia3a1adi K BUSABJICHHA 1 TeHEPYBaHHS NiepedpazyBaHb.

VY 3anmadi BusiBiieHHS Mapadpa3yBaHb Pe3yabTaTOM €
“moBipHicTh Big 0 mo 1, me 3HadeHHs, Onmu3bke a0 1,

© Xonogua H. M., Buconpka B. A., 2022
DOI 10.15588/1607-3274-2022-4-11

128

O3HaYae mapy peueHb sk nepedpasyBaHHS OJHMH OJHOTO,
0 — pi3Hi 32 CEMAaHTHYHNM HABAaHTAXCHHSAM 3HAUCHHS.

Buxopucranas rnmu6okux NN ma1 NLP  3naunO
3pociio  3a ocraHHi poku. Jng  iHnenTHdikamii
nepedpa3yBaHb Yy  JIOCHI[DKEHHSX BHKOPHCTOBYIOTH
claMCBbKi, 3rOPTKOBi, PEKYpPEHTHIi, CKJIaJHI apXiTeKTypu
MOJENCi Ha OCHOBI IO€IHAHHA 3TOPTKOBUX Ta
pexypentHux NN, TpaHcpopmepiB Tomo. TodHiCTh
MOJICNi 3aJeKHUTh BiJ TakuX (HaKTOpiB, SAK KIIBKICTH
KJIaciB, Ha SKi PO3MONUIAIOTBECA IaHi, BUOOPY METOJIB
TpamuimitHoro abo TAMOWHHOTO HaBYaHHA Ta  iX
KOMOIHAI1 3 MEeTOlaMH BEKTOpHW3allil (BKIAACHHS) CIiB i
TPP. Ilpu moOymoBi IC Bu3HaueHHS mepedpasyBaHHI y
TEKCTI TSI HOBOT'O HA0OPy JaHMX HEOOXiITHO OLIHUTH HE
JIMIIE Pi3HI MeTOH 1 apXiTekTypu ML-mozernei, a it TPP-
ITOPUTMU 1 TIOJIaHHS TEKCTY y 4McIioBoMy (opmarti Ta
MOXJIMBI KOMOiHanil iX NO€mXHaHHS Ui OTPUMAaHHS
Halkparioi MOJKJIUBOT SIKOCTI (TouHoCTI)
¢dynkuionyBanns Tunosoi IC inenTudikarii pepairy.

O0’€KTOM JOCII/KEHHS € TPOLIECH AETeKIii pepanTy
y TEKCTI i3 3aCTOCYBaHHSM ONTHMAaJbHOTO KOHBEEPY
(pipeline), mo Brxmouae TPP, Bekropmsamito abo
BKIIQJICHHS CIIiB, BUOIp Ta TEHEpYyBaHHA O3HAK, OiHApHY
Kkiacuikamio 3a ZomoMororw nesHoro ML-anroputmy i
NOAJIbILE OIPALIOBAaHHS OTPUMAHHMX PEe3YyJIbTATiB IS
BUSBICHHA  mepedpasyBaHb Ha  iHGOpPMAIIHHUX
Jokepenax. HaykoBa HOBHM3HA TOJSrae y 3acTOCYBaHHI
NN 3 HOBOWO apxiTekTyporo, orisij —state-of-the-art
METONIB Ta TMOpPIBHAHHS pI3HUX eTamiB KOHBEEPY
(pipeline) macTh 3MOTy BH3HAUUTH TaKy iX KOMOiHaIio,
sKa JIO3BOJINTH OTPUMATH SKICHY MOJENIb BH3HAUCHHS
nepedpazyBaHb B TEKCTI s OOpaHMX KOHTPOJBHUX
HaOopiB nanux. IlpoekroBana IC 103BOJIHMTH MOKpPAIIUTH
Ipolec BU3HAYCHHS pepaiity y Tekcti. Po3pobioBana IC
MOX€E BHKOPHUCTOBYBaTHCS ~ Mojeparopamu  iH(Op-
MAaIlifHAX pecypciB Ta COWIaTbHUX MEPeX IS OIIHKH
MIATPUMKH SKOCTI IyOJiKkamiii Ta o0’€qHAHHSA HaHUX 3a
Temamu abo 3amuraHHAMH. OKpIM TOTO, HETEKIlis
nepedpa3yBaHb MoOXe OyTH MOIYJEeM [0 ICHYHUYHX
CHCTEM IepeBipKH TEKCTIB Ha IUIATiaT.

2 AHAJII3 JIITEPATYPHUX /I’ KEPEJI

Binpmiicte IC mepeBipku Ha miariar IOpiBHIOIOTH
YaCTUHHM pEYCHHS abo CIUTBHI CIIOBAa, OJHAK JCTEKIIis
nepedpasyBaHb ~ JOCI  3aJUIIAETbCI  AKTYAIBHUM
3aBJIaHHSM Y Tajly3i ONpaltoBaHHs NPUPOIHBOI MOBH i HE
€ peani3oBaHOK Yy OUIBIIOCTI OHIAWH-TIATPOPM i
nonatkiB. OKpiM TOro, HasBHI CHCTEMH MEpEBIpKH Ha
IUIariaT He MOXYTh 13 JIOCTaTHBOIO TOYHICTIO BHSBUTH
nepedpa3yBaHHs Ta BKa3aTH OpUTiHAIBHE HKepeno [4].

Orxe, perekuiss mnepedppasyBaHb € aKTyaJbHOIO
mpo0JeMOI0 1 Hapasi y OUIbIIOCTI aKageMidHHX POOIT
JIOCIIZITHUKA ~ BUKOPHCTOBYIOTH ~ METOJAM  TJIMOMHHOIO
HaBYaHHS 1 apXiTEKTypd MOBJCHHEBUX MOJElNei, M0
MaroTh MiJIbHOHHU mapamerpiB. OJHaK icTOpPist BUPIIICHHS
IILOTO 3aBJIaHHs Oepe MMoYaToK i3 OLIBILI MPOCTUX METOJIIB
PO3paxyHKy CEMaHTHYHOI BiIMIHHOCTI SIK BiJICTaHI MiX
nBoma TepMiHamu y 0a3i manmx WordNet [5]. Le B/
CEeMaHTHYHUX 3B SI3KIB MK CJOBaMH (CHHCETaMu).
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3B’S13KM MICTSATh CHHOHIMH, T'IIOHIMH (ITIITHIT), MEPOHIMH
(uactuna) tomo. lepapxiuna ctpykrypa B/l mae 3mory
poO3paxyBaTH CEMaHTHYHY CIOPIJHEHITh OKPEMHX CIIiB 3a
pisEuME  dopmyrnamu. B [6] 3ampomnoHyBaHO MiIXin,
3aCHOBaHMH Ha 3HAYEHHSIX CEMAaHTHYHOI CIIOPiJAHEHOCTI
cmiB i3 crmoBHuka WordNet. ¥V ocHOBI MeTony — imes
TTOPIBHSAHHS MAPH CIIiB BiNOBITHO 10 YaCTHHU MOBH.

JIOoCHiTHUKY BUKOPHCTAN IIICTh PI3HUX BiJcTaHEH
ceMaHTHUYHOI moxAiOHOocTi ocHoBi WordNet [7-12].
MaxkcumanbHy NOAIOHICTD WIYKAIOTh JIMIIE BCEPEIUHI
KJIaciB CJiB 3 OJHAaKOBOIO YAaCTHHOK MOBH. Jljis
BIIPOBAKEHHS  TBOHAIIPSIMIICHHOCTI  BUKOPHCTOBYIOTb
cepenHe apudMeTHyHE BOX 3HAYEHb 3alPONOHOBAHOT
GyHKIIT, 3HA4YCHHS KO 3aJeXKHUTh BiJl 3HAYCHHS
MakcHMaJibHOT ~ TOAIOHOCTI  mapu  cioiB  Ta  IX
crieudiyHOCTi. AHAJIOTIYHO MOXKHA MOEJHATH YCI LIICTh
BIJICTaHCH, YCCPCIHUBIIM MMOKA3HUKU (hiHATBHOI OIIIHKH
ceMaHTH4HOI moniOHocTi. CeMaHTHYHA TOAIOHICTH CIIB
3rigHo 3 [7] 3a’NeXuTh BiJl MOBXKWHH HAWMKOPOTIIOTO
OUIIXy MIDK CHHCeTaMH SIK By3namu rpada. 3a [§]
MMONTIOHICTh CIIiB BU3HAYAETHCS SIK TIEPETHH MHOXHH CIIiB
BH3HAYCHb, 10 BIAMOBIZAOTH 3aJaHUM TEpPMiHaAM.
Oyukiis BincTaHi B [9] 3aleXuTh Big TAHMOMHH JBOX
KOHIIETITIB Yy TaKCOHOMIii Ta TIHOWMHM HaAWOIMKIOTO
ciiipHOTO TIpenka, 3a [10] — Big WMOBIpHOCTI 3ycTpiTH
CHUIBHOTO TIpeNKa y BEMTUKOMY Kopiryci, 3a [11-12] — Bix
HMOBIPHOCTI 3YCTpITU SIK CIUILHOTO TpenKa, Tak i JiBa
CHHCETH, 110 TIOPIBHIOKOTHCS.

Aptopu B [13] 3ampomoHyBaiu HOBHUH alroOpUTM
BUMIPIOBaHHSI CEMaHTHYHOI CITOPiHEHOCTI KOPOTKUX
peueHb 13 BHKOPHCTaHHSM METOJIB, 3aCHOBaHUX Ha
kopmyci (pointwise mutual information Ta latent semantic
analysis) a00 Ha BHIIE3a3HAYCHUX BIJICTAHAX 3TiITHO
naaux 3 WordNet. @opMyiia ceMaHTHYHOI CIIOPiAHEHOCTI
pCUCHb ITOE€JHYE METPUKH MOAIOHOCTI mapu ciiB Ta iX
cnenudigaocti. [lana ¢opmyna € MOTEHIIHHO TapHUM
IHANKATOPOM TMOMIOHOCTI JBOX BBEIEHHX TEKCTiB,
OCKITBKA OTpPHMaHI 3HA4YEeHHS TOYHOCTi, BIYYHOCTI,
nmoBHOTH 1 F-Mipu € kpamumMu y nmopiBHAHHI 13 6a30BHM
MiIX0ZI0M BHMIPIOBaHHS KOCHHYCHOI BiJICTaHI MiX JIBOMa
BXIJTHUMH pEYEHHSMH, IEPEBEICHUMH J0 BEKTOPHOIO
¢dopmary Ha ocuosi TF-IDF.

Y poborti [14] 3amporoHOBaHUN METOJ] BH3HAYCHHS
CEeMaHTHUYHOI CHIOPITHEHOCTI, SIKMH TeHepy€e CeMaHTHYHHUN
mpo¢iib YIS CITiB HA OCHOBI OCHOBHUX KOHIICTITYaTbHUX
O3HaK, 310paHUX 3 EHOUKIONEAWYHMX 3HaHb. OCHOBHa
iess MOAeli — 3HAYCHHS CJIOBa BU3HAYAIOTH MOHATTSIMU,
SIKi 3HAXOIATBCS B MPSAMOMY KOHTEKcTi. JlaHuWii meron
CKJIQJA€TBCSl 3 JBOX OCHOBHHMX KpokiB. Crodarky Ha
ocHoBi Wikipedia CTBOpIOIOTH aHOTOBaHH KOpITyC
OCHOBHHX KOHIIETITYaIbHUX CIIIB 3  BiJNOBITHIMH
MOoCWIaHHAMH. Jlami KOpImyC BHKOPUCTOBYIOTH IS
BUMIPIOBAHHS CEMaHTHYHOT MOJ{IOHOCTI CIIIiB Ta TEKCTIB.

B [15] amantyBanmu ¢opmyiy KOCHHYCHOI BiicTaHi
MDK  BEKTOpaMH Ui pO3paxyHKy  CEMaHTHYHOI
MoJgiOHOCTI  TeKCTiB.  3amponoOHOBaHMN  aJTOPUTM
BUKOPHCTOBYE iH(OpMAIi0 Mpo TMOMIOHICTH  CIIiB,
orpumany i3 cnoBHuKiB WordNet. [lns pospaxyHKy
MmoJgiOHOCTI MDK TlapaMH peYeHb BUKOPHCTOBYETHCS

© Xonogua H. M., Buconpka B. A., 2022
DOI 10.15588/1607-3274-2022-4-11

KOCHHYCHa BIZICTaHb MDK BEKTOpaMH, IO IOJaf0Th
pedeHHs, Ta MaTpHUIi CEMAaHTWYHOI NOAIOHOCTI, IO
MICTATH 1H(OpPMAILIiIO PO MOAIOHICTH Map CIIiB, OTPHUMaHY
3 MIECTH CeMaHTHYHUX BincraHeii WordNet, 3acHOBaHUX
Ha iepapxii. KokHe pedeHHS TOHaHO Yy BHUTIAAI
JIBIHKOBOTO BEKTOpa (3 €IIEMCHTaMH, PiBHAMHU |, SKIIO
CJIOBO MIPUCYTHE Y pedeHHi, i 0 B iHIIOMY BHITAJKY).

VY [16] mpoBemeHO MOPIBHAIBHE MOCTIIKEHHSI MIiX
BEeKTOPHUMH BKJIAACHHAMH CIiB, OTPHUMaHUMH 32
jgoroMororo NN, i  TpaguuiiHUMH  BEKTOPHUMH
MOJIAHHAMH CIIIB, 3aCHOBAHUMH Ha MiIPAaXyHKY CIUIBHUX
MosiB. ABTOpDM BHKOH&IM [Ba 3aBJIaHHS HEBEIUKOTO
Macitaly (po30ip 3HaYeHB CIiB 1 MOAIOHICTh pEYeHb), i
JiBa BeJIMKOMacIITaOHUX (BUSBICHHS mnapadpasdyBaHb i
TeryBaHHs akTiB agianory). Jns 3amadi po3mi3HaBaHHS
nepedpazyBaHb JOCTIJHAKH BHKOPHCTAIH KOCHHYCHY
BiZIcTaHb MDK BEKTOpaMH. BHKOpHCTaHHS BEKTOPHHX
BKJIaJIeHb CJIiB, OTPHUMaHMX i3 BHUKOpPHCTaHHSIM NN,
3HaYHO TIOKpAIly€ SKICTh MOAEN JJs BHSBICHHS
nepedpasyBaHb Ta TETyBaHHA aKTiB IiaJioTy, OJHAK He
JTa€ 3HAYHOT'O MPHPOCTY TOYHOCTI y PO3B’sA3aHHI 3aBIaHb
HEBEJIMKOTO MacITady.

B [17] aBTOpM 3ampornoHyBalld METOJ BUMIipIOBAHHS
CEeMaHTH4YHOI MOJIOHOCTI TEKCTIB 3 BHKOPUCTAHHSIM
BUMIPIOBaHHS CEMaHTHYHOI MOJIOHOCTI CIIIB Ha OCHOBI
kopnycy  (pointwise  mutual  information) Ta
HOpMAITi30BaHOi 1 MoAHM(DIKOBaHOI BepcCil AITOPUTMY
BIAIIOBIIHOCTI PAIKIB HaWIOBIIOL CIIUIBHOT
nmocaigoBHocTi (LCS). [ocmikeHHsS 30Cepe/KEHO Ha
BHAMIPIOBaHHI MOIOHOCTI MiX IBOMa PEUCHHAMH a00 MK
JBOMa KOPOTKAMH ab63anamu. MeTox OLiHeHHI Ha OCHOBI
nmaanx Microsoft Paraphrase Corpus (MSRP).

B [18] ymockoHanmmim mporec HepeBipKH TEKCTy Ha
IIariar 3a JOMOMOTOI0 BUKOPUCTAaHHS pi3HEX NLP-
ANTOPUTMIB: KUTBKICTh OJHAKOBHX 3-Tpam, Language
Model Probability, Longest Common Subsequence,
Dependency Relations Matching. Otpumani o03Haku
BUKOpHCTaHI Ui HaB4YaHHs HaiBHOro baiieciBchkoro
kiacudikaropa 3a IBOMa KaTErOpisIMA B 3aJICXKHOCTI Bij
HasiBHOCTI IUIariaTy Ta 3a 4YOTHpPMa KaTeropisiMu B
3aIEKHOCTI BiA PpiBHI Ta THIY Iepedpa3yBaHHS.
Pe3gynpraTh  eKCIIEpHMEHTIB €  33J0BUIBHHMH  JUIS
Kiacudikanii JOKyMEHTIB y KOpIyci Ha 1nBi kaTeropii (3
pepaiitom Ta yHiKameHi): 37 i3 38 nOKyMmeHTIB 0e3
IUIariaty MpaBWIbHO Kiacu(ikoBaHi, 1 JHUIIE OEKiTbKa
JIOKYMEHTIB i3 IIIariaToM KJIacHQikoBaHi sk 0e3 rurariaty
(5 3 57). Po3mexyBaHHS MK TphOMa Pi3HUMH PiBHSAMH
IUIariaTy BUSIBHJIOCS HAa0araTto CKIIAIHIIINM 3aBIAaHHSIM.
HezanoBinpHa TouHICTE Mopeni Kiacu@ikalii Ha THIH
IUIariaty 3aJeXHTh K Bl CKJIaIHOCTI 3aBJaHHs, TaK 1 Bij
MOXIJTUBOT [IOMUJIKA @aHOTATOPIB.

B [19-20] po3poOwmiu nBi cucreMu Ajsi BU3HAYCHHS
CEeMaHTHYHOI MOIIOHOCTI Map KOPOTKUX pedeHb. Yci Mipn
noioHoCTi ciiB 3acHoBaHi Ha WordNet. 11106 o6uuciuTu
OLIHKY TOAIOHOCTI JUIi Tapu CJiB, aBTOPH B3SUIM
MaKCUMAaIIbHUH Oall TOIOHOCTI TS BCiX MOXIIMBHUX Iap
noHsTh — cuHceTiB WordNet Ta BukopucTanu 0i6mioTexy
NLTK gms obumcnenns wmip momioHocTi Leacock and
Chodorow i Lin. [t momiOHOCTI CITiB HA OCHOBI KOPIYCY
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ABTOpPUM  BHKOPUCTAIM  JUCTPUOYTHBHY  JIEKCHUHY
CEMaHTUYHYy MoOJAelb. BOHM BUKOpHUCTaNM JIATEHTHUH
cemantnuHuii ananiz (LSA) Ha BenmkoMy Kopryci uist
OLIHKK po3moxiniB. Cucrema HaB4YeHa IPOTHO3YBaTH
OLIIHKH MOJIIOHOCTI peueHb, BAKOPUCTOBYIOUYH PErpeciiHy
MOJIENIb  OTIOPHOTO BEKTOpa 3 BHMIPIOBAaHHAM KiIBKOX
XapaKTepPUCTUK CTYNEHs HaKJaJaHHs CIUIBHUX CIiB,
MOIIOHOCT] CHHTAKCHCY 1 CEMaHTHYHOI OJTM3BKOCTI CIIiB.

VY [21] momanO MeTon mis imeHTH]iKarmii HasBHOCTI
Iariaty i3 3actocyBaHHiIM mepedpasyBanb. Lleit meTon
BUKOPHUCTOBYE KiacwmyHHi ML-anroputM — JOTiCTHYHY
perpeciro. B maniif cucreMi 03HaKaMu BHCTYIIAIOTh MTEBHI
OCOOJIMBOCTI  JICKCHKH, CHHTAaKCUCY, CEMaHTHKH Ta
CTPYKTYpH, SIKI ~OTPUMYIOTbCS 3  «IiZ03PLIOro»
JOKyMEHTy Ta opuriHany. Jlo o03Hak ocoOnuBocTeii
nekcuky Hajexarb: Dice Coefficient (KUTbKICTh CIIIBHUX
cumBoiiB), Jaro Distance, Jaccard Coefficient
(BIIHOIIICHHS CIUTBHUX TEPMIHIB JIO 3arajibHOi KUTBKOCTI
tepMiHiB), Levenshtein Distance, amantoBana Manhattan
Distance, Ngram Distance — ananor Manhattan Distance
s N-rpamiB, Soundex Distance. [lo cHHTaKCHYHHX
o3Hak HajexkaTh POS N-gram Distance ta Noun Ratio,
ceMaHTHYHHX — Semantic  Similarity  Distance,
crpykrypuux — Stopword N-gram Distance, Word Pair
Order, String Length Ratio. Pe3ynbraTé ekcriepuMeHTy
Ha kopmyci gaamx PAN@CLEF2013 mokasyioTs, 1o
BUKOPHCTAHHS PI3HUX THIIB O3HAK JIA€ 3MOTY OTPHMAaTH
OLIIbII TOYHI PE3yJIbTATH.

B [22] 3anponoHyBaim HOBY apXiTeKTypy TJIHOOKOTO
HaByaHHA Bi-CNN-MI s BusBieHHs/ineHTH)IKAIIT
pepaiTy IUISXOM IMOPIBHSHHS PeYeHb Ha KUTBKOX PIBHAX
neranizanii (yHirpamu, N-rpaMu Ta pedeHHs) Ha OCHOBI
3ropTkoBoi NN Ta MOJEITIOI0YH OCOOIMBOCTI B3a€MOZIT
Ha KOXHOMY piBHI. OTpHMaHi XapaKTEpPUCTUKH €
BXITHUMH O3HAaKaMH s OiHapHOTO KiacudikaTopa Ha
OCHOBI JIOTICTHYHOI perpecii.

Y [23] momana cucTrema A BHpIMICHHS 3amadi
JeTeKIii nepedpa3yBaHb IUITXOM BHSIBIICHHS
BIIMIHHOCTEH MK PSUCHHSIMH Ta OI[IHKH TOT'0, HACKIIBKU
pEUYCHHS € pI3HUMH. Takuid METOJ TaKOX J03BOJISIE
BUSIBUTH TaKi rnepedpaszyBaHHs, LIO MICTATh HE3HAUHY
KIJIBKICTh 10JaTKOBOI iH(opMawii. ¥ sKOCTI anroputmy
KJ1acudikanii BAKOPUCTaHO METOJ OTIOPHHUX BEKTOPIB.

B [24] nopiBasim knmacuuyHi ML-anroputmu (MeTon
ONOPHMX BEKTOpiB, HaiBHWI balieciB kmacugikatop,
maximum entropy classifier). O3Hakamu € nmaHi Tpo
JEKCHYHY 1 CEMaHTHYHY CIOPiIHEHICTb pedeHb. [pyma
o3Hak «word overlap» MICTHTH BiTHOIICHHS KiTBKOCTI
OmHAaKOBHX N-TpamiB [0 3araibHOi KITBKICTI CIIB Y
peyeHHsX. [0 JEKCMYHOI IpyNy O3HAK TAKOXK HAJIEXKATh
skip-grams Tta longest common subsequence. [lo
CEMaHTWYHUX O3HAK HAICXHUTh noun/verb semantic
similarity measure — KUIBKICTh CHIJIBHUX IMEHHHUKIB 200
J€cIiB, proper name — KiJIbKiCTh CIIIBHUX BJIACHUX HAa3B.
CemantnuHa o3Haka cardinal number mgae 3mory
¢dikcyBaTH 4YMcia 3 TOPIBHSHHSIM «OUIbIIE HDK» Ta
«MEHIIIe HIXK», a TaKo)K YHCia, 3alKMcaHi CIOBaMH. 3a
pe3yibTaTaMu  JIOCIHI/DKEHHs, HaHKpal( [MOKa3HUKU
JIOCSITHYTI 3a JOTIOMOTOIO0 METOJy OITIOPHUX BEKTOPIB.
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VY [25] mokasanm, M0 METPUKH SKOCTI MAIIMHHOTO
nepexnany (BLEU, NIST, WER, PER) moxyTts OyTn
3aCTOCOBAHI K O3HAKH Yy CHCTEMi BU3HAYCHHS 1 METEKIIil

nepedpasyBaHb U1 HaBYaHHA  Kiacudikatopa i
OTpUMaHHS  SKICHHX  pe3ynbrariB. OkpiMm  TOTO,
JOCTITHUKN PO3poOMIM Kiacu]ikatop, 3aCHOBaHWN Ha
Position independent word error rate (PER) Ta

iH(opMaIii Mpo PO3MOIT YACTHH MOBH y PEUCHHSAX.

B [26] moBTOpPHO AOCHIOWIN TimOTE3y MpO Te, M0
METPUKH, pO3pOOJICHI IJIsI aBTOMATH30BAHOI OIHKH
SKOCTI ~ MAIIMHHOTO  TepeKiaay, MOXYTb  OyTH
BUKOPUCTaHI SIK O3HaKW Kiacudikaropa is METEKINT
nepedpasyBanp. Pesynprath mokaszaiu, IO MeTa-
KJacugikaTrop, 03HaKaMu SIKOTO € JIMIIE METPUKH SKOCTI
MAaIIMHHOTO TepeKiiany, 3HauHO NepeBEPIIyE MOKa3HUKU
TOYHOCTI, OTPHUMaHi Yy TONEPEHIX JOCTIDKCHHSX.
YCchoro BHKOPHUCTAHO TPH aJITOPUTMH  KIACHYHOTO
MAIIMHHOTO HaBYaHHS JUIS KJIACHQiKaIii: JOTiCTHYHA
perpecigz, SMO IMIIIEeMEHTAIil0 METOXYy OMOPHHUX
BEKTOPIB 1 Bapiamiro anroputMy HalOmokanx cycimis. Jo
METPHK SKOCTI MallIMHHOTO TepeKiIaay Hairexars: BLEU,
NIST, TER, TERp, METEOR, SEPIA. Oxkpeme
BukopucranHsi MeTpuku TERp 3a0e3meuye Hemorasi
pe3yapTaTd 1 IepeBeplnye 0araTo IHIIMX METOIIB
Kacudikanii Ha OCHOBI YHCICHHHUX CKJIaJHUX O3HAK.

B [27] po3pobOwim cucremy Juis  ACTEKIi
nepedpa3yBaHb y KOPOTKHX TEKCTax Ha OCHOBI METOJIB
MIMOWHHOTO HaBYaHHSA. ApXiTekTypa KiacudikaTopa
3aCHOBaHa Ha IIapax 3ropTKH Ta pekypeHTHHX (long-short
term memory) NN, 1m0 OmpanboBYIOTh OTPHUMAaHHUN
pesynbrar. Pe3ynpraT omparfoBaHHs peKypeHTHHMH NN
€ CEeMaHTWYHUM IIOJaHHSAM pEYEHHsS, TOMY O3HaKaMH
¢inampHOTO KJacudikatopa € pI3HUIM MDK JBOMA
BEeKTOpaMH BHXOXy 3 pekypeHTHHX NN. 3roptkoBa NN
MIEPETBOPIOE TIAPHY MATPHINO TMOAIOHOCTI yCiX CIiB Ha
BEKTOp  CEeMaHTM4YHOI  MOJIOHOCTI  pedyeHb, LI
BUKOPHCTOBYEThCS SIK O3HaKM Juisi  Kiacudikaropa.
JlonaTkoBUMHM O3HaKaMH € KOCHHYCHAa BIJCTaHb MIX
BEKTOPaMH JIBOX pEUCHb, CEPEIHE 3HAUCHHS BiJICTaHI MiX
IMEHHUKaMH, J€CIIOBaMH, NMPUKMETHUKAMHU, OOYHCIECHOT
Ha ocHOBI WordNet, BiZHOIICHHS KITBKOCTI CHITBHHX
VHi-, 2-, 3-rpam 70 3arajJbHOI KiJIbKOCTI N-rpamiB TOIIO.

Y pobGori [28] momaHwWit mimxim g0 imeHTH(DIKAII
nepedpa3yBaHb Ha OCHOBI PEKYPCHBHUX aBTOKOZEPIB, IO
JOCTIKYIOTh BEKTOPH O3HAK UL (pa3 3a JOMOMOTOIO
CHHTaKCHYHMX JepeB. Lli O3HaKM BUKOpPHCTaHI Ui
BUMIpIOBaHHS TOAIOHOCTI ciiB 1 (pa3 Mix JBOMa
pedenHsiMA.  OCKINBKM ~ peYeHHS MalTh  JOBIIBHY
JOBXWHY, pE3yNbTy0oua MATpHIS MOMIOHOCTI Mae
3MiHHMH po3Mip. JlogaHo HOBHH piBEHb JWHAMIYHOTO
MyJIHTY, SIKAH 0O0YHUCITIOE MoJaHHs (DiIKCOBAHOTO PO3MIpY
3 Marpuub 3MiHHOro po3mipy. [laHe monmaHHs
BHUKOPHCTOBYBAJIOCS SIK BXiJHI 1aHi uIs KitacudikaTopa.

VY nocmijkenHi [29] Ha mpoTHBary CTBOPEHHIO Ta
BiOOpY  BeNMKOi  KUIBKOCTI  O3HaK  BHKOPHUCTAHO
pexypenTHy NN i3 mIapamMu  JOBroi-KOpOTKOYacHOi
mam’sati. NN mpuiiMae Ha BXiJl peUeHHS 3MiHHOT TOBKUHH
1 HaBYaeTbCS 3aBJaHHIO perpecii — mependadueHHIO
CTYIIEHSI CEMaHTHYHOI CIIOPiTHEHOCTI mapu pedeHb. NN
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Ma€ CiaMChbKy apXiTeKTypy 1 HaBu€Ha 3 BHKOPUCTaHHSIM
¢ynkuii Brpatr Mean Squared Error. /lnst nonanHs ciiB y
BUIJISAJI BEKTOPIB BHMKOPHUCTaHI MOINEPEIHbO HaBYEHI
BEKTOpHI BKJajgeHHS word2vec, OTpHMaHI Ha BEJIMKHX
HEpO3MIYEHHUX KOPITycaxX JaHHX.

Astopu B [30] noennanm ciamcbKy pekypeHTHy NN i3
JBOHAIIPSIMIICHIMH PEKYPEHTHUMHU MEpekaMH i3 [IapamMu
JIOBroi-KOPOTKOYAacHOI TaM’siTi Ha piBHI cuMmBoiiB. Taka
MOJIeNb € HEUYTIUBOKO 10 TIOMHIIOK opdorpadii, 3aMiHI
CHHOHIMIB 1 3aliBUX CIiB.

B [31] mnporectyBanm [eKkiibKa pPI3HUX THIIIB
ciamcpknx NN s 3amagi  meTexIii mepedpazyBaHb:
LSTM, Bi-directional LSTM, GRU, Bi-directional GRU,
LSTM + Attention, GRU + Attention, GRU + Capsule +
Flatten. Haiikpamyi pesynbratn otpumani s NN 3
KJIiTHHaMu TUIy gated recurrent unit.

B [32] Bukopucramm ciamcbky NN i3 10Broto-
KOPOTKOYACHOIO MaM’SITTI0 I Kiacudikamii mapu
TEKCTiB apaOChKOI0 MOBOIO, BiINOBIZHO A0 TOTO, YU €
BOHHU Tiepedpa3yBaHHIM OJMH OAHOTO. [yl BEKTOPHOTO
MONAHHS  CIiB  JOCHIJHUKH  3aCTOCYBalll  METOJ
BEKTOPHOTO BKIQJICHHS ciMmelicTBa word2vec, 1m0 Mae
Ha3By Glove. JInsg po3paxyHKy CEeMaHTHYHOI MOAIOHOCTI
TEKCTIB BHKOPHCTaHAa KOCHHYCHa BIICTaHb MK JBOMa
BEKTOPHHUMH TIOJJaHHSIMH PEUCHb.

B [33] Bukopucrtamm ciamcbky NN s merexiii
napadpas y TeKCTax MOBH TEYTy. BibIicTh naHUX Oyiu
3i0paHi Bpy4Hy 3 pi3HuX razer. OKpiM TOro, JOCITITHHUKU
NOPIBHSUIM  TPU  METOAM  BEKTOPHOTO  BKJIAJCHHS
(Word2Vec, Glove, Fasttext) Ta 1ix xoMOiHaIIit0.
Haiikpama TtouHicTh Ha TecToBOMY Habopi JaHUX
JIOCSATHYTA JUIs KOMOIHAIIIT ITUX TPHOX METO/IB.

V [34] nomaHmi WiAXig TIMOOKOrO HaBYaHHS 3
MAKPIMIIEHHSAM [0 TeHepauii mapagpazis. Onucana HoOBa
CTPYKTypa pPO3B’S3Ky MaHOi 3ajadi, sKa CKIATaeThes 3
TeHeparopa Ta OIiHIoBada. [ eHepaTop, moOymIoBaHUHN SK
ML-Monenp Ha OCHOBiI pekypeHTHHX NN apXiTeKTypu
sequence-to-sequence, rnepedpazoBye BXiTHE peUCHHS.
OminroBau  kimacuikye, Yd €  [OBa  PEUYCHHS
nepedpa3yBaHHIMU OIHE OXHOro. I'eHepaTop CIOYaTKy
TPEHYETHCS 3a JOMOMOTOI0 TJIHOOKOr0 HaBYaHHS, a TOTIM
JIOZIATKOBO HAJIAIITOBYETHCS 32 JONOMOTOI0 HaBYaHHS 3
OiAKPIIUIGHHSAM, MiJ 4Yac SAKOr0  OI[iHIOBaY  Ja€
BuHaropoxay. Jlius HaBYaHHS OLIHIOBAaYa JIOCIIJHHUKU
MIPOTIOHYIOTH JBa METOJM, 3aCHOBaHI Ha HaBYaHHI i3
BUMTEJIEM Ta HaBYaHHI 3 OOEpPHEHUM ITiJKPIIUICHHAM
BIJIIOBITHO, 3QJIC)KHO BiJ THITy HABYABHIX JTaHUX.

B [35] po3pobneno cucremy SimAll, mo moexHye
METOJI¥, 3aCHOBaHI Ha TOPIBHAHHI CTPiYOK, KOPHYyCi Ta
3HAHHAX, 1 MITPUMY€E aHTIIHCBKY Ta apaOChKy MOBH.
Ycporo cumcrema mintpumye 61 anropuTM  OIIHKH
CEMaHTHUYHOI TMOAIOHOCTI peYeHb, pe3yNbTaTH OILIHKH

KOKHOTO ~aJTOPUTMY TICJsi HOPMYBaHHs HaJexarThb
intepBaity [0, 1]. KopucryBau wmae obOpatu wmeron
arperyBaHHs  pe3yJbTaTiB:  cepeiHe, cyMa  abo

MaKkcUMalbHe 3HauyeHHs. J[0 MeTpUK, 3aCHOBaHHUX Ha
3HAHHSX, HAJEKHUTh 6 BiICTaHEH CEMAHTUYHOI CXOXOCTI:
Path (path), Leacock & Chodorow (Ich), Wu & Palmer,
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Resnik (res), Lin (lin), Jiang & Conrath (jecn). Metpukn
JIOCTYIIHI JINIIE JUTS aHTJIIHCEKOT MOBH.

B [36] 3anporonoBaHo /1Ba BapiaHTH JIepeBONOAIOHOT
Momemi LSTM 1t ompalffoBaHHS JAEpPEB 3aleKHOCTEH
abo CHUHTAKCUYHUX ZIepeB. CtBopeHi Mozei
NPOTECTOBaHI ~ Ha  3a/Ja4i  BH3HAYEHHA  CTYMNCHA
CEMAaHTHUYHOI MOIIOHOCT] JBOX pEUEHb.

VY [37] po3pobrneHo cuctemu, 0 MOETHYE 3rOPTKOBI
Ta pekypeHTHI NN 1 BHMIpPIOBAaHHS CEMaHTUYHOI
MOMIOHOCTI peueHb. JIOCHITHUKM BUKOPUCTAIH MEPEKY
3TOPTKU JJIs1 BPaxyBaHHs JIOKAJHLHOTO KOHTEKCTY CIIB i
LSTM nans BpaxyBaHHS INI0OANBHOTO KOHTEKCTY PEUEHb.
Taka moeqHaHHS MEpEeX JoroMarae 30eperty BiAMOBiTHY
iHpOpMAIliF0 TPO pPEYEHHS Ta MOKPaLlye OOYHCIICHHS
CTYIEHS MOJIOHOCTI pEYEHb.

B [38] mpeseHTyBanmu BenMKOMAacIITaOHUHA KOPITYC
napaJieNIbHAX JIaHWX, YTBOPEHHH 33 JOIOMOTOI0 MOZIeeH
rmmbuaHoro HaB4aHHA BERT, RoBERTa, Longformer
apxitektypu Transformer. Halip pmanmx BriIIOYae
maparpadu 3 HayKOBHX Ipamb y arXiv, TE3W, a TaK0oX
crarti Bikinenii Ta ix mepedpa3zoBani aHagoru (BChOro
1,5 munH a03amiB). ApXiTeKTypa TIMOWHHOTO HaBYaHHS
Transformer nae 3Mory JOCHTh TOYHO KJIacH]iKyBaTh
OopuriHaJbHUII ~ Ta  mepedpazoBaHWil  TekcTH 13
BUKOPDHCTaHHSIM  CTaTWUYHUX  BEKTOPHUX  BKJIaJEeHb
(fastText) [39]. Monens RoBERTa pmocsirina Hadikpaimx
pe3yJNbTaTiB y 33/1a4i BUSBICHHS repedpazyBaHb.

B [40] 3ampomnonyBanu i 3acTOCyBaJM HOBHH MiIXil
JI0O CTBOPEHHsI HapajeJbHUI KOpIyciB mepedpazoBaHUX
TEKCTIB 3a JIONOMOrol0 TreHepaTuBHUX NN apxiTeKkTypu
Transformer. BiamoBimHO 10 pe3ynmpTaTiB MOCIiIKEHB,
xo4ya 3reHepoBaHi NN HabOpH HaHUX MJAIOTh 3MOTY
MOKPAIUTH TOYHICTh CHCTEM BUSIBJICHHS Nepedpa3yBaHb,
MEHIINH, aje CTBOPEHHWH JIOAWHOIO Habip JaHUX IIe
OiypIIIe TOKpAIIly€e TOYHICTE KTach(ikarii.

B [41] 3acTocyBanu nonarkoBe HanamtyBaHHs (fine-
tuning)  wmozeni  rmbuHHOrO  HaByaHHi ~ BERT
apxitektypu Transformer. Momens BERT wmae 110
MUIBHOHIB TapameTpiB y 6a3oBiit Bepcii, 340 minbitoHiB —
y «Benuki» [42]. Tlomepenne HanmamryBanHs BERT
CKJIaZia€ThCsl 3 JBOX 3aBJaHb. llepmM 3aBIaHHIM €
MOJICTIIOBaHHSI MOBH, 3a SIKOTO MOJENb Mae IepeadadnTn
BUIIAJIKOBO OOpaHWil 1 3aMacKOBaHWH TOKEH. [HITIM
3aBIAHHAM € TepeAdadeHHs] HACTYIHOTO DPEYEHHS, e
MOJENb Ma€ BH3HAUNWTH, YW € J(BA PEUYCHHA
MOCHIOBHUMH. JloaTKoBEe HalaITyBaHHS MOAETI JUIs
OCHOBHOTO 3aB/aHHA BiJOyBaeTbCs 3a JIONOMOTOIO
BiJMIOBiTHOTO HAOOPY AAHUX.

B [43] npesenTyBamm METPHKY BIiICTaHI MiX
mokymenramu  Word Mover’s Distance Ha OCHOBI
BekTOpHUX BKIaaeHb. Word Mover’s Distance BuMiproe
BIIMIHHICTh MDK K MIiHIMAQJbHY BiJICTaHb, SIKy «MAarOTh
MIPOWTH» BEKTOPHI BKJIAJCHHS CIIIB MEPIIOr0 PeYeHHs JI0
BEKTOPHUX BKJIAJIEHb CIIIB IPYTOr0 PEYEHHS.

3 MATEPIAJIU TA METO/HU
IC BusBnenns mnepedpazyBaHb NpU3HAYCHA IS
MoJiepaTopiB iH(GOpPMAIIfHUX pecypciB Ta COLiaTbHUX
MepeX Ui OIIHKK Ta MIATPUMKH SKOCTI IMyOJiKamii i
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00’€eIHAHHS J]aHUX 33 TeMaMH a0o 3anuTaHHsAMH. OKpiM
TOrO, alrOPUTM JAeTeKuii nepedpadyBaHb Moxe OyTH
JOJAaHUI JI0 ICHYFOUMX CHUCTEM MEepeBIpKM TEKCTIB Ha
rtariat. HaBenemo nmpukiiaz onucy BUMOr y KoHTeketi [C
TIepeBIPKN YHIKaJIBHOCTI aKaeMi4HUX POOiT.

OynkumionyBanHs [C  3abe3nedyeTbcss  HayKOBUM
KEpiBHHKOM,  aBTOPOM  TEKCTy,  0co0Ol, IO
BIAMOBIZaNbHA 3a IEPEBIPKYy TEKCTy Ta MPOTrPaMHHM
3abe3nedeHHsaM. HaykoBuii kepiBHHK (ab0 BHKIamadq)
3[IHCHIOE KOHTPOJb Ha BCIX eTamax HalMCaHHSI aBTOPOM
cBo€i pobotu i mpoBomuTh TPP no aBTOMaTH30BaHOi
MepeBipKU HA OPUTIHATBHICTh. ABTOP aKTHBHO B3a€MOIIE
3 KEpiBHHKOM 1 pearye Ha HOro KpHUTHKY, BHIIPABI€
pOOOTY BIAMOBIAHO 1O HOrO 3ayBa)kKE€Hb 1 MOTIM TEpeaae
CBOIO pO0OOTYy Ha TmepeBipky. BianosiganpHa ocoba
3aBaHTaXy€ TEKCT y TporpaMmy i OTPHUMY€E pe3yJjbTar,
MOBIJJOMJISIE aBTOpa Ta HAYKOBOTO KepiBHHKa, (OpMye
3BIT. 3alliKaBJICHI 0COOM MPEICICHTY Ta IX BUMOTH:

—1II3 nmns mepeBipKH TEKCTIB Ma€  BiIIOBiTaTH
BH3HAUYCHUM CHCTEMHHM BUMOTaM, TOBUHHE 3a0€3MeUNTH
MaKCHMallbHy TOYHICTh TIPU MEPEBIpPIi pe3yNbTaTiB Ta
(opMyBaHHI 3BITiB; Ma€ aBTEHTH(]IKyBaTH KOPHCTyBaya,
mepeBipuTu poOOTy i TOBEPHYTH peE3yNbTaT, 30epertu
pe3ynpTat y 00IiKOBOMY 3alici KOPUCTYBada;

— aBTOp Xoue OTpUMATH i ATBEPKEHHS
OpHUTiHAIBHOCTI poboTH i ii myOuikamii abo 3aXHCTY;
NOBUHEH HAlMCaTH TEeKCT, O(GOpMHUTH pPOOOTY  3rigHO
BUMOT 1 HQAATH 11 IS TIOJAJIBIIOT0 ONPAI[FOBAHHS;

— BIAMOBIZaJdbHA 3a TEpPEBIpKY o0coba IMOBUHHA
OTpUMAaTH  pe3ysbTaT aBTOMAaTH30BAaHOI  IEPEBipKH,
BIIEBHHUTHCH B TOMY, III0 IpOrpamMa NpaBHIbLHO BU3HAYMIIA
cKortifioBaHi (bparmenTu Ta HepiIopKepena
repedpa3oBaHUX PEUCHb.

Kopucrysau IC: BiamoBimanpHa 3a mepeBipky ocoba,
mo Oyne BukopucroByBatu IC, it mepeBipku TEKCTIB Ha
yHIKaIbHICTh. [lepeaymMoBH nipernieieHTy:

—HaykoBa poOoTa Mae OyTH HaJCKHUM YHHOM
opopmiena i1 momana B omgHOMY 3 (opmarTiB, sKi
MATPUMYE CUCTEMA;

— KOMIT'10Tep, 3a JOIIOMOTOI0 AKOTO
3IIMICHIOBATUMETHCSl  MEPEeBipKa,  MIIKIIOYEHUH 110
InTepHeTry Ta Mae BcraHoBieHe HeoOxigue 113;

— BIAMOBiNaJbHA 3a TMEPEBIpKYy 0coda Mae OyTH
YCIIIITHO aBTOPU30BaHA.

OCHOBHUH yCTIIIIHUI ClIieHapiii:

— BIINOBiaNbHa 3a NeEpeBipKy ocoba 3aBaHTaXKye
TEKCT y POrpaMy i OTpUMY€ pe3yIIbTaT;

— pe3ynbTaT eKCHEepTH3H IiJISArae  J0JAaTKOBOMY
aHalizy MIOAO KINBKOCTI BHUSBICHUX CIIBIAMIHb Ta
aJIeKBaTHOCTI OCHJIaHb Ha IEpIIOKepera.

AJBTepHATUBHI TOTOKU:

— IOMMWJIKa y PoOOTIi Iporpamu:

1. BianoBiganbHuit 3a TeEpeBipKy 3BEpTAEThCS 10
ciykOu  TexHi4HOi  minTpumku  (po3poOHuKa) i
MOBIIOMJISIE TIPO MOMIJIKY Y TIporpami.

2. Po3poOHuK ycyBae NMOMUIIKY 1 Hajgae HOBY BepCito
abo Hamae iHdopMarlliro mpo crmocodu ii CaMOCTIHHOTO
YCYHEHHS (TOYKa TOBEPHEHHS).

IToct-ymoBu:
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— JIaHi Ipo pe3yJbTaT NepeBipku 3aneceHi 10 bJ1.

CreniansHi BuMorn: IC Mae TOYHO BCTaHOBIIIOBATH
BIZICOTOK YHIKaJIbHOCTI TEKCTy, MiICBIYyBaTH YacTHHU
TEKCTY BIAMOBIMHO MO iX THUMIB (CKOMifOBaHWIA TEKCT,
OpHUTiHANBHUHN TEKCT, iepedpa3oBaHUI TEKCT, IUTaTa abo
HETIpaBHJIbHE BKAa3yBaHHSA IIEpIIOJDKEpeNa) Ta HaJaTh
CHHCOK calTiB (po0iT) 3 BIICOTKOM 30iry, MOBHOIIIHHO
HiITPUMYBaTH YKpaiHCBKY Ta AHIJIIMCBKY MOBH, JIETKO
IHCTaJIIOBATHCA, Oyt 3arajikHOJJOCTYITHOIO,
niaTpuMyBartu pizHi popmaru (.txt, .doc, .docx Tomio).

Ha piarpami BukopuctanHs (puc. 1) OCHOBHHMH
aKTOpaMH € KOPHCTYBayl Ta MOJATKH, IO IO-Pi3HOMY
peanizytoTh (¢GyHKmii cucremu. Ha mili miarpami He
300pa)keHi JeTasi30BaHi BapiaHTH BUKOPHCTAaHHS, SK-OT
peecTpauisi KOpUCTyBaua, 3aBaHTaxeHHs (aitry abo
B33a€EMOJIiSl aJMiHICTpaTopa i3 CHUCTEMOIO, IO Yy CBOIO
Yyepry MICTHTh HaJlallTyBaHHS CHCTEMH, HaBuaHHA NN,
0oOpaHHS METO/IiB BUSBIECHHS nepedpasyBanb (puc. 2—-3).

InnuBigyansHUit  KopucTyBad  IIaTGOPMH  MOXKE
BHUKOPUCTOBYBATH CHCTEMY SIK JOAATOK JUIs IIEPEBIpKU HA
IUlariaT Ta YyHIKaJbHICTh BMIcTy. Taka cucTeMa MoOxe
BUKOPHCTOBYBAaTHCh  JJISl  TEPEBIpKH  aKaJeMiuHOi
YECHOCTI CTY/ICHTIB Ta HAYKOBHUX CHIBPOOITHUKIB. OKpiM
TOro, CHUCTeMa TMepeBipKkM Ha  IUiariaT  Moxe
BUKOPHCTOBYBATHCh JJIsl BCTAHOBJICHHSI aBTOPA TEKCTY.
3aBIsIkKM  J0/IaTKOBIM  MepeBiplli  Ha  HAasBHICTh
nepedpa3yBaHb Taka CHCTEMa MaTUME OiIbIIy MOBHOTY
(recall). Y rtakoMy BuNanKy 30UTBIIUTHECS YacTKa
MPaBUWJIBHO BKAa3aHUX JUKEPEI Bifl yCiX iICTUHHHX.

Paraphrase Detection System

Content | 1
| Sparsity 1
Reduction |
intiegictual linformas
Authorship :
Atribetion I

Paraphrased ot
Answer i =)

QA System

Pucynok 1 — [liarpama use case IC BusBICHHS pepaiiTy

[ndopmaniitauii pecypc (y TomMy uHcii i comianbHi
MEpexi) MOXYTh BHKOPDUCTOBYBATH CHUCTEMY  JUIS
3MEHIICHHS  PO3PIKEHOCTI  KOHTEHTY  HUISXOM
00’emHanHA MyOmikamid abo 3amuTaHb, MO BiTHOCATHCS
0 oxHiel cHimbHOI TeMH. TakoX IIi pecypcu MOXYTh
BUKOPHCTOBYBATH CHUCTEMY BUSIBIICHHS mepedpasyBaHb
JUIs  BCTaHOBICHHS aBTopa Tekcry. Sk jmomarku
MaIIMHHOTO Tepeknany, Tak 1 QA-CHCTEeMH MOXYTh
3aCTOCOBYBAaTH (DYHKIIOHAT 3amporoHoBaHoi IC ms
CIpOIIEHHs BXigHOro mnosimomieHHs. OkpiMm Toro, QA-
CHUCTEMH TaKOX MOXYTb 3aCTOCOBYBaTH JIETEKLIIO
nepedpasyBaHb Ui OUIBII  PO3MIMPEHOT0  MOIIYKY
BIAIIOBiZEH Ha 3alIMTaHHS.
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Jis moOymoBu JiarpaMH  KJIACiB BH3HAYEHO CiM
ocHoBHUX KiaciB: Individual User (kopuctyBau cuctemn),
Document (IOKyMEHT, YHIKaJIBHICTb SKOTO Mae OyTH
mepeBipena), Paraphrase Detection Software (momarox
st mepeBipkn  Ha 1ariat), User Database (B/]
kopuctyBauiB), Documents Database (bJl moxymeHTiB),
Data Processing Server (cepBep oOIpaifoBaHHS NaHUX),
ML Model (ML-momens). [iarpama kimaciB Ha puc. 5
MO3HAYa€ 3aCTOCYBAHHS CHCTEMH JIMIIC 1HIHBITyaTbHHM
KOpPHCTyBadeM [UIsl TEPeBipKH YHIKAIBbHOCTI BIACHHUX
TekcTiB. Ha miarpami KiaciB 3acTOCYBaHHS CHCTEMH

JIOZIATKOBI METOIM OOMiHY TOBIJIOMJICHHSIMH 13 TOJIOBHOIO
Nporpamoro 3a JomnoMoror 3anutiB. KopucrtyBau moxe
3aBaHTXHUTH Ta 3MIHHTH JIOKYMEHT, 3JIHCHUTH HOr0
NepeBipKy Ta OTPUMATH pe3yJIbTaTH.

Knac nmomaTky TepeBIipKM Ha IUIariaT IO3Ha4ae
porpamy, 1o peaizoBye KOPUCTYBAIbKUIT iHTepdelic Ta
0a30Bi MeTogM TEpEeBIpKM Ha IUIariaT  [UIIXOM
NMOpiBHAHHA cTpidok. Taka mporpama Moxe OyTn
BCTAaHOBJICHA JIOKAJIbHO Ha KOMIT'IOTepi abo peanizoBaHa
SK OHNAHH-TuIaTdopMa. J[omaTok BigmpaBisie 3alHTH 10
00YHCITIOBAIEHOTO CepBEpY Ta 0a3M JaHUX KOPHCTYBAUiB.

BUABJICHHS Hepe(bpasyBaHL, 1o BHUKOPHUCTOBYETHCA
CTOPOHHIMU J0JaTKaMHU, MAarThb 6yTI/I BHU3HAYCHI1
Document Documents Database
+ name: String - storage: Float
- dateCreated: Date
- author: String 1.n
- historyOfChanges: Object
1.*
searches for similar documents
processed by
l.n
uploads, changes 1.
Data Processing Server
Individual User <<interface>> ]
Paraphrase Detection Software - cpus: Integer
. . - ram: Integer
- Famel.SSmng - name: String - storage: Integer
- login: String - supportedOS: List = [Windows, Linux] - serverAddress: String
- password: String 1in - serverOs: String
- mail: String + registerUser() l—uses processing powé‘r%
+ verifyLogin() 1
.l + loadFile() + preprocessText()
. Og'lmodT " + analyzeText() + calculateFeatures()
M uf UiT ext) + showResult() + determineSimilarity()
checkText() + saveFile() + embedDocument()
+ changeDocument() + searchDocuments()
1
saves data in o.*
1.n
used for paraphrase detection
User Database
0.*
- storage: Integer
- serverAddress: String ML model
- architecture: Object
+ registerUser()
+ verifyUser()
+ addFile() +fit)
+ returnkFile() + predict()
Pucynok 2 — Jliarpama xacis IC BusiBneHHs1 nepedpa3yBaHb y TEKCTi
()
e ;
Paraphrase Detection Data Processing
S E— Documents Database
Software Server MR
A
,,/ | | T i I
o/ | | |
Ub‘jer | [
! 1. Load | |
text() | |
| 2. Check with standart paraphrase | |
detection methods() | |
- [
3. Send text() 1
- - |
| 4. Document embedding | |
! categorisation() | |
- : )
5. Send request()
6. Search k nearest neighbours() |
|
B |
- e .
7. Return search results()
8. Compare quehied documents()
|
- - L -
-
| 9. Return result() |
-

10. Duspm'y 'resuhs[} |

Pucynox 3 — Jliarpama 1ociuiJJOBHOCTI CHCTEMH BUSIBIICHHS Iiepedpa3yBaHb
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CepBep omnpaIfoBaHHs MaHUX MICTUTh METOIM ISt
MOPIBHSAHHS JTOKYMEHTIB 32 JomoMororw ML-anropurMis
Ta 3aCTOCOBYE BEKTOPHE BKIIQJIEHHS abo pyOpuKarlito
JIOKyMEHTIB /ISl TIOIIYKY HaHOMMKYMX CYyCiIiB, OCKUIBKA
rorapHe TOPIBHSHHSA TEKCTYy i3 yciMa JOKyMEHTaMH,
HasiBHUMH B B/, € HaaTO pecypco3arpaTHUM IPOLECOM.
CepBep ONpairoBaHHs JAHUX TaKOXK MAae Po3paxOBYBaTH
JOJIATKOBI O3HAKH, IO OyOyThb BHUKOPUCTOBYBATHUCH SIK
BXimHI JgaHi Kkimacudikatopa. TakuMu JOTATKOBUMH
O3HAKaMH MOXXYTb OYTH CHiUbHA KiNBbKICTh iIMEHOBAaHUX
cyTHOCcTel abo wactuH MoBH (puc. 3). Po3paxyHOK Takux
O3HAaK BHMaraTuMme TOJATKOBOI peajrizalii creriabHuX
napcepiB. Jliarpama MOCHIIZOBHOCTI IOKa3ye YacoBi
ACMeKTH B3a€MOJIIT KOMIIOHEHTIB cucteMu. OMHHAI04N
HaJIAIITYBaHHS CUCTEMH, PEECTPAIIiIO 1 BXiZl KOPUCTYBaya,
McNst  3aBaHTaXEHHS (aily HAcTyTHMM KPOKOM €
NepeBipka TEKCTIB Ha YHIKAJIbHICTH 3a JIOMOMOTOIO
0a30BMX aJrOPUTMIB, IIO 3aCHOBaHI Ha IOPIBHSIHHI
cTpiuok Ta ix (¢parmenrtiB. [usg Oinbmn  geTanbHOT
MepeBipkn  Ha HasABHICTH TepedpasyBaHb JTOKYMEHT
CHOYaTKy Mae OyTH pyOpmKoBaHWi abo0 MepeBelNeHU Y
BEKTOpHE TMOJaHHA. TakWi WiAXig 3aCTOCOBYETHCA 3
METOI0 30epexeHHs OOYHCIIOBAIEHUX pECcypciB Ta
3MEHIIICHHS Yacy OIPAaIlOBAHHS 3aIlUTY.

Jlo BaXIMBHX BHYTPINIHIX HAaJAaIITYBaHb CHCTEMH
HAJICXHUTP KUIBKICTh IOKYMEHTIB, SKi OyIyTh HOPIBHSIHI i3
KOPUCTYBal[bKUM.  3aBelMKa  KUIBKICTh  HOJIOHHX
JIOKYMEHTIB CIIOBIJIBHUTD IEPEBIPKY, 3aMalia — 3MEHILUTh
i TOYHICTH 1 TOBHOTY. Pe3ynbTaTi BH3HA4YEHHS CTYIEHS
ceMaHTH4HOI moAiOHOCTI abo OiHapHoi Kmacudikarii
MOBEPTAIOTHCSl 1 MalTh OyTH Bi3yalli3oBaHI pa3oM 3
pe3ysbTaTaMu MOIepeIHbOI IPOCTOT MEPEBIPKH.

BaxuBoro YaCTHHOIO PpO3po0OKH CHUCTEMH
aBTOMAaTHYHOTO BHSBJIICHHS nepedpasyBaHb € CTBOPCHHS
Ta HapuaHHd ML-Momem manms 3amadi  Kiacudikarii
TekcTiB. Jlmg  oTpuMaHHS  MaKCHMalbHOI  SKOCTI
MepeBipkd  HEOOXiTHO  JOCHITUTH  pi3HI  METOIU
po3paxyHKy Bincraneit, ML-anroputmu, TPP-metomu.
MiarpaMa misuTbHOCTI PO3MOIiICHA Ha ABI YacTHHHU (pHC.
4-5) 1 no3Hayae yci MOXIIUBI po3ranyxenns mig yac TPP
ta m1oOynoBu cucteMu BimnosigHo. OTie, mepen
PO3pOOHMKAMH CHCTEMH MOCTAE CHCTEMa PO3Tally’KeHb 3
yCIX MOJMJIMBUX METOJIB Ta 1X KOMOIHAIi. Y BHIaIKy
OinapHoi  kimacudikamii g HOYaTKy — MOTpiOHO
BIICBHHUTHCH, IO OOCST KOPITyCY € JOCTaTHHO BEJIMKHM 1
30aJlaHCOBaHUM, OCKUIBKM YHCENIbHA IIepeBara 3aIiciB
MEBHOTO KJIaCy MOXKE MPHU3BECTH [0 YIEPEIHKEHOTO
pimerHs mTy4gH0i NN.

SIKImo JaHUX HE € JOCTAaTHBO, 3aCTOCOBYIOTh METOIH
reHepamnii MTyYHNX JaHUX a00 3MiHM HasBHUX 3aITUCIB.
[Micns mporo MOTPiOHO BUAAIKATH "mIym", MO MOXe OyTH
3aflBUMH CHMBOJIaMH, IO HE MICTATh CMHCIIOBE
HaBaHTaxeHHs. KOpoTki TekcTu, 0coOMuBO myomikauii y
COL[IAJIbHUX MepeXax i3 BEJIMKOI HMOBIPHICTIO OyIyTh
micTuTH emoji. Emoji MoXyTh BKa3zyBaTH Ha TOHaJbHE
abo emoriiiHe 3a0apBiE€HHS TEKCTy, TOMY DPO3POOHHMKH
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CHCTEMH MOXYTh 3aMIHWTH IX BIAIIOBIJHUMH CJIOBaMH
a6o0 BupanuTH. HacTynmHIM KpOKOM € pO30HTTS pedeHb Ha
TokeHH. Crom-coBa HE  MICTSATh  CEMaHTHYHOTO
3a0apBJIeHHS, TOMY iX BHJAJICHHS € OMIiOHANBHUM. [0
HacTymHHX KpokiB TPP  Hamexarp  jeMaTu3aris
(mowyatkoBa ¢opma cioBa), cTeMiHr (OCHOBa CJOBA),
BUIIPABICHHS OpdorpadiyHuX MOMUIOK Ta BHIAAJCHHS
mudpp. Sk 1 y BUmagky i3 BHIAJNCHHAM CTON-CIIB,
3aCTOCYBaHHS BHUINE3ralaHNX KPOKiB HE € 000B’SI3KOBUM,
OJTHAK MOXeE€ T[0-pi3HOMY BIUIMBATH Ha TOYHICTh
knacudikanii. [Ticns TPP HaGip maHux po3aiiseTbcs Ha
HaBYaJIbHY Ta TPEHYBaJIbHY BHUOIPKH.

Ha puc. 5 300pakeHi yci OCHOBHI MeTOmM Ta ix
noefHaHHs [y OiHapHOI Kiacudikamii mapu pedeHb B
3aJIXKHOCTI BiJ TOTO, UM € BOHM nepedpasyBaHHSIM OJHH
oJHOT0. PO3pOOHHKH CHCTEMH MOXKYTh 3aCTOCYBATH OJHY
METpUKy Ui (IHATBPHOTO pimieHHs a0 arperyBaTh
JCKiJIbKa 3Ha4YeHb 3a Jgonomorow — ML-meronis,
HaTIPUKJIIA, JIOTICTUYHOI perpecii ab0 BUITaJKOBOTO JIICY.
Jns crupolneHHs BWINSIAY [iarpaMH, Ha HiH 9acTKOBO
BIZICYTHI CTOPOXOBI YMOBH MEPEXOY MK JISTIBHOCTSIMH.
«HoraTtkamm» [MO3Ha4Y€eHi JIOJATKOBI MOKJIMBI
po3rany)keHHs BHOOpPY METOLy pPO3pPaxyHKy BiIcTaHi 3a
WordNet, MeTony arperyBaHHs BiJICTaHEH, BEKTOPHOTO
BKJIQJECHHS CHiB, kiacudikarii. Ha Jiarpami
posrdfgdgopTanHs cUCTeMU aBTOMATHYHOTO BUSIBJICHHS
nepedpasyBans (puc. 6) 300paxeni mpouecopu Cepsep
OTIpaLIIOBaHHS JIaHMX 1 /Bi 0asu nanux. KopucryBau mae
JIOCTYH 10 (YHKIIOHATYy CHUCTEMH 3a JOIIOMOIOIO
rpadigroro iHTepdeiicy 3aBaHTa)xeHOI mmporpamu abdo
omnaitH-tuiatdopmu. Y BJI 30epiraetecs iHpopMarist mpo
KOPHCTYBa4iB Ta JOKyMeHTH. CepBep OINpaloBaHHSA
JAaHUX MICTUTH Moy ML-mozeni, 6a30B0i mepeBipku Ha
wiariaT i BEKTOPHOTO BKIaAeHHA abo pyOpukamii
JMOKYMEHTY.  AJBTEpHAaTUBHHUM  BapiaHTOM  CXEMHU
PO3rOpTaHHS € BUKOPUCTAHHS BIACHUX OOYHMCIIOBATBHUX
pPEeCypCiB  MEPCOHAIBHOTO KOMIT'IOTEpa UIsl  aHali3y
JIAaHUX, OJIHAK, 3 BPaXyBaHHIM TOTO, LIO JJIsI OTPUMaHHS
JIOCTOBIPHOTO  PE3yJIbTATY HEOoOXiHO 3acTocyBaTu
KiJIbKa eTariB MepeBipKH, OCOOJIMBO 3 BHUKOPUCTAHHSIM
ML-mMeToiB 1 MOPIBHAHHS JOKYMEHTIB, 1110 30epiraloTbes
y 06a3i JaHuX, Taka apxiTeKTypa He € JOIUILHOIO.

Jis ML maiinonynsprinmmu MoBamu € Python, R,
Java, C++. IlepeBaroro Python 3-momix iHIIMX MOB came
U CTBOPEHHSI CHCTEMH PO3ITi3HABaHH mepedpa3yBaHb €
HOTo MATPIMKA BEIHKOI KITBKOCTI 0i0IiOTeK:

— st pobotu 3 ML-meromamu: Scikit-Learn;

— s cTBOpeHHA ITydyHHX NN, TNIMOMHHOTO
HaBuaHHS: TensorFlow, Keras, PyTorch;
— i1 ompautoBaHHd npuponHboi mosu: NLTK,

spaCy, WordNet;

— Ui poOOTH 13 MacuBamu, MaTpuisiMu: NumPy;

— poboTH 3 TabmuusMu: pandas;

— Bi3yautizanii JaHuX (B TOMY YHCIIi, IHTEPAKTUBHOI):
Matplotlib, seaborn, Plotly.
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Apply data
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approach
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[data is not enough [dataset is unbalanced and
for analysis] < > corpora is large enough] »
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Delete excess
records
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[choice was made]

No
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Yes_-.[ Lemmatize ]
YeS—pm Apply stemming ]
Yes. Correct spelling ]
Yes—m Remove numbers ]

( Split corpora into test and train ]

.
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Pucynok 4 — I[1epmia yacTuHa AiarpaMu akTHBHOCTI CTBOPEHHS CHCTEMH BHABJICHHS nepedpazyBaHb

bi6mioreka Scikit-Learn minrpumye TPP, 3meHmenns
po3MipHocTi maHux, BuOip ML-moneneit s perpecii,
knacudikauii abo kiacrepHoro anamizy. Omnak Scikit-
Learn He Mae KOMIUIEKCHOT MIATPUMKH JUISi CTBOPEHHS
Mozeneil TMOMHHOTO HaBYaHHA. /[l CTBOpeHHs
mryqanx NN oOpana 6ibmiortexa Keras, mo cayrye
BucokopiBHeBuM API mnst TensorFlow 2. Keras mo3Bomsie
OyayBaTH TIOCHIZOBHI Mojaeni y BHDLAOI rpady,
BepmuHaMu sikoro € mapu (layers) meBHOTO THIY i3
3a[IaHOI0 KUIBKICTIO BY3JiB. Takoxk, 3a momomoroio Keras
MOYKHa MOEHYBATH PE3YJILTATH POOOTH KIIBKOX OKPEMHUX
yactuH NN U1 IX NOJ@JIBLIOrO OIpalOBaHHA, TakKa
CTPYKTypa He € niHiiiHo. TensorFlow nae MoxHBiCTH

© Xomoaua H. M., Buconska B. A., 2022
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iMnopryBaTu HaBuyeHy ML-mozens s i mMoJasibIioro
BUKOPHCTaHHS y 1HIMX mporpamax. TensorFlow takosx
MiATPUMYE BHKOHAHHS HM3bKOPIBHEBHMX oIepauii i3
TEH30paMH 3a JOIOMOTOI0 HEHTPAIBHHUX IPOIECOPiB,
rpagiuHMX ~ TIpOIecOpiB  Ta  TEH30pPHMX  OJIOKIB
onparroBarHsa. bibmioreka NLTK y mipoMy IociimKeHHI
3actocoByeThest ansi TPP: Tokenizamii, BUIaneHHS CTOII-
ciliB, cTeMiHry, nemarm3amii. Takok 3a JOIOMOTOIO
¢yEkmiii 3 miei  Oi0mioTeKH  MOXKHA — BHSBIATH
HaimonyssipHinn N-rpaMu 1 4YaCTHHM MOBH OKPEMHX
TOKEHIB, pO3Mi3HaBaTH IMEHOBaHi cyTHOcTi Tomo. J[lo
JIOJIATKOBHX ~ 010J1i0TEK, MIO CHPOLIYIOTH podoTy i3
NPUPOIHBOI0 MOBOIO, HajiekaTh Regex Ta emoji — s
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BUKOPHCTaHHSl PETYJISIPHUX BHpPa3iB 1 3aMiHM €MOJDKI
cnoBamu BimmoBimHo. Jlist poGoTm Hajy 3amavamu 3
JOCHI/DKeHHST JaHuxX 1 3actocyBaHHs ML  3pyuHuM
iHcTpymeHToM € Jupyter Notebook, sxmii mo3Boise
3aIlyCKaTH HalMCaHUH KO HEBEJIMKUMH (parMeHTaMu —
koMipkamu. OTHUM i3 OHJIAWH-CEPBICIB, MO HANIAE 3MOTY
BuKOpHcTOBYBaTH Jupyter Notebook 0e3 IokampHOTO
BcraHoBieHHs, € Google Colab. Ileit cepsic nae
MOJJIUBICTh BUKOPUCTOBYBaTHU Tpadivni nponecopu GPU
1 TPU, mo 3Ha4HO NpUIIBHANIYIOTh HaB4aHHSI NN.

Juis naBuanHA 1 TectyBaHHA ML-Momemi, a Takox
KOHCTPYIOBaHHS O3HaK oOpaHuii HaOip manux Paraphrase
Adversaries from Word Scrambling [44], uactuna

[deep learning approach

Choose neural

Apply binary

. ™
Choose categorisation

PAWS-Wiki Labeled (Final). PAWS-Wiki wictuth
65 401 mapy peuenb, 44,2% 3 sikux € nepedpazyBaHHIMU
onuH oaHOro. OCKUIBKH y PI3HUX JOCIIIKCHHIX YIS
BU3HAUYCHHS CEMAHTWYHOI MOJIOHOCTI Ta BHUSBIICHHS
nepedpa3yBaHb BHKOPHCTOBYIOTHCS BIJIMIHHI OJ[HA Bij
OJTHOT METOJOJIOTIi (BiJ pO3paxyHKy KUIBKOCTI CHITBHUX
N-rpam 1o 3actocyBanHs rnuOuaHOr0 ML-Metoni) [45],

JUIl  OTPUMaHHS  MaKCHUMalbHO BEJNUKOI  TOYHOCTI
Kinacudikanii HeoOXigHO TOpiBHATH Ta (abo0) moexHaTH
pi3HI aNTOPUTMH BHUMIPYy CEMaHTHYHOI IMOAIOHOCTI

pedens. [l JaHOTO IOCTiIKEHHS Y SKOCTiI O3HAaK 0OpaHi
TaKki METPUKH CEMaHTHYHOI MOomiOHOCTI abo MOKa3HHUKH:
koedimient XKakkapa aist crninbHUX N-rpam, KOCHHYCHA

Choose ane or| ™,
some of the —
following:Leacock
and Chodorow,
Lesk, Wu and
Palmer, Resnik,
Lin, Jiang and
Conrath.

Choose WordNet

[distance-based approach

network type was chosen] approach was chosen] distance measurements
(" "y \
Choose character Generate additional
or word level features
( Choose vector A 's Word Movers ~ Calr;ulate ane
word level was chosen]-s  embedding distance distance
Also a lot of 3 techniques
branches can =TT
be added: CBOW"_"__- - - —— Calcufate few
fastiex, : Y Jaccard simjfarity distances
Skip-Gram, GloVe [charater level] Train vector <> - by NER
etc. embedding model )
Jacca arity

encoding
\J 's Y .
Use pre-trained Aggregate
vector distances
embeddings ;
' M !
) Use convolutional | [
Use siamese NNS |- f
NNs Sum, average, =
weighted average,
normalised max....
Use Transformer Use recurrent
NNs NNs
"‘“-—-______h___
—
—
—
Logistic
Regression,

/ Naive Bayes,

! fandom forest,

XGBoost etc.

'

Use simple value for final decision

—
EH

—

/
!
/
L

Aggregate values with ML classifier ]

//

W

[ Make decision based on certain threshold ]

A
O

Pucynok 5 — JIpyra 4acTuHa JiarpaMy akKTHBHOCTI CTBOPEHHS CHCTEMH BHSIBIICHHS Iepedpa3yBaHb
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Pucynok 6 — Jliarpama po3ropTaHHs aBTOMAaTHYHOTO BUSBJICHHS Niepedpa3yBaHb

BIJICTAHP MK BEKTOPHHMHU IIOZaHHSAMH pedeHb, Word
Mover’s Distance [43], BifacTani 3a cmoBHuKaMu WordNet
[1-2], mepenbauenns nBox ML-moneneii: ciamcpkoi NN

Ha OCHOBI pEKypeHTHHX Ta THiy Iransformer -—
RoBERTa [46].
N-rpaMm — MOCHIZOBHICT 3 7 CHiB. Y KOHTEKCTI

BUSIBIICHHS Ilepedpa3zyBaHb Y TEKCTi KUIBKICTh CIUIBHUX
N-rpaMiB, HOpMOBaHa Ha 3arajibHy KUIBKICTH N-rpaMm y
000X pEYEHHSX, JOIOMAara€ BHSBUTH CEMaHTHYHO
nmofiOHI pedyeHHs, MO € ONM3PKUMH 332 CEMaHTHYHHM
HABaHTAXCHHSM, OJHAK He € repedpasyBaHHAMH,
OCKIJIBKM ~ JIpyre  pedeHHs  OTpUMaHe  MIIIXOM
MIEPECTAaHOBKU CJIB y IEpPIIOMY PEUYCHHI, i, BiAMOBIIHO,
Mae 30BCiM BigminHe 3HaudeHHA. Koeoimient JKakkapa
IUTSL IBOX MHOKHH PO3PaXx0BYEMO HACTYITHUM YHHOM:

J(A4,B)=|4N B|/|4J B|

Hdns  po3paxyHKy N-rpaM y KOXHOMY pedYeHHi
PEUCHHS CIIOYATKy NPHBOAATHCS JI0 HIXKHBOTO PETicTpy,
BUAAJSIOTHCST yCI PO3/AITIOBI 1 JOAATKOBI 3HaKH. YCbOTO
po3paxoBani koedimnientn Kakkapa mis 2-, 3-, 4-rpam.

€ BenWKa pI3HOMAHITHICTD METOMIB OTPUMAaHHS
BekTopHUX BKianeHb ciiB GloVe, Word2Vec: CBOW /
Skip-Gram, fastText. VY gocmimkeHi BHKOpPHCTaHi
BEKTOpHI BKJAJEHHA MOJENi TIUOWHHOTO HaBYAHHSI
BERT [42] mna NLP apxitekrypu Transformer. ba3zosa
momens BERT wmae 110 MinbitoHIB mapamerpiB, Mo
HaJIAIITOBYIOThCS, PO3LIMPEHa Bepcist — 345.

Oco6nuBicTio apxitektypu Transformer € HasBHICThH
MeXaHi3My yBard, 3aBIsSKH 4YOMY JaHi ONpanbOBYIOTh
OJJHOYacHO (Ha mpoTuBary pekypeHTHUM NN, ne naHi
CIPUIMAIOThCS MOCTIIOBHO). OKpiM TOTO, OCOOIUBICTIO
BERT € nonepente napuannst NN U1 BUPIIICHHS JABOX
3aBJaHb: Iepef0aveHHs] IEBHOTO CIIOBA y pEYEHHI 1
BHU3HAYCHHS TOTO, YW € Jpyre pEYeHHS JIOTIYHUM
MpOAOBXEeHHsAM mepmoro. Y [42] ma ML-mozmens
MOTIEpeIHFO0 HABYEHAa HAa HEPO3MIUCHHWX JaHHWX 3
BooksCorpus (800 minsiionis ciiB) Ta English Wikipedia
(2500 winpitoniB cnuiB). IlonmepemHe HaBYaHHS Ta
MEXaHI3M yBarl JAlOTh 3MOTY OTPHUMATH KOHTEKCTHI
BEKTOPHI BKJI/ICHHS CIIiB.

BukopucToBylour TONEpPEIHBO HABYCHY MOJIEINb,
MaTpHIsl BEKTOPHOTO MOAAHHSI JJIsl KOXKHOTO PEeUeHHS Mae
Taky posMipHicTe: torch.Size ([1, 128, 768]), me 1 —
KIUIbKICTh pedeHb y batch, 128 — mMakcumanbHa JT0BKHHA
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pedeHHs, 768 — pO3MIipHICTE BEKTOPHOTO BKJIAICHHS. J[is
BEKTOPHOTO TIOJaHHS peUYeHb MHaHI YCepemHeHi Ui
KO)KHOTO CIIOBa y PEYCHHI, B PE3yNbTaTi OTPUMYEMO
BEKTOP BKJIAICHHS JOBXKUHOIO 768 3HaYEHb.

®Dopmyna po3paxyHKy KOCHHYCHOI BiCTaHi:

C= (T4 B)(ZAD) " (£BY)").

Jlana o3Haka TIOTEHI[IHHO BHSBISIE CEMAHTHYHO
MOMIOHI pEYeHHS, OIHAK PEYCHHS 3 OIHAKOBUMHU
cloBaMH, MO0 He € TmepedpasyBaHHAME, MaTHMYTh
HEBEJIMKY KOCHHYCHY BiJICTaHb.

Word Mover’s Distance 3acTocoBye BEKTOpHI
BKJIQJICHHS ISl PO3PAXyHKY CEMaHTHYHOI BiJICTaHI Mik
pedenHsMu.  WMD-BiacTanp BHUMIPIOE DI3HHIO MiX
JIBOMa TEKCTOBUMHU JOKYMEHTAMH SIK MIiHIMaIbHY
BIICTaHb, SKy BEKTOPHI BKJIAJEHHA CIIB OJHOTO
JIOKYMEHTa TOBHHHI «IIOZ0JaTH», MI00 MOCATTH TOYOK
BEKTOPHOTO  BKJIQJCHHS CIIB IHIIOIO JOKyMEHTA.
AHaJNOTiYHO JI0 TMOMEPEeNHBOI O3HAKU, Taka METPHUKa
BiJICTaHI JIO3BOJIUTHh BUSBUTH CEMAaHTHYHO MOIIOHI mapu

CliB, OJHAK HE JONOMOXE BHUSBUTH NPHUKIAAN
Heriepe()pa3oBaHUX PEUCHB 13 TIEPECTABICHUMH CIIOBAMH.
Juis  BuMipy ceMaHTH4HOi TOAIOHOCTI  pedyeHb

BUKOPHUCTOBYIOTh J[BI METPHKH CEMAHTHYHOI BIiJICTaHi
cuHceTiB 3a cinoBHukamm WordNet: Leacock and
Chodorow [1], Wu and Palmer [2]. CemanTudHa
momibuicte cmiB  3a Leacock and Chodorow [7]
BU3HAYAETHCS 32 IONIOMOI0 HACTYIHOT (hOPMYJIH:

simy o, = —log (length/(2*D)).

ne length — noBxMHa HAHKOPOTILOTrO MUIAXY MDK JABOMA
KOHLENTaMH (KUIBKICTh BY3IiB), D — MakcuMajbHa
riarOrHa BiAIOBIAHOT TAKCOHOMII.

OyHkuis cemaHnTryHOi BifctaHi Wu and Palmer [9]
3aJCKUTHh BiJ TTHOWHU ABOX KOHIENTIB d(concept;) y
TakCOHOMII Ta TNHMOMHM TX HAHOMMIKYOro CIIBHOTO
npenka d(LCS):

sim,,,, , = 2*d(LCS)/(d(concept;)+ d(concept,)).

Ockinbku 3a WordNet BijicTaHb po3paxoBYeTbCs ISt
KO)KHOT NMapu CHHCETIB OKpPEeMO, Ui TOAaHHS BiICTaHi
MIX JIBOMa pEYCHHSIMH BHKOpHCTaHWi miaxin 3 [3]. s
BIIPOBA/KCHHST  TBOHAINIPSIMIICHHOCTI BUKOPHUCTOBYIOTH
cepenHe apuMETHYHE TBOX 3HAYCHBb IICBHOI BiJICTaHI,
3HAYEHHS SKOI 3aJIEKUTHh BiJl MaKCUMAaJIBHOI IOXIOHOCTI
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napu ciiB. OJHaK, y 1aHOMY BHUIAJKy HE BPaXOBYETHCS
crienudiyHicTh CIIiB (BIACYTHE MHOXKEHHS Ha 3HAYCHHS
TF-IDF). Takum 4rHOM, JUIsl pO3paxyHKY BiIICTaHEH Mix
Mapol0 pe4YeHb TOTPIOHO TOPIBHATH KOXHE CJIOBO
TIEPIIOTO i3 KOXKHUM CIIOBOM JIPYTOTro.

Ciamcbki NN BHKOpUCTOBYIOTH OCOOJHBI (YHKIIT
BTpaT, OCKUIbKH maHuii Tum NN BHBYae Taki BHYTpPIlIHI
BEKTOpHI IIOJAHHS JaHHX, IO OJHAKOBI 3alUCH
MaTHMyTh Majlly KOCHHYCHy abo EBkmizoBy Bincranb. Y
JAHOMY JOCIIIKEHHI y AKOCcTi QyHKIIT BTpat contrastive
loss po3paxoBana ms EBkiritoBoi BigcTaHi:

L=0,5(1-Y) E*+ 0,5 Y {max (0, m—E)}*,

ne FE — 3nauenHs EBkumijoBoi  BiacTaHi  Mik
nepen0ayeHMMH BEKTOPHMMH TOJAHHIMHU 3amuciB, ¥ —
ICTHHHE 3Ha4€HHS, /1 — TOPIT IIPHHAIEKHOCTI 3aIHCIB 10
OJTHOTO KJIacy: mependadeHa BiJICTaHb MK BEKTOPHHMHU
MOJJaHHSIMHU PI3HUX KJIAciB Ma€ OyTu He < m, m = 2.

4 EKCIIEPUMEHTHU

OckinbKH HaBYabHA BHOiIpka Habopy maHmx PAWS-
Wiki mictuts 49 401 3ammc i po3paxyHOK KOXKHOI O3HAKH
BHMAarae 3HAYHUX OOYHCIIOBAIBHUX PECYpCiB, TO I
KOKHOT O3HaKW CIIOYaTKy CTBOPEHHH perno3uTopiii i3
BIAMOBITHMM CKPHIITOM OIpAIIOBaHHS Ta PE3yJbTaTaMu
pospaxyHkiB. [IpoekT Mae Taky cTpykrypy (puc. 7).

s xoxxHOI 03HakM € peno3utopiit distances, 1o
MICTHTh BIJMOBIIHI PE3yJbTaTH ONpaIfoBaHHS. KoXHUI
TaKWi PEro3uTOpiil MICTUTB 1O TpH (aiau — pe3ynbTaTu
ONpAIfOBaHHA TECTOBOI, HABUYANBHOI, BaligamiiHOL
BuOipok Bimmosimuo. s HapuanHs NN (ciamMcekoi 3
pexypenTHuMH 3B’si3kamu Ta RoBERTa) Bukopucrawni
obunciroBaneHi  pecypcu  Google  Colab, Tomy
nependadeHHs ciaMmchkoi NN 3aBaHTakeHi JOKaJIbHO, a y
unaaky RoBERTa 3aBanTaxeHi numie 30epexeri Baru y
¢dopmari  .ckpt, ompamoBanHs 1 KiIacudikais
BimOyBamace jokanpHO. Daiim merge.py CTBOpEHHI Iyt
o0’emHaHHA ycix o3HaK (puc. §), B pe3ynbTari
YTBOPIOEThCS TUN AaHux Oibmiorexku Pandas DataFrame.
Ii  mani 30epiraroTbess y (opmaTi .CSV y Pemo3uTopii
data/features 1151 MOTANTBIIOTO ONPAIFOBAHHSL.

3 puc. 9-13 BumgHo, mo nependadenHss NN RoBERTa
MaiiKe MOBHICTIO CIIBNAAAIOTh 3 ICTHHHUMH MITKaMH, IO
BIJIMOBIAIOTH Mapi cimiB. OCKUIBKY iHIII MMOKa3HUKU HE €
LIOYUCENBHIMA 1 TTO3HAYalOTh 33 CBOIM IPHHIMIIOM
30BCIM pi3HI O3HaKW, JuId iX 00’enHaHHSA OyB OOpaHMi
METO[ came IOoTicTMYHOi perpecii. I[i  HaBuaHHs

npomnrcane y daiini train model.py, a cama Mozxenb (SK i
= id + |IE sentencel

This was a
2|His father emigrated to Missouri in 18
3(In January 2011 , the Deputy cre

S ner arqgued that , in the right circ
5|Luciano Williames Dias ( born July

The smallest number that can be represented i..

8|His father emigrated to Mis

9|The Villa Pesquera facilities are owned by th..

0|It is situated south of Kéroglu Mountains and..

ies of nested angular standards..

, 1970 ..
6|During her sophomore , junior and senior summ..

ouri in 3 , bu..

iHm  kmacwyHi  ML-meTomgm, 1m0 TOPIBHIOBAJIHCH)
iMITIOpTOBaHa 3 6i0mioTexn sklearn. Daiin
model all features.pkl wmictuTh Barm  JOTiCTUYHOI
perpecii, Mmomenp skoi Oyna HaBueHa Ha  BCIX

3reHepoOBaHUX O3HaKaX. [loalblie onpaltoBaHHs TEKCTIB
3a JIONIOMOrol0 HarpeHoBaHux ML-moneneit Bumarae
00’eTHAHHS PO3PAaXYHKY YCIX O3HAK, [0 BUKOHAHO Y
(daiimy main.py. I3 BigmoBigHux (aiiiB IMIOPTOBaHI
BiZMOBiNHI QyHKIIT 1 Monepe b0 HABYESHI MOJIETI.

Pucynok 7 — CTpyKTypa perno3uTopito MpoeKTy

= sente

This was a

In Janvary 2011 , FIBA Asia deputy
einer held that the spiritual worl

Luciano Williames Dias ( born 25 July 1970 ) ..
During her second , junior and senior summers..
The smallest number that can be represented a.
His father emigrated to Missouri in but ..
The facilities of Villa Pesguera are ated..
It is sitvated south of Koroglu - mountains a.

Pucynok 9 — [puknan BXiTHUX JaHUX
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tokenizer = AutoTokenizer.from_pre (model_name)
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Pucynok 14 — Hauanus ciamcbkoi NN

Pucynok 13 — CTBOpeHHs TabnuLi 3 O3HAKAMH 3HauHa PI3HULS MK QYHKLIAMU BTPAT Ha HABYANbHIN
Ta BaNiJalifHIA BUOIPII CBIOYUTH PO HEIOCTATHIO
KOMIUIEKCHICTh MojeTi (MOXJIHBO, PO HEJOCTaTHIO
KUTBKICTh TIPUXOBAaHUX IMIapiB abo HeHpoHiB). OxpiMm
TOrO, TOYHICTh Kiacuikaii Moxe 3ajiexaTd Bil
o0paHuX TimepmapaMmeTpiB, HAJNAIITYBAHHS SIKUX BUMAarae
JIOJIATKOBOTO HaBYaHHSA 1 TecTyBaHHS wmozemi. Jms
nofanbmoi knacudikamii Barm NN 30epexeHi 3a
HaliMeHIoro 3HaueHHs QyHKII BTpat (19-Ta emoxa).
INonepennso HaBueHa NN RoBERTa e nokpamenum
anaorom BERT: ocHOBHa 1i BiMIHHICTH MOJATAE Yy
migbopi  rimeprapaMeTpiB M Yac  MONEPEIHBOTO
HaBYaHHS, 30UIBIICHHI 00’€My HaBYABHOTO KOPIYCY

NN MiCTUTh IBa Mapyd ABOHAIPSMIIEHOI OBTOi
kopotkodacHoi mam’siti (LSTM), nBa mpuxoBaHUX IMIapH
MMOBHO3B SI3HUX HeWpoHiB (512 Ta 128 HelpoHiB),
BHUXiIHUH mmap, mo MicTuTh 16 HeiipoHiB. BekTopHi
BKJIQZICHHS CIiB OynM OTpHMaHi IUIIXOM MPSAMOTO
nomupeHHs y nonepenuso HatpeHoBaHii NN BERT. NN
HaB4Yajach npotsarom 30 emox Ha HaBYAIbHIN BUOIPIN i3
BT TAITIEI0 MICIIsT KOXKHOT eroxu (puc. 14).
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(16GB peuennr 3 Books Corpus ta English Wikipedia,
CommonCrawl News dataset (63 MinbiioHu crateit, 76
GB), Web text corpus (38 GB), Stories from Common
Crawl (31 GB)), 3acTocyBaHHI TUHAMIYHOI'O MacKyBaHHs
TOKEHIB /s 3ajadi mepenbadeHHs ClIoBa y PEUCHHI:
CJIOBO, SIK€ HEOOXi/HO Mepea0aunTH y MEeBHOMY PEUeHHI,
3MIHIOETBCS 3 KOXKHOW0 emoxoro. RoBERTa wmae 124
MITBHOHN HANAINTOBYBaHWMX MapaMmeTpiB (puc. 15).
OCKITBKH pe3yabTaTOM MPSIMOTO TOUIMPEHHS € MaTPHIS
BEKTOPHOTO BKJIQJIEHHS pedeHb po3MipHicTio [batch size,
max sentence length, embedding dimension], ms
MOaNbIIoi  Kiacudikamii JoJaHO MPHUXOBAaHUM Ta
NOBHO3B’SI3HUN BHXimHMU map 3 256 ta 1 HeiipoHamMu
BIiAMOBiAHO. [l 3HAXOMKCHHS BEKTOPHOIO IMOJaHHS
pEeYeHb OTPHMaHO CEpeJHE 3HAYeHHs JUIi KOXKHOI
KOOpJMHATH BEKTOPIB BKJIaJeHb. Pe3ynbTyroua MaTpHis
Bar MiX OTPHMMAaHMMHU BEKTOPHHMH IIOJIaHHSMH CJIB Ta
MIPUXOBAaHUM IIapoM 13 256 HelWpoHaMH MaTume
pO3MipHICTh 768%256, MiX NPUXOBAHUM Ta BHXIJTHUM
mapoM — 256*1. AKTHBamiifHOIO (YHKIII€I0 OCTaHHBHOTO
mapy € curmoina, (QyHKIi€ro BTpar — OiHapHa Kpoc-
EHTPOITis.

Params

@ | pretrained model | RobertaModel
1 | dropout_layer | Dropout

2 | hidden_layer | Linear
EN \
4 \

@

output_layer Linear 257
loss_function BCEWithLogitsloss | @

Pucynok 15 — 3aranpHa kinbKicTb mapameTpiB NN

IMonepenuro HaBueHa NN J0AAaTKOBO HaJAIITOBAaHA
(fine-tuned) s 3amavi BUSABIEHHS mepedpasyBaHb y
TEKCTI 3a JOMOMOIOI0 HAaBUYAIBHOI Ta BayligamiiiHOl
BHOIpoK. Ycroro NN 1ogaTkoBo HaByanack mpoTsrom 50
emoX, Baru 30epexeHi 3a YMOBH HAalMEHIIOTO 3HAYCHHS
¢yHKOii BTpat Ha Badimamiinii Bubipmi (puc. 16).

E

In
Out

]: dataset_test[0]
5]: {'input_ids

[5
[ 713, &l
, 15001, 757,

34721,

3744,

loss during training

—validation
L4 Tain
—8~ saved weights here

Binary Cross-Emtmooy Loss
= ] g
- n

>
w

¥

Epochs
Pucynok 16 — dynkuis BTpar mix yac HaB4aHHS NN

Jisn  ¢iHanbHOrOo 00’€nHAHHS O3HaK oOpaHi SIK
HMOBIPHOCTI TPWHANICKHOCTI JTBOX 3aIUCIB JIO TIEBHOTO
KjIacy, Tak i cami mepembadeHHs. [lopir mpUAHATTS
pimenns = 0,5, ro6ro § =1 sxmo p(y’) > 0,5. dinansHa
Tabmuist  mictuth 10 O3HaK 13 BUINE3a3HAYCHUMHU
METpUKaMU I KOXHOI Tapu peueHb, HASBHHUX Y
oOpanomy Habopi manux. Lli MOKa3HUKK pO3paxoBaHi I
HABYAJBHOI, TECTOBOI 1 BANTiAIIHHOT BUOIPKH.

5 PE3YJIbTATH

Jlisi 3MEHIIEHHS HaBaHTaKCHHS Ha OOYHMCIIOBAJIbHI
pecypcr HaBYCHO iHIIY MOJENb JIOTICTHYHOI perpecii 6e3
TaKuX O3HaK: rependadeHHs ciamchkoi NN Ta BifcTaHi
WordNet 3a Wu and Palmer. Tounicte knacudikanii Ha
TECTOBIN BUOIpI 30ibIIHIACE 3 92,4625% 10 92,5%.

Jns xnacugikarii 3a qomomororo NN RoBERTa nani
MOJIAIOTECSL Y HACTymHOMY QopMari: 1HIEKCH CIiB,
OiHapHa Macka, IO II03HAYa€ YaCTHHY KOPHUCHOI'O
CUTHaJly, ICTHHHA MiTKa, 10 BiJOBia€ mapi 3amuciB K
Ha puc. 17. Jlna orpumaHHS IHIIMX O3HAK JaHi
NIPUBOJSITECS 10 HIDKHBOTO PETICTPY, BHIAISIOTHCS yci
CHUMBOJIH, OKpiM Jitep (puc. 18).

46902,
115,
364,
651,

5001,

10455,

‘attention_mask': tensor([1,
1,

1, 1, 1,

e, o,

e, o,

0, 8

tensor

5l

'labels':

bert_cosine_distance 2_grams_jaccard accard 4_grams_jaccard

1,1, 1,1, 1, 1,

predictions_raw predictions shortest_path_distance wm_distance

Pucynok 18 — OtpumMani 03HaKkH il TECTOBOI [apyu peueHb
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Jns nependaueHHs 3aBaHTaXKYIOThCS Baru
HomepeHbO HaBYEHOTro Kiacudikaropa (JOricTHYHOT
perpecii) sik mokasano Ha puc. 19, puc. 20.

loaded_model = pickle.]l ('model_selected_features.pkl', 'rb'))

predicted = loaded_model. _test)
t('Predicted label', predicted)
Pucynoxk 19 — Ilonepenapo HaBUE€HA MOJEIH

Predicted label [0]

Pucynok 20 — Pesynbrat nepenoadeHHs

PesynbraT knacudikarii, OTpUMaHHii Uil HACTYITHOTO
peuennsi, nogaHo Ha puc. 21. JlorictuyHa Mepexa
OpaBWIBHO Iepeadadmia, IO JBa PEYCHHI HEe €
nepedpa3zyBaHHIMHU OJMH OJHOTO, HAaBITH MOIPHU TE, IO
OIIBILICT CJIIB y PeYEHHSX € chinbHUMU (puc. 22). [ns
HACTYITHOIO PpEUYCHHS JIOTICTHYHA PpErpeciss TaKoX
MPaBWIBHO Nependadmia MiTKy, y IbOMY BHIIAJKY Iapa
pedeHs € nepedpazyBaHHAMH OAWH OJHOTO — IIOAAHO Ha
puc. 22.

nested angular ards , so that measurements azimuth and elevati

n azimuth and ele

of nested polar

ales , so that measuremen

on could be

Pucynok 21 — Ilepua TecroBa napa peueHb

Predicted label 1
In [8]:
: print(df.loc[2, 'senten 1

print(df.loc[2, 'sentencel'])

In January 2811 , the Deputy Secretary General of FIBA Asia

’

Hagop Khajirian , inspected the venue together with SBP - President Manuel V. Pangilinan .

In Janvary 2011 , FIBA Asia deputy secretary general Hagop Khajirian along with SBP president Manuel V. Pangilinan inspected the venue

Pucynok 22 — JIpyra TecToBa Ilapa peueHb

[Iporpama He moTpeOye peamizallii KOPUCTYBAILLKOTO
iHTepdeiicy, Ockinbku ii BHUKOPHCTaHHS 3allIaHOBAHO
JIMIIE y SIKOCTI MOJIYJIFO CUCTEMH BHSIBIICHHS ILIariaty abo
00’€THaHHS 3reHEPOBAHOI0 KOPUCTYBayaMHt KOHTCHTY.

6 OBI'OBOPEHHA

Jdnst o0’ennanHst o3HaK 1 (iHANBHOT KiIacudikamii
oOpanmii xiracmuHnit ML-anroputM —  JoricTHYHA
perpecis. OTpumaHi pe3yinbTaTH TakKi pe3yIbTaTH:

— TouHnicTh Ha TecTOBOMY HaOopi maHux — 92,462%,
wioma g ROC-kpuBoro cranoButh 97,05%, mia KPUBOIO
Precision-Recall — 94,96%.

— Tounicte Ha BamigauniiHoMy HaOopi IaHHX —
93,71% momia mig ROC-kpuBoto ctaHOBUTH 97,66%, 1in
kpuBoto Precision-Recall — 96,12%.

BinmoBimHO 110 TMOKa3HUKIB BIYYHOCTi, ITOBHOTH,
Fo.s-mipu (prc. 23) i MaTpuIi HeBiqnoBiqHOCTEH (puc. 24)
pe3ynpTary Kimacudikamii TecToBoro Ha0Opy JaHUX,
JIOTICTHYHA pErpecis TMOMMIKOBO TIO3HAUYMjIa Maiike
BBIYl OUIbIE HEraTHUBHUX 3alUCIB SK ITO3MTHBHI, HIX
HaBIaKH, MMO3UTUBHI — HEraTUBHUMH. JlaHWii pe3ynbTar
MOXKe OYTH HACHIJKOM CKJIaJHOCTI BH3HAYCHHS HE
nepedpa3oBaHoi Mapud peueHb, IO OyIM YTBOpPEHI B
pe3yNbTaTi 3aMiHU KUTBKOX CIIiB MicisaMu. Taki peueHHS €
Jy’Ke ONM3bKUMH CEMaHTHYHO, OJTHAK MalOTh aOCOJFOTHO
pi3He 3HAUCHHSI.

precision recall fl-score support

] 0.95 0.91 0.93 4464

1 0.89 0.94 0.92 3536

accuracy 0.92 8000
macro avg 0.92 0.93 0.92 8000
weighted avg 0.93 0.92 0.92 8000

Pucynox 23 — I1oBHoTa, ByuHicTh, F-Mipa a1t TECTOBOTO
Ha0Opy JaHUX
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Confusion matrix for test dataset
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Pucynok 24 — MaTpuist HEBiIMOBIIHOCTEH /171 TECTOBOTO
Habopy AaHUX

BinmoBimHO 0 CTOBIMYMKOBOI AiarpaMu Ha puc. 25,
HAMOLIBII BaXXTMBUMH O3HAKaMHU € mependadeHHs ML-
mozen RoBERTa, kocnHycHa BiicTaHh MK BEKTOPHUMH
MONAHHSAMH pIilIeHb Ta HAUKOPOTIIMH OUIAX MK
cuHceramu cioBHuka WordNet 3a Leacock and
Chodorow. 3Haunmii KxoedimieHT JOTICTUYHOI perpecii
(puc. 26), mo Biamopimae nependadenHsM ML-momeni,
CBimuMTh Mpo il MOTEHLiiHy MOXIIUBICTH CaMOCTIHHO
SAKICHO  KJacuQiKyBaTH TeKCTH 0e3 HeoOXiIHOCTI
PO3paxyHKY JI0JJaTKOBUX O3HaK.

Be3 3acrocyBaHHS METOJIB TJIMOMHHOTO HABYaHHS,
BUKOPHCTOBYIOUH JIMIIE METOJI JIOTiICTHYHOI perpecii s
00’ eiHAHHS pe3yJIbTaTiB, OTpUMYyeMO (puc. 27, puc. 28):

— TounicTh Kacugikalii Ha TecTOBOMY HaOOpi JaHUX
—71,15%, moma i kpuBoro Precision-Recall — 73,6%.

Haii0inpim BaXKIMBOIO O3HAKOIO UI KiIacHikarii €
koedimient XKakkapna mist 3-rpam (HOpMOBaHa KiTBKICTh
ChimpHUX 3-rpaM) Ta KOCHHYCHa BIICTaHb MK
BEKTOPHUMH TIO/IaHHSIMH PEYCHb.
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Cosine dist
Siamese NN 0. ZTI
Jgrams Io 66
2.grams 4:-.45.
Agrams F 08
RoBERTa predictions raw
RoBERTa predictions binary
WordNet shortest path 146
WordNet Wu and Palmer 057

Word Mover's Distance 035
-50 -25 oo 25 50 15 00 25
Pucynok 25 — Barosi koedinieHTH JIOTicTHYHOT perpecii, 1o
BIZIMOBIZIAl0Th NEBHMM O3HaKaM CEMaHTHYHOI MOAIOHOCTI mapu
pedeHb

Cosine dist -2.52-

2-grams 2 EE-

4grams -201
ll 02

WordNet shortest path
WordNet Wu and Palmer 170

Word Maver's Distance 058

50 -25 oo 25 50 75 0.0 L5

Pucynok 26 — Barosi koedinieHTH JIOTiCTHYHOI perpecii, mo
BiJITIOBIIal0Th MIEBHIM O3HAKaM CEMAaHTHYHOI MO1i0HOCTI TapH
peucHb

Ha BigMmiHy BiZ  THONEPEIHBOTO  pPE3yJbTATY
knacugikanii i3 BUKOPHCTaHHSM METOMIB TIIMOMHHOTO
HaBYaHHS, y LbOMY BHUINAAKy BXe OUIbIIa 4YacTHHA
NO3UTHBHUX  BHUMaAKIB  Oyna  kinacudikoBaHa sk
HETaTHBHI, TOOTO MOJENb JIOTICTUYHOI perpecii «mae
TPYAHOILD» 13 BU3HAYCHHSM Tepedpa3yBaHb.

True Neg
3637

Pucynok 27 — Matpuiis HeBiIOBIJHOCTEN ISl TECTOBOTO
Habopy JaHUX

BukopucranHs numie ofHi€l 03HaKM HE € JIOCTATHIM
UIA  SIKICHOT Kiacuikamii mapu pedeHb, OCKIIBKH
repe0adeHHsT TaKoi MOJENi OJNM3BKI 32 WIMOBIPHICTIO 10
«CITIIOTO BraJ{yBaHHs: TOYHICTh pe3yJbTatiB
knacudikaiii TeCTOBOro Habopy NaHUX 3 BUKOPUCTAHHIM
Word Mover’s Distance craHoButh 55,7%, KOCHHYCHOT
BIJICTaHI MK BEKTOPHHUMH IOJAHHSIMH pedeHb — 55,7%,
nepeabauens ciamcbkoi NN — 58%, y Toit wac sk
MOEJHAHHS [UX XKe METpUK i3 koedimienTom YKakkapaa
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JUTS 3-TpaMiB 301IbINY€E TOUHICTD Kinacudikarii 10 70%, a
3acTocyBaHHs Koedirienty JKakkapaa s 2-rpaM J0aa€e
e 1% TouHoCTI.

[Morpu Te, mo AaHi O3HAKM MOXYTh CBIIYUTH IIPO
CEeMaHTH4Hy MOJIOHICTh pedeHb 1 MOXYTb OyTH
BUKOPHCTaHI Uil BUSBICHHSA Map NOAIOHMX peueHb,
BUINE3a3HAYEHO! TOYHOCTI HE € JIOCTaTHbO  JUIs
MIOBHOLIIHHOTO 1 SIKICHOTO BHUSBJIEHHS Nlepedpa3yBaHb.

Camocriiine mnepenbaueHHss HaBueHoi ML-moneni
RoBERTa € mocurh SIKICHUM 1 Ma€ BHCOKI IMOKa3HHUKHA
SKocTi: TouHicTE — 91,96%, mmoma mixg KpUBOIO
Precision-Recall — 96,34%.

ROC-cunm

RecalFracision cure

it Pt Binte Fecat

Pucynok 28 — Kpusi ROC Ta Precision-Recall st pesysbraris
knacudikarii Mozeni rmubunHoro Hapyanus RoBERTa

IIpu meomy, RoBERTa 3nauHO Oinbme (y 6 pasi)
kiacu(ikye HETaTUBHI KJTacH SIK O3UTHBHI (puc. 29), mpu
IFOMY 3HAYHO 3MCHIIIYIOUX YyTIUBICTH / TOBHOTY (recall)
JO Iap pevyeHb, W0 He € mepedpasyBaHHAMH OIMH
OJIHOTO.

True Neg 300

= 173 3000

49 66% =00

2000

1500

- 1000

500

0 1

precision recall fl-score  support
e 8.9%6 8.89 8.93 44564
1 8.87 8.96 8.91 3536
accuracy 8.92 3008
macro avg 8.92 8.92 8.92 8oee
weighted avg .92 .92 8.92 3608

Pucynok 29 — Matpuiisi HeBiAOBITHOCTEH, BIy4HICTb,
moBHOTAa, F-mipa

Ilpn BuUKOpMCTAaHHI Takoi MoOneNi JUIS BUSBICHHS
iariaty Oinbine poOiT OymyTh HENMpaBWIBHO BKa3aHI SK
NEepLIONOYaTKOBI  JpKepeda, NPH BHKOPHCTAHHI IS
00’€THaHHS 3TEHEPOBAHOTO KOPUCTYBAadYaMH KOHTECHTY
(3anwTaHHsA, 3amUcH, TEeMH Ha QopyMmi) 3pocTae
HMOBIpHICTD HENPABWIBHO CIIBBiAHECTH IIEBHY KiTBKIiCTbH
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3anmuciB. OxpiM  nopiBHsHHA ~ML-MeToniB  Takox
OJTHOYACHO MPOTECTOBAHO Pi3HY KUJIbKICTh 03HaK. O3HaKK
o0paHi B 3aJeKHOCTI BiJ BIINOBIIHOI Bard MOJEII

norictuuHoi  perpecii. Haiikpama TouHicTs Oyna
oTpuMaHa  Juii  TOBHOTO  Habopy  O3HaK Ta
BHUINIE3a3HAYCHOr0 airoput™my. IHmmn wimacwmyni ML-

MeTtoau (mpoTecToBaHO HaiBHUI BaiieciB kiacudikarop,
METOJl ONOPHHX BEKTOpiB, BHIAgKOBHH Jic, K
HaHOMDKYMX CycifmiB OaraTomapoBHil HEpIENTPOH) HE
JIAf0Th CYTTEBOTO HPHUPOCTy TowHOcTi HaB4aHHs. Ll{omo
PO3pOOKH IPOEKTY MOXKHA 3DOOUTH TaKi BHCHOBKH:

— 7 METOXy CTEKIHTy Mojeniell i 03HaK OTpHUMaHi
BUCOKI TIOKa3HUKU TOYHOCTI, BJIYYHOCTI, MOBHOTH, Fs-
Mipu, mwiond mig kpusumu ROC ta Precision-Recall;

— «KJIACHYHI» O3HAKH CEMAaHTHYHOI MOAIOHOCTI, II10
BHUKOPHCTOBYIOTBCSI Y 0araTtbOX JIOCHIJPKCHHSX, CIpaBIi
3/1aTHI BHSIBUTH CEMAaHTHYHO MOJIOHI pedyeHHs, OJHaK
BOHH € «0E3CHIIMMIW» y BHIAJAKaX, KOJIU Yy pPEYEHHI €
mepecTaBieHi cioBa (a0o € Oarato CHUTBHUX CIIiB) 1,
BIIMIOBIMTHO, Opyre pedeHHd He € mepedpasyBaHHIM
TIEPIIOTO 1 Ma€e 30BCIM iHIIHNH 3MiCT;

— OCHOBHOIO II€PEIyMOBOIO TAKOTO PE3yNIbTaTy € Te,
10 CKOHCTPYHOBaHI 03HAKH HE OEpPYyTh IO yBark MOPSIOK
ciiB y pedenHi. [l 60poThOM 3 UM BHUKOPHTOBYETHCS
koedimienT Xakkapaa i 00’eJHaHHS O3HAK 32 JOMIOMOTOI0
Kiracnuaux ML-MeTomiB;

— momepe/IHb0  HaBYeHi ML-mozeni Ha  OCHOBI
apxitekrypu Transformer moka3yroTh BIIMIHHY TOYHICTh
knacugikanii. [Ipu boMy, HaBUeHa y TIpolieci BUKOHAHHS
po6otr NN RoBERTa (i3 1o1aTkoBUMH ITOBHO3B’ I3HUMH
[1apaMi) Ma€ MEHIIY YyTJIUBICTb J0 Iap peyeHs, 10 He €
mepedpasyBaHHIME OIUH OmHOTO. Taka CIeruQivHICTh
MOJIETIi MOXE CIIPUATH HENPABIJILHOMY 3BHHYBAUEHHIO Y
Iariati a0o0 HEKOPEKTHOMY 00’€THAHHIO 3T€HEPOBAHOTO
KOPHUCTYBadaMH KOHTEHTY

—mnepen pospobdHukamu IC BUSBIIEHHS aHTHILIATiaTy
MOXX€ TIIOCTaTH TWTaHHA BHOOPY MIDK TOYHICTIO
kimacudikamii i 30epexeHHsIM 00UNCITIOBATIBHUX PECYPCiB,
OCKIJIBKH PO3pPaxyHOK O3HAaK TaKOX CHPUSE T0JaTKOBOMY
HaBaHTAXXCHHIO Ha 00YMCITIOBAILHHUI PUCTPIi;

—NN apxirektypu Transformer He BHMararoTh
JIOJJATKOBOT ~ TeHepamii O3HaK 1 37aTHI  BUSBIATH
nepedpasyBaHHs i3 JOCUTh BHCOKOK  TOYHICTIO.

Hemomikom Takoro Tumy NN € 3Ha4Ha KiTBKICTh
rapameTpiB (BEIUKUH Yac pO3paxyHKy pe3yJbTaTiB);

—IlepeBaroro NN tuny Transformer € mnomepenHe
HaBYaHHA MoOJeNed Uil  «pO3yMiHHA MOBH» 32
JIOTIOMOT OO 3aBJaHb nependadeHHs HaHOUIBIII
WMOBIpHUX CIIIB Yy PEUYCHHI Ta BHU3HAYCHHS TOTO, YH €
Jpyre pedeHHs 11eHHUM MIPOJOBKEHHAM Apyroro;

— s 3amadi  BUsBNIEHHS — repedpasyBanb NN
«morpeHoBaHa» (fine-tuned) Ha HaOopi manux Paraphrase
Adversaries from Word Scrambling. IlepeBaramu
oOpanoro Habopy maHux € 1) BemHKa KUIBKICTh
HaByaJIbHUX 3amuciB — 49 tuc. 2) 30ajaHCOBaHICTh
knaciB: 44.2% 3 ycix map pedeHs € nepedpazyBaHHIMA
OJVH OJHOTO. 3) YacTMHA NPUKIaAiB Oyina yTBOpEHa
OUISIXOM  3aMiHM a00 IIepecTaHOBKM CIiB, Y TaKOMY
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BUIAJKy PEYCHHS € ONM3bKMMH CEMaHTHYHO, OJIHAK
MalOTh 30BCIM 1HIII 3HAYEHHS;

— NN Ttuny Transformer 3acTOCOBYIOThCS y 0aratbox
NLP-3amauax, ix TaKOX MOJKHA YCHIITHO
BUKOPHCTOBYBAaTH [UIs BHUSBICHHS mepedpa3yBaHb y
TEKCTI 3 BUCOKOIO TOYHICTIO. €COMHUM HEIOJIIKOM TaKOro
TUIly MeEpeX € 3HayHa KUIBKICTh HaJIallTOBYBaHUX
napameTpiB — 110+ wminbiioHiB, HaB4aHHs Takoi NN 1 ii

3aCTOCYBaHHS BHMararmTh HasiBHOCTI 3HAYHUX
00YHCITIOBAIEHUX PECYPCIB.
BHUCHOBKHU
PesynbsraTom pobotu € po3zpobneHa ML-monens s
BUSIBIICHHS nepedpa3yBaHb LUIIXOM GinapHOi
knacudikamii  mapum  TekcriB.  Pospobmene  I13

BUKOPHCTOBY€E MPUHIIHII CTEKIHTY MOJeNel i iIHKUHIpUHT
o3Hak (feature engineering). JlonaTkoBi 0O3HaKH BKa3yrOTh
Ha CEMaHTHYHY MPUHAICKHICTh peueHb a00 HOPMOBaHY
KUTBKiCTh critbHUX N-TpaM. CTBOpEeHa MOIENb IOKa3ye
BIIMiHHI pe3ynbTaTH Kiacuikamii Ha TECTOBHUX HaHUX
PAWS: 3Baxena BiyuHIiCTh (precision) — 93%, 3BakeHa
mopaoTa (recall) — 92%, F-mipa (Fl-score)-92%,
TouHICTh (accuracy) — 92%. Pe3ynbTaTé AOCHIHKEHHS
nokazany, mo NN Tumy Transformer moxyTrs OyTn
YCIIIIHO 3aCTOCOBaHi JJsl BUSIBIECHHS TepedpasyBaHb y
napi TeKCTIiB i3 JJOCHTh BUCOKOIO TOYHICTIO 0e3 motpedu
JOAATKOBOTO I'eHEepyBaHHS O3HAK.

JonarkoBo nanamroBaHa (fine-tuned) NN RoBERTa
(i3 mOIATKOBMMM MOBHO3B’SI3HMMH IIApaMH) Ma€ MEHIILY
YyTIMBICTH 0 Tap pEUeHb, IO HE € mepedpazyBaHHIMHU
onuH oxmHOoro. Taka cmermmdigHICTE MOIEN MOXe
CIPUATH HETIPABIIFHOMY 3BHHYBAa4YCHHIO Y IUTariati abo
HEKOPEKTHOMY 00’ €JHAHHIO 3T€HEPOBAHOTO  KOpHC-
TyBauyaMH KOHTEHTY. /lo#aTKOBi O3HAaKW 30UIBLIYIOTH SIK
3arajbHy TOYHICTH Kiacudikalii, Tak 1 YYyTJIUBICTh
MOJIENI IO Map THX pedyeHb, U0 He € nepedpasyBaHHIMU
OJIUH OJTHOTO.

NOAAKU

PoGoTy BHKOHaHO B paMKax JepiKOIOJDKETHOI TeMHu
«Metomu Ta 3aco0M (QYHKIIOHYBAaHHS CHCTEM IiATPHMKH
MPUAHATTA pillieHh HAa OCHOBI oHToJoTii» (ID:839 2017-
05-15 09:20:01 (2459-315)). docmimkeHHS IPOBAINIOCH
B MeXaxX CIUIBHUX HAyKOBHUX JOCITI[KeHb Kadeapu
iHpopmariitHux cucreM Ta Mepex HY  «JIpBiBchKa
moJiTexHikay Ha Temy «JlocmimkeHHsa, po3poOieHHS i
BITPOBAKEHHS IHTEJIeKTyalbHUX PO3MOIIIEHHX
iHpOpMAIIiHUX TEXHOJIOTI Ta CHCTEM Ha OCHOBI
pecypciB 0a3 JaHUX, CXOBHIIL JAaHUX, TPOCTOPIB IaHHUX Ta
3HaHb 3 METOI MPUCKOPEHHs IpoueciB (GopMyBaHHS
CydacHOro iH(popMaIliifHOro CycmiibeTBay. Haykosi
JIOCITIZPKEHHS! TIPOBAIMIIMCS TAaKOXK B paMKax 1HiLliaTUBHOT
TeMaTuku jgociimpkeHs kadenpu ICM HY «JIpBiBChKa
nojiTexHika» Ha TeMy «Po3poOneHHs IHTENIeKTyalbHUX
PO3TOAUICHAX CUCTEM Ha OCHOBiI OHTOJIOTIYHOTO ITiTXOTY
3 METOIO iHTerparii iHpopMaiitHux pecypciBy.
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TEXHOJIOI'UsI UAEHTU®UKAIIAA PEPAIMTA B TEKCTOBOM KOHTEHTE HA OCHOBE METO/IOB
MAIIWHHOTI'O OBYYEHMUS
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yHUBEpCUTET «JIBBOBCKas MOTUTEXHUKAY», Y KpanHa.

AHHOTADIUA
AKTyanbsHOCTb. [lepedpazipoBaHHbBI TEKCTOBBIII KOHTEHT WM PEpPauT SBISETCS OJHOM M3 CIOXHBIX HPOOJIEM BBIABICHUS
aKaJeMUUYECKOr0 IUIarMara. BONBIIMHCTBO CHCTEM WASHTH(UKAUWKM IUIaruaTa NpeAHa3sHauyeHbl /IS BBUIBICHUS OOLIMX CJIOB,
MOCJIEI0BATENbHOCTH JIMHTBUCTHYECKUX €IUHHIl M HE3HAUUTENbHBIX W3MEHEHHH, HO HE CIOCOOHBI BBIIBHTH CYIIECTBEHHBIE
CEMAaHTHYECKHE M CTPYKTYpHbIe H3MEHeHHs. I1103ToMy OOJBLIMHCTBO CllydaeB IUIarMata ¢ IPUMEHEHHEeM IepedpazupoBaHust
OCTAIOTCSl HE3aMEUEHHBIMH.
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Leabio ncciaenoBaHUs SBISETCS pa3pabOTKa TEXHOJIOTHMH OOHApyXeHHs IepedpasHpoBOK B TEKCTE Ha OCHOBE MOJCIH
KJaccu(UKALMK ¥ METOAOB MALIMHHOTO O0ydYeHHUs Yepe3 MCIOJIb30BaHHEe CHAMCKOI HEHPOHHOI CEeTH Ha OCHOBE PEKYPPEHTHBIX U
tuna Transformer — RoBERTa ju1s1 ananusa ypoBHs oo0ust IpeuIoyKeHNi TEKCTOBOTO KOHTEHTA.

Mertopa. /lnsi JaHHOrO HMCCIENOBaHUS B KaueCTBE IMPH3HAKOB BHIOPAHBI CIIETYIOIIHE METPHKHM CEMAHTHYECKOTo MOJ00Ms WM
nokaszatenu: kodpdunuent JKakkapa mis oOmux N-rpamMM, KOCHHYCHOE DPAcCTOSHHME MEXIY BEKTOPHBIMM IPEACTABICHUAMU
npemnoxkennii, Word Mover’s Distance, paccrosaus mo cioBapsm WordNet, mpeackasanue aByx ML-mopeneid: cumaMmckoin
HEHpPOHHOH ceTH Ha OCHOBE peKyppeHTHbIX u Tumna Transformer — ROBERTa.

PesyabtaThl. Pa3zpaborana uWHTe/UIeKTyanbHas CHCTEMa BBIIBICHHS Iepe(pasMpoBOK B TEKCTE Ha OCHOBE MOJCIH
KIIacCH(UKAMY U METOIOB MAaIIMHHOTO oOydeHmsl. Pa3zpaboraHHas cucTeMa HCIIONB3YeT HPUHIUII CTEKHHTOBBIX MOJCICH W
MIXKMHUPHUHT Tpu3HakoB (feature engineering). JlomoJHUTENBHBIE NPH3HAKM YKa3bIBAIOT HAa CEMAaHTHYECKYIO MPUHAIIICKHOCTD
NPeUIOKEHUH WM HOpPMHpOBaHHOE KonnuecTBO oOmux N-rpamm. JlonosmnuTtensHo HactpoeHHas (fine-tuned) HeliponHast ceTb
RoBERTa (c n0omosHUTENbHBIMU MOJTHOCBS3HBIMU CJIOSIMM) HMEET MEHBLIYI0 YYBCTBHTEJIBHOCTH K IapaM HpPEATIOKEHUH, He
ABJIAIOIIUMCST  TIiepedpasupoBaHueM Apyr apyra. Takas crnenuuYHOCTh MOJAENM MOXET CHOCOOCTBOBATH HEMPABUILHOMY
OOBHHEHMIO B IUIarMaTe WIM HEKOPPEKTHOM OOBEIMHEHHMH CTCHEPHPOBAHHOTO IONB30BATENSIMH KOHTEHTA. JlOMOTHHUTETbHBIE
MIPU3HAKN YBEIMYHMBAIOT KaK OOIIYI0 TOYHOCTh KJIACCH(UKALNM, TaK M TyBCTBHTEIBHOCTH MOJENU K IMapaM TeX HpeIOKECHHH,
KOTOpBIE HE SBIIIOTCS epedpasupoBaHUEM JIPyT Jpyra.

BriBoasl. Co3anHast MOJIeNb MOKa3bIBACT OTIIMYHBIC PE3yJIbTaThl KIACCU(HKAIIMU HA TECTOBBIX NaHHBEIX PAWS: B3BemenHas
TouHOCTh (precision) — 93%, B3BemieHHas monHoTa (recall) — 92%, F-mepa (Fl-score) — 92%, Tounocth (accuracy) — 92%.
Pesynpratel uccnenoBanust nokasand, yto NN Tuna Transformer Moryt OBITH yCHEIIHO IIPUMEHEHBI JUISi OOHAPYKEHUS
nepedpasupoBaHus B Iape TEKCTOB C JOCTATOYHO BBICOKOH TOUHOCTBIO 0e3 HEOOXOJMMOCTH JIOHOJHUTEIBHOTO I'€HEPHPOBAHUS
MPHU3HAKOB.

KJIIFOUYEBBIE CJIOBA: o6paboTka mpupoaHoro si3eika, NLP, mneHTudukanus pepaiita, BbIsBICHHE mepedpasHpoOBOK B
TeKCTe, MAIIHHHOE O0ydeHWe ¢ yduTeneM, NIyOMHHOe o0ydeHHe, KiIacCH(UKAmus TeKCTa, aHaIW3 TEKCTa, BEKTOPHOE BIIOXKEHHE
cnoB, WordNet, ceMaHTHYECKOE CXOICTBO.

UDC 004.9

REWRITING IDENTIFICATION TECHNOLOGY FOR TEXT CONTENT BASED ON MACHINE LEARNING
METHODS

Kholodna N. — Student of Information Systems and Networks Department, Lviv Polytechnic National University, Lviv, Ukraine.
Vysotska V. — PhD, Associate Professor of Information Systems and Networks Department, Lviv Polytechnic National
University, Lviv, Ukraine.

ABSTRACT

Context. Paraphrased textual content or rewriting is one of the difficult problems of detecting academic plagiarism. Most
plagiarism detection systems are designed to detect common words, sequences of linguistic units, and minor changes, but are unable
to detect significant semantic and structural changes. Therefore, most cases of plagiarism using paraphrasing remain unnoticed.

Objective of the study is to develop a technology for detecting paraphrasing in text based on a classification model and machine
learning methods through the use of Siamese neural network based on recurrent and Transformer type — RoBERTa to analyze the
level of similarity of sentences of text content.

Method. For this study, the following semantic similarity metrics or indicators were chosen as features: Jacquard coefficient for
shared N-grams, cosine distance between vector representations of sentences, Word Mover’s Distance, distances according to
WordNet dictionaries, prediction of two ML models: Siamese neural network based on recurrent and Transformer type - RoOBERTa.

Results. An intelligent system for detecting paraphrasing in text based on a classification model and machine learning methods
has been developed. The developed system uses the principle of model stacking and feature engineering. Additional features indicate
the semantic affiliation of the sentences or the normalized number of common N-grams. An additional fine-tuned RoBERTa neural
network (with additional fully connected layers) is less sensitive to pairs of sentences that are not paraphrases of each other. This
specificity of the model may contribute to incorrect accusations of plagiarism or incorrect association of user-generated content.
Additional features increase both the overall classification accuracy and the model’s sensitivity to pairs of sentences that are not
paraphrases of each other.

Conclusions. The created model shows excellent classification results on PAWS test data: precision — 93%, recall — 92%, F1-
score — 92%, accuracy — 92%. The results of the study showed that Transformer-type NNs can be successfully applied to detect
paraphrasing in a pair of texts with fairly high accuracy without the need for additional feature generation.

KEYWORDS: natural language processing, NLP, rewrite identification, detection of paraphrasing in text, supervised machine
learning, deep learning, text classification, text analysis, word embeddings, WordNet, semantic similarity.
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ABSTRACT

Context. Because assessing security risks is a complex and complete uncertainty process, and uncertainties are a major factor
influencing valuation performance, it is advisable to use fuzzy methods and models that are adaptive to noncomputed data. The
formation of vague assessments of risk factors is subjective, and risk assessment depends on the practical results obtained in the
process of processing the risks of threats that have already arisen during the functioning of the organization and experience of
security professionals. Therefore, it will be advisable to use models that can ade-quately assess fuzzy factors and have the ability to
adjust their impact on risk assessment. The greatest performance indicators for solving such problems are neuro-fuzzy models that
combine methods of fuzzy logic and artificial neural networks and systems, i.e. “human-like” style of considerations of fuzzy
systems with training and simulation of mental phenomena of neural networks. To build a model for calculating the risk assessment
of security, it is proposed to use a fuzzy product model. Fuzzy product models (Rule-Based Fuzzy Models/Systems) this is a common
type of fuzzy models used to describe, analyze and simulate complex systems and processes that are poorly formalized.

Objective. Development of a fuzzy model of quality of security risk assessment and protection of ERP systems through the use
of fuzzy neural models.

Method. To build a model for calculating the risk assessment of security, it is proposed to use a fuzzy product model. Fuzzy
product models are a common kind of fuzzy models used to describe, analyze and model complex systems and processes that are
poorly formalized.

Results. Identified factors influencing risk assessment suggest the use of linguistic variables to describe them and use fuzzy
variables to assess their qualities, as well as a system of qualitative assessments. The choice of parameters was substantiated and a
fuzzy product model of risk assessment and a database of rules of fuzzy logical conclusion using the MATLAB application package
and the Fuzzy Logic Toolbox extension package was implemented, as well as improved by introducing the adaptability of the model
to experimental data by introducing neuro-fuzzy components into the model. The use of fuzzy models to solve the problems of
security risk assessment, as well as the concept and construction of ERP systems and the analyzed problems of their security and
vulnerabilities are considered.

Conclusions. A fuzzy model has been developed risk assessment of the ERP system. Selected a list of factors affecting the risk
of security. Methods of risk assessment of information resources and ERP-systems in general, assessment of financial losses from the
implementation of threats, determination of the type of risk according to its assessment for the formation of recommendations on
their processing in order to maintain the level of protection of the ERP-system are proposed. The list of linguistic variables of the
model is defined. The structure of the database of fuzzy product rules — MISO-structure is chosen. The structure of the fuzzy model
was built. Fuzzy variable models have been identified.

KEYWORDS: Security, fuzzy logic, fuzzy product model, risk assessment, security, ERP-system.

ABBREVIATIONS MISO is a Structure (Multi Inputs — Single Output);
ANFIS is a Adaptive Network-based Fuzzy Inference FIS is a Fuzzy Inference System;
System; ARL is an acceptable risk level;
DB is a Database; MRL is a middle risk level;
DSTU is a State standard of Ukraine; HRL is a high-risk level;
ERP is an Enterprise Resources Planning; VLR is a very low risk;
ERP-System is an Enterprise Recourses Planning Sys- LR is a low risk;
tem; AR is an average risk;
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HR is a High risk;

VHR is a Very high risk;

CVSS is a Common Vulnerability Scoring System;
NVD is a National Vulnerability Database;

CVE is a Common Vulnerabilities and Exposures.

NOMENCLATURE

Rjj 1is arisk of the i-th resource in the implementa-

tion of the j-th threat;
Ajj 1s an expected loss from the one-time implemen-
tation of the j-th threat to for the i-th resource;

Pt

j s aprobability of occurrence of j-th threat;

P
threat;
IR
Th
A
F
of the j-th threat on the i-th resource, or the propensity of

the i-th resource to the j-th threat;

R; is a risk of the i-th resource in the implementa-
tion of threats;

Rik is a risk of the i-th resource in the implementa-

tion of the k-th threat;
Th; is a set of risks for the i-resource;

}ﬁ is a vulnerability of the i-resource to the j-th

is a resource set of system;

is a set of threats to the system.
is a value of the i-st resource;

f} is an impact consequences in the implementation

Ry is a general system risk;

R
risk;

FL; is a financial loss of the i-th resource;

ig 1s a risk of the i-th resource at general system

R;j is arisk of the i-st resource;
Co; is a cost of the i-th resource;
FL is a total financial loss;
RL is arisk level type;
ming 1S a minimum value of risk assessment;
maxpg is a maximum value of risk assessment;
Pr,
ssment of acceptable type;
Pr, is a parameter, the maximum value of the risk

assessment of the average type;
X| is an incoming Variables (can be either clear or

is a parameter, maximum value of risk asse-

fuzzy);
X is a definition area appropriate prerequisites;

y 1is a fuzzy output variable;

Y is a definition area the conclusion;
Ajj,Bj are fuzzy sets defined that are defined by
Xj and Y with affiliation functions p Aj (xj) €[0:1]
and g, (y) €[0;1] respectively;

Pi, 0.l are affiliation functions options;
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k is an example from many examples of training
sampling;
x,(TIf) are input variable values X, ;

y(k) is a reference value of the source variable y in

the k-th example;
K is a total number of examples, size of Training

sample;
E® s an error k-th example from many examples

of educational sample;
E is an error;

y 1K) is an installed the value of the source variable y

in the k-th example;
¢ is an installed threshold;

u(x,o,c) is a bell function — Gauss distribution func-
tion;

X is a degree of belonging to the term;

o is a standard deviation, function steepness;

c is a shift peak bell Curve from Zero;

I, are number of functions belonging to specify vari-

ables Xl’ X2 5 X3, X4 5
Iy is a number of affiliation functions for the source

variable Y.

INTRODUCTION

The basis of activity of any organization is business
processes, which are determined by the goals and objec-
tives of the entity. The business process broadly unders-
tands the structured sequence of actions to perform a ce-
rtain type of activity at all stages of the life cycle of the
subject of activity. Each business process has a start (lo-
gin), output, and sequence of procedures that ensure that
operations are grouped by the appropriate types. In gene-
ral, the calculation of the risks of security of ERP systems
should be carried out in relation to each critical business
process and only on those vulnerabilities that are relevant
to a particular business process, and it should be borne in
mind that a number of vulnerabilities may be the same for
all business processes.

Each vulnerability in the current list of vulnerabilities
is correlated with the threat that this vulnerability may be,
and for each pair, the probability of its occurrence is
assessed and the impact of the pair’s implementation on
integrity, confidentiality, accessibility, and observability
is assessed.

We will use the following definitions. Probability is a
conditional number that determines the frequency of such
a threat / vulnerability of a pair. Privacy is a property of
information that is that information cannot be obtained by
an unauthorized user and/or process. Integrity is a proper-
ty of information, which is that information cannot be
modified by an unauthorized user and/or process. System
integrity — system property, which is that none of its co-
mponents can be eliminated, modified or added in viola-
tion of security policy. Accessibility — the property of the
system resource, which is that the user and/or process,
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which has the appropriate powers, can use the resource in
accordance with the rules established by the security poli-
cy, without waiting longer for a specified (small) period
of time, that is, when it is in the form required by the user,
in the place required by the user, and at the time when it is
necessary. Observation — system property, which allows
to record the activities of users and processes, the use of
passive objects, as well as to unequivocally establish ide-
ntifiers of users involved in certain events and processes
in order to prevent violations of security policies and/or to
ensure liability actions.

The object of the study is the modeling of a fuzzy
model of the ERP system.

The subject of the study is neuro-fuzzy models that
combine methods of fuzzy logic and artificial neural net-
works and systems.

The purpose of the work is to improve the quality of
assessment of security risks and protection of ERP sys-
tems through the use of fuzzy neural models.

1 PROBLEM STATEMENT

Security risk modeling is an important element of the
overall security risk management process, which is the
process of ensuring that the organization’s position is wit-hin
acceptable limits defined by senior management and consists
of four main stages: security risk assessment, testing and
supervision, mitigation, and operational security [1].

Risk managers and organizers use risk assessment to
determine which risks to reduce through control and
which to accept or transfer. Modeling of information se-
curity risks is a process of identifying vulnerable situati-
ons, threats, the likelihood of their occurrence, the level of
risks and consequences associated with the assets of orga-
nization, as well as control, which can mitigate threats
and their consequences. Modeling includes: assessing the
likelihood of threats and vulnerabilities that are possible;
calculation of the impact that can be a threat to each asset;
determination of quantitative (measurable) or qualitative
(described) cost of risk.

The full process of risk assessment modeling should
also include recommendations for control and evaluation
of results.

Information risk assessment can be carried out by mo-
deling. The methodology for modeling information secu-
rity risk assessment understands the systematized sequen-
ce of actions (step-by-step instructions) that need to be
implemented and the tool (software product) for risk as-
sessment at the enterprise.

Also, to assess security risks, manager documents co-
ntaining theoretical descriptions can be used and provide
guidelines on the risk assessment process, but no specific
technologies for their implementation are provided. At
present, the following standards apply on the territory of
Ukraine: ISO 27001, ISO 27002, ISO 27003, ISO 27004
and ISO 27005 [2-6].

Recently, methods of analysis and risk assessment, ba-
sed on elements of fuzzy logic, have been intensively de-
veloped. Such methods allow you to change the test table
of methods of rough risk assessment to the mathematical
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method, as well as significantly expand the possibilities of
risk modeling [7-11].
To build a risk assessment model, we will use the ratio
of risk factors, according to the formulas [11]:
Ri=A; -F’jt -P',ielR, jeTh.

ij °

)
(@)

The general ratio of risks assessment factors (1) and
(2) is represented by the expression:

IR, jeTh.

A,=A'-FticIR, jeTh.

v o
I

\ t
R;=A/-F{-P}-P 3)
As for each information resource many risks (from
one to all) can be defined, the estimation of the general
risk on an information resource will be defined as the
maximum estimation among risks:

R,=max (R ),keTh,. 4)

In turn, the system-wide risk assessment will be
defined as the maximum assessment among resource risk
assessments:

R=max(R,),i€lR. %)

Total financial loss is defined as the sum of financial
losses on all resources:
FL=) FL,,icIR. (6)
Thus, the overall risk assessment of the ERP system
can be expressed as follows:

Y=fY(X1,X2,X3,X4). @)

Based on the analysis and the formed ratio of risk
factors (3), a fuzzy model with four input parameters (X1,
X2, X3, X4) and one output Y (MISO structure [11]) is
proposed to assess each of the risks. The number of input
parameters is selected according to the number of factors
influencing the degree of risk (3).

Important processes are the implementation of the mo-
del using the MATLAB application package and the Fuz-
zy Logic Toolbox extension package, as well as improve-
ments by introducing the adaptability of the model to ex-
perimental data by introducing neuro-fuzzy components
into the model.

As a result of modeling the process of obtaining risk
assessments of the ERP system and analyzing the results,
a fairly high accuracy and low error of the developed mo-
del were established.

The proposed model and approach to assessing the se-
curity risks of the ERP system may be further developed
and underlie the development of an information risk
management system.

2 REVIEW OF THE LITERATURE
The security risk analysis study begins in the mid-
1980s, and in the early 90s R. Baskerville identified risk
analysis checklists for tools used to design information
system security measures [12]. Over time, complex tools
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are developed to analyze risks, such as: Facilitated Risk
Assessment Process [13]; The Operationally Critical
Threat, Asset, and Vulnerability Evaluation [14]; CO-
RAS [15]; Method of Risk analysis of business model
[16]; Security Risk Analysis Method [17]; Risk Watch
method [18]; Consultative Objective and Bifunctional
Risk Analysis [19]; CRAMM [20].

In addition, since the early 2000s, some other security
risk modeling techniques have also been used in the risk
forecasting industry, which have provided good
performance and are commonly referred to as “soft
computing models”, including gray relational approach,
fuzzy number arithmetic, information entropy, fuzzy
weighted average approach, fuzzy measure and theory of
evidence, method of fuzzy analysis of the hierarchical
process.

The development and application of soft computing
and hybrid models are considered to be modern areas of
research to assess security risks.

Soft computing components include: Neural networks
— computational systems that assess the risks of security
through similar functioning of biological neural networks
and learning tasks (gradually improving performance of
these networks), considering examples, in general, wit-
hout special programming for the task; Rough setsan ef-
fective mathematical analysis tool to address uncertainty
in the field of solution analysis; Grey sets; Fuzzy systems
— based on the algorithm for obtaining fuzzy conclusions
based on fuzzy preconditions; Generic algorithms —
belong to the largest class Evolutionary algorithms and
generate solutions to optimization problems using
methods borrowed from the theory of evolution, such as
inheritance, mutation, selection and crossover; Method of
reference vectors — the data analysis method for
classification and regression analysis using managed
learning models is used when input is either not defined
or when only some data is determined by their
preprocessing; Bayesian network — used to identify cause-
and-effect relationships of risk factors and predict the
likelihood of security risk.

Hybrid models represent a combination of two or mo-
re technologies to develop robust risk assessment infor-
mation systems. The most common hybrid model is the
neuro-fuzzy network.

To determine the level of risk, it is advisable to use the
apparatus of the theory of fuzzy sets, which allows you to
describe vague concepts and knowledge, operate them
and draw vague conclusions. The theory of fuzzy sets is
used precisely to solve problems in which inputs are unre-
liable and poorly formalized, as in the case of the problem
solved in this work. To assess the risk, it is appropriate to
use the mechanism of a vague logical conclusion — obtai-
ning a conclusion in the form of a fuzzy set corresponding
to the current values of input variables, using a fuzzy kno-
wledge base and fuzzy operations.

Most often, Mamdani and Sugeno algorithms are used
in practice. The main difference between them is the met-
hod of create the value of the source variable in the rules
that make up the knowledge base. In systems like Mam-
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dani, the values of input variables are set by fuzzy terms,
in systems like Sugeno — as a linear combination of input
variables. For tasks in which identification is important,
models of fuzzy conclusion Mamdani, Sugeno, Larsen,
Tsukamoto [20] have been developed. Most often, Mam-
dani and Sugeno algorithms are used in practice. The ma-
in difference between them is the method of applying the
value of the source variable in the rules that make up the
knowledge base. In systems like Mamdani, the values of
input variables are set by fuzzy terms, in systems like Su-
geno — as a linear combination of input variables. For
tasks in which identification is more important, it is ad-
visable to use the Sugeno algorithm, and for tasks in
which the explanation and justification of the decision is
more important, Mamdani’s algorithm will have an
advan-tage.

3 MATERIALS AND METHODS

To build a structure a model for calculating security
risk assessment, it is proposed to use Rule-Based Fuzzy
Models / Systems.

Under the Rule-Based Fuzzy Models / Systems under-
stand the agreed a lot of individual fuzzy product rules of
the type “if A, then B” where A is the prerequisite (parcel,
antecendent) of a certain rule, and B — the conclusion (ac-
tion, consecvent) of the rule in the form of fuzzy stateme-
nts. The model is designed to determine the degree of tru-
thfulness of the conclusions of fuzzy product rules. The
degree of truth is determined on the basis of preconditions
with a certain degree of truthfulness of the relevant rules.

When building a fuzzy product model should take into
account: the method of fuzzy inference; fuzzy product ru-
les database; the order of introduction of fuzzy cations;
the procedure for aggregating the degree of truth of the
preconditions for each of the rules of fuzzy product;
activation procedure for each of the rules of the odd
product; the procedure for eliminating activated
inclusions of all fuzzy product rules for each source
variable; diffusion procedure for clarity of each aggregate
output variable; procedure for optimizing the parameters
of the final base of fuzzy rules.

At present, many different types of fuzzy product mo-
dels are offered on the basis of different combinations of
these components.

Rule-Based Fuzzy Models / Systems are used in sol-
ving a number of problems in which information about
the system, its parameters, as well as the inputs, outputs
and states of the system is unreliable and poorly formali-
zed. Together with the advantages of describing the mo-
del in a language close to natural, in the versatility and ef-
ficiency of the model, Rule-Based Fuzzy Models / Sys-
tems are characterized by certain disadvantages: the wor-
ding of the original set of fuzzy rules is carried out with
the help of an expert, so it may be incomplete or contra-
dictory; the choice of the type and parameters of the fun-
ctions of belonging in fuzzy statements of the rules is sub-
jective; automatic acquisition of knowledge cannot be pe-
rformed.
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To eliminate these shortcomings, it is proposed to use an
adaptive fuzzy production model, which in the process and
on the results of functioning corrects both the compo-sition
of the rules in the base and the parameters of the fu-nctions
of belonging, as well as to implement various co-mponents
of this model on the basis of neuronet techno-logy.

Determine the incoming and outgoing parameters of the
model.

To build a risk assessment calculation model, we will use
the risk factor ratio according to formula (1).

Under the expected damage from a one-time impleme-
ntation of the threat we understand the cost (or value) of the
asset, which is mathematically expressed as follows (see (2)).

Taking into account (1) and (2), we obtain the general
ratio of factors for risk assessment (see (3)).

Since many risks can be identified for each informati-on
resource (one to all), the assessment of the total risk by the
information resource will be defined as the maximum risk
assessment of the resource (see (4)).

In turn, the assessment of system risk will be defineed as
the maximum assessment among resource risk assess-ments
(see 5)).

In turn, the total financial loss will be determined as the
amount of financial losses on all resources (see 6)).

We will apply a linguistic approach to the description of
security risk factors. Suppose as the values of factors and
characteristics of relations between them not only qu-
antitative assessment, but also qualitative, sentences of
natural language. Then this approach will provide a quantita-
tive description of the elements of the model in the condi-
tions of vague information about the value of the risk level,
the cost of the resource, the impact of the co-nsequence of,
the likelihood of a threat, the vulnerabili ty, of resource pro-
tection and ways to avoid negative impact from the imple-
mentation of risk.

Each risk factor of security and the risk itselt be desc-

ribed by linguistic variables X € X . The valueet of de-

scribed by linguistic variables of the model X is: X =

{“Ressssssource Price”, “Impact of the consequence”,
“Probability the emergence of Threat”, “Resource Vulne-
rability”, “Risk”}.

Thus, information security risk assessment can be ex-
pressed as (see 7)).

Based on the analysis [21] and the formed ratio of risk
factors (3) for the assessment of each of the risks, a fuzzy
model with four input parameters ( X, X 5, X 3, Xy) and

one Y output (MISO structure [22]) is proposed. The
number of input parameters is selected according to the
number of factors influencing the degree of risk (3).

To maintain the level of security of the ERP system, it is
necessary to determine what risks, according to the le-vel of
their assessment — risk level (RL), require proces-sing ac-
cording to certain recommendations. To do this, we will in-
troduce 3 types of risk levels:

— acceptable risk — ARL - will be considered
insignificant, the processing of such a risk is not required,

— medium risk — MRL — recommended for processing in
order to minimize it;

— high risk-HRL— we will consider it essential and its
processing is mandatory.

©Kozhukhivskyi A. D., Kozhukhivska O. A., 2022
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Determination of the type of risk will be carried out as
follows:

ARL Rjj €(ming ; Py );
RL={MRLRjge (P5;Pr,); i€lR, jeTh,
HRL Rjj € (Pry;maxg ).

®

Parameters — the maximum value of the assessment of
acceptable and medium risk —[Prj] and [Pr,]respecti-

vely — are set by experts.

We will create a structure and build bases of fuzzy
product rules.

The structure of the rules should correspond to the
structure of the model, namely the number of fuzzy state-
ments in the prerequisites and conclusions. The database
of rules that has the structure of MISO, in general, has the
following rule structure [22]:

Pi:Ifx, isAjjand ... and X ; is Aj and ... and 0
Xy is Ajy,thenyisBj;. ©)

When creating a fuzzy model, both apriori data coming
from experts and data obtained as result of measurements
can be used.

In the first case, if there is no need to agree on the opin-
ions of experts, it is assumed that the tasks of ensu-ring com-
pleteness and inconsistency of the database of fuzzy rules
are solved in advance. If only experimentals data are known,
these tasks can be attributed to the tasks of system identifi-
cation. In practice, there may also be a mixed case when the
initial database of fuzzy rules is built on the basis of heuristic
assumptions, and its clarification is carried out using
experimental data.

ANFIS, the adaptive network fuzzy output system pro-
posed by Chang in 1992, will be used to represent the fuzzy
production model and algorithm of fuzzy output in the form
of a fuzzy network [23].

Since the fuzzy ANFIS network is presented multilay-er
structure with a direct signal propagation, and the value of
the source variable can be changed by adjusting the pa-
rameters of layer elements, then to teach this network you
can use an algorithm for reverse spread ing the error, which
belongs to the class of classic gradient algorithms.

Consider the problem of fuzzy neural network of anfis
type, which implements the algorithm of fuzzy output of
Takagi-Sugeno [24].

Let the rules of this form be given:

Py:If X; is Ay and X, is A,, then
yi=ay X +0; Xz ;

P,:If X, isA, and X,is A,, then
y2=2ay X;+by X;.

(10)

Let’s define a linguistic variable Y “Risk”. To evaluate
the linguistic variable Y, we will use the term set T(Y) of
five quality therms: T(Y)={«Very low risk (VLR); «Low risk
(LR)»; «Medium risk (MR)»; «High risk (HR)»; «Very high
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risk (VHR)»}. Definition Areas of EY of the linguistic

variable Y will be set at the interval [0; 100] [25].

The value of information will be defined as the relatio-
nship between the type of confidentiality and criticality —
criticality (C) of the information. Value estimation is for-
med as the sum of points corresponding to each type and
level of criticality of information. Estimates of the value of
information are given in Table 1.

The criticality of the information will be determined,
taking into account the assessment of the consequences of
violation of the properties of information. To evaluate the
linguistic variable X; “Resource price”, we will use the

term set T(X;) of three high — quality therms: Basis of the

development of information risk management systems.
T(X{)= {Low Price (LP); Average Price (AP);

Table 1 — Definition of value assessment of information

Criticality of information (C) _
Type of information | Insignificant Significant 8%“(13%1
(1-3 points) (4-9 points) points)
Open (1 point) 24 5-10 11-16
For internal use 3-5 6-11 12-17
(2 points)
Confiden tial 4-6 7-12 13-18
(3 points)
Strictly Confidential 5-7 8-13 14-19
(4 points)

High Price (HP)}. The Definition Area of EX1 of the

linguistic variable X; be set at the interval [4;19] [26].

The value level assessment scale for each linguistic vari-
able is determined by values 4, 11 and 19, respectively.
To evaluate the linguistic variable X3 “Threat proba-

bility level”, we will use the set T(X3) of five quality
therms: T(X3)={Very low probability of threat (VLT);

Low probability of threat (LT); Average threat probability
(MT); High probability of threat (HT); Very high probability
(VHT). Definition Areas Ex3 of the linguistic variable

X3 beset at the interval [0, 05; 365].

The VLT term corresponds to a situation where the threat
is almost never realized or implemented no more than 2-3
times in five years (frequency in the range [0, 0,6]). The term
LT corresponds to the situation when the threat occus 1-2
times a year (frequency in the range [1, 2]). The term MT
corresponds to the situation when the threat occurs once
every 2-3 months (frequency in the range [4, 6]). The HT
term corresponds to the situation when the threat occurs 1-2
times a month (frequency in the range [12, 24]). The VHT
term corresponds to a situ-ation where a threat occurs from 1
time per week to 1 ti-me per day (frequency in the range [52,
365)).

When evaluating the linguistic variable X4 “Resour-ces

Vulnerability”, we will rely on the common vulnerability
assessment system (CVSS), which makes it possible to fix
the basic characteristics of the vulnerability and create a nu-
merical score that reflects its criticality [27]. CVSS is a free
and open industry standard for assessing the severity of a
computer system security vulnerability, allowing users to
prioritive resources according to threat. The CVSS assess-
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ment system consists of three indicators 26]: basic metric —
reflects the main qualities and characteristics of the vulner-
ability; time indicators — reflects the following characteristics
of the vulnerability, which change over time, develop over
the vulnerable period; context metrics — displays vulnerabil-
ity characteristics that are unique to the user environment.
Each group of indicators has a certain numerical score in the
range from 0 to 10 and a dot representing the value of all
indicators in the form of a block of text.

To obtain vulnerability indicators, we will use the Na-
tioal Vulnerability Assessment System (NVD) [28]. NVD is
an information database of the U.S. National Standardi-
zation Authority, the National Institute of Standards and
Technology, supported by the U.S. Government. In the NVD
database, the security level values of the vulnerabi-lity are
calculated by values from 0 to 10 (according to CVSS) and
are described linguistically by the term None, Low, Medium,
High, and Critical [28].

According to the linguistic therms of the NVD data-base,
we will use the T (Xy4) term set of four quality the-rms to

the linguistic Vul-
nerability”: T(X4)= {Low vulnerability (LV); Medium

vunerability (MV); High vulnerabilidad (HV); Critical vul-
nerability (CV). Definition Area EX4 of the linguistic vari-

evaluate variable X4 “Resource

ables Xy set at the interval [0, 10].

Table 2 describes NVD vulnerability scores by points
and linguistically [29], description of the impact of explo-
itation, and corresponding levels of resource vulnerability

according to the term sets T (X4) .
Table 2 — Resource Vulnerability Rating Scalt

Vul-
ner-
abil-
ity

level

ILevel by
NVD

Scor | Description of the vulnerability
e by level
NVD

None 0.0 Vulnerability has no effect on re-

source

Lov 0.1- | A vulnerability that has little impact
on the resource does not Affect the
availability, integrity and confidential-

ity of information

LV

A vulnerability that may have some
impact on the resource but has a com-
plexity of implementation or does not
cause serious consequences. It is
possible to access confidential infor-
mation, change some information, but
there is no control over the informa-
tion, or the scale of losses is small.
Resource availability failures occur

Medium 4.0—

6.9 MV

A vulnerability that has a significant
impact on the resource, possible ac-
cess to confidential information,
changes in

informations and control over infor-
mation. Significant resource availabil-
ity failures and performance reduc-
tions

7.0—
8.9

Higt
HV

Vulnerability, the consequence of the
exploitation of which has a serious
impact on the resource: complete loss
of

availability and integrity of informa-
tion, full disclosure of confidential
information

9.0—
10.0

Critical Ccv
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4 EXPERIMENTS

To develop a fuzzy model, we will use the Fuzzy Lo-
gic Toolbox tool from the MATLAB package version
R2020a.

Fuzzy Logic Toolbox is a MATLAB extension packa-
ge that contains tools for designing fuzzy logic systems.
The package allows you to create expert systems based on
fuzzy logic, develop clustering with fuzzy algorithms, as
well design fuzzy neural networks. The package includes
a graphical interface for interactive step-by-step design of
fuzzy systems, command line functions for software deve-
lopment, as well as special blocks for building fuzzy logic
systems. All functions of the package are implemented in
the open language MATLAB, which allows you to cont-
rol ol the execution of algorithms, change the source co-
de, as well as create your own functions and procedure
[30].

In accordance with the developed structure of the fuz-
zy model (see (7)) using the Fuzzy Logic Designer GUI
of the Fuzzy Logic Toolbox package, a fuzzy product
model was developed, the structure of which is shown in
Fig. 1.

The developed fuzzy model has a MISO structure: fo-
ur inputs (risk assessment factors) and one output (risk as-
sessment).

Among the fuzzy Logic Toolbox models available, us-
ing Mamdani or Sugeno fuzzy conclusion algorithms, the
Sugeno model was chosen as the only one that has the
ability to use fuzzy natural production networks based on
it, namely the ANFIS network.

For each input of the model according to the develo-
ped structure (7), the ranges of the areas for determining
the numerical value of the parameter, quantity, type, name
and parameters of the membership functions were adjus-
ted:

— the range of the input parameter definition area cor-
responds to the ranges of estimates of the corresponding
risk factor;

— number of affiliation functions corresponds to the
number of therms of the linguistic variable of the parame-
ter;

— the names of the functions of the affiliation corres-
pond of the abbreviated names of the term;

— the type of the function of belonging is a kolokoloo-
brazna curve — the function of the Gauss distribution:

—(0)” "
u(x,c,c)=e 2a° (an
— parameters of affiliation functions were selected in
accordance with the center of values of parameter evalua-
tions by term, parameters o are selected so that func-
tions of the affiliation overlap at the level of 0.5.

The results of configuring the source and input data
using the Membership Function Editor are shown in Fi-
gures 2 and 3, respective.

The list of selected parameters for model data and af-
filiation functions is shown in Table 3.

4\ Fuzzy Logic Designer: ISREModel - O *
File Edit View
X1 S
X2 flu)
S e
X3
"
X4
FIS Name: ISREModel FIS Type: SUGEND
And method prod o Current Variable
Name
Or method probor - A
T tput
implication i ¥ee o
Range [0 100]
Aggregation —
Defuzzification wtaver ~ Help Close
Sawved FIS "ISREModel" to file

Figure 1 — Structure of fuzzy production model
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X1 Y

DO [l |

XX

4 Membership Function Editor: ISREModel - m} X 4. Membership Function Editor: ISREModel - O X
File Edit View File Edit View
FIS Variables Membership function plots ThE 181 FIS Variables Membership function plots TR 181
Lw MW HwW LC LC MC HC VHC

X3
" input variable *X1* " input variable *X2*
Current Variable Current Membership Function (click on MF to select) Current Variable Current Membership Function (click on MF to select)
Name X1 Name LW Name X2 Name LC
Type input Type gaussmf e Type input Type gaussmf e
Params 2 781 4 Params 0.4245 1
Range [419] I 1 Range sl [ 1
Display Range [4 18] Help Close | | Display Range Mg | Help Close ‘
Ready | Saved FIS "ISREModel to file ‘
a b
4 Membership Function Editor: ISREModel - m] X 4 Membership Function Editor: ISREModel - O X
File Edit View File Edit View
lot coi Iot pints:
FIS Variables Membership function plots clet paint=, 18 FIS Variables Membership function plots plat paints: 13
WHT VH v My Hy C
O] [ | XX
X1 Y X1 Y
X2
WV
O
0, 1 L
n input variable "X3" n input variable "X4"
Current Variable Current Membership Function (click on MF to select) Current Variable Current Membership Function (click on MF to select)
Name X3 e wLT Name X4 ST v
Type input 53 gaussmi > Type input = oaussmf v
Params £ 0 05 Params
Range 0.0 365) 0.5 0.05] T 010 13.426 0]
Display Range [0.05 385) Help Close | | Display Range [0 10) | Help Close ‘
Changing parameter for MF 1 to [0.5 0.05] | Selected variable "X4" ‘
c d

Figure 2 — Model input data configuration results:

a— Input parameter X; “Resource Value”, b — Input parameter X, “Impact the consequence”, ¢ — Input parameter

X3 “Probability the emergence of threat”, d — Input parameter X 4 “Resource Vulnerability”

Membarship function plots

Dlot ooants:

181

VLR LR

MR

HR WHR

Figure 3 — The results of configuring the original model parameter
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Table 3 — Model Data Options

Imput Parameter Definition Affiliation Center (peak) ()
IDriver Ratings) function Therm Deviation (G )
X1 €[4;19]
(X)) LW 2.781 4
1y (X)) MV 3.184 11
us (X)) HV 3.589 19
X5 €[L;5]
1 (X5) VLC 0.4246 1
1y (X5) LC 0.4246 2
us3(X5) MC 0.4246 3
g (X5) HC 0.4246 4
us(X5) VHC 0.4246 5
X3 €[0.05;365]
u(X3) VLT 0.5 0.05
1y (X3) LT 1 1.5
H3(X3) MT 18 >
1a (X3) HT 13.86 18
us(X3) VHT 280.8 365
X, €[0;10]
W (X4) LV 3.426 0
1y (Xyg) MV 1.29 5.579
3 (Xy) HV 0.78 8.037
ta(Xy) cv 0.8875 10
Y €[0;100]
HI(Y) VLR 10.62 0
wy(Y) LR 10.62 25
H3W) MR 10.62 50
g (Y) HR 10.62 75
s Y) VHR 10.62 100

To form the initial base of rules, we will use an app-
roach based on the generation of many rules, based on
possible combinations of vague statements in the prereq-
uisites and conclusions of the rules, according to which
the maximum number of rules in the database is determi-
ned [27]:

(12)

Thus, for the model being developed, the number of
rules in the initial base will be 3 -+ 5 - 5 - 4 =300 rules.

According to the structure of the rules (10), which for
the developed model have a general look of:

©Kozhukhivskyi A. D., Kozhukhivska O. A., 2022
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B It Xy is Tj(X;) and X, is Tj (X,) and X3

14

is Tj (X3) and X, is T;(X4), then Y is T;(Y) , (14)
the initial database of rules was formed, consisting of 300
rules, fragment of which of the 10 rules is shown in Figu-
re 4.

Tools are allowed when creating a rule to indicate
weight, that is, the significance of the rule, which has a
definition area [0;1]. In the built database, all rules, by
default, have the same weight of 1.
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1. If (X1
2. IF (X1
3. IF (X1
4. IF (X1
5. If (X1
8. If (X1
7. IF (X1
2. If (X1
9. If (X1
1

is LWW) and (X2 is VLC) and (X3 is VLT) and (¥4 is L\ then (¥ is VLR) (1}
is LW) and (X2 is VLC) and (X3 is VLT) and (X4 is MV) then (¥ is VLR} (1)
iz LW) and (X2 is VLC) and (X3 iz VLT) and (X4 is HV) then (Y is LR) (1)
is LWW) and (X2 is VLC) and (X3 is VLT) and (X4 is CV) then (¥ is LR) (1}
is LW) and (X2 is VLC) and (X3 is LT) and (X4 is L) then (¥ is VLR} (1)
iz LW) and (X2 is VLC) and (X3 iz LT) and (X4 is MV} then (Y iz VLR) (1)
is LW) and (X2 is VLC) and (X3 is LT) and (X4 is HV) then (¥ is LR) (1}

is LW) and (X2 is VLC) and (X3 is LT) and (X4 is CV) then (¥ is LR) (1}

iz LW) and (X2 is VLC) and (X3 iz MT) and (X4 iz LV} then (Y iz VLR) (1)
0. If (X1 is LW) and (X2 is VLC) and (X3 is MT) and (X4 is M) then (¥ is VLR} (1)

Figure 4 — Fragment of model product rules base

5 RESULTS

The use of a fuzzy model provides a more flexible
processing of inaccurate /substandard factors of security
risk and allows you to proceed to the numerical represe-
ntation of any characteristcs. The proposed fuzzy model
and methods can be used both to assess specific types of
security risks of ERP system resources and to the overall
risk of security of the ERP system.

In a real enterprise, the use of a fuzzy model involves
the implementation of a certain block of preparatory work
such as: identify specific objects of protection of the,
ERP-system; make a list of threats and possible
vulnerabilities; to make a list of current
threat/vulnerability for ERP-systems (taking into account
the peculiarities of business processes); assess the prob-
abilities of implementing a threat using the specified vul-
nerability; to assess the consequences of the threat, the
impact of the threat on the integrity, confidentiality, avail-
ability and observation of in formation; perform a risk
assessement from the implementation of the threat; de-
termine the level of risk and
provide recommendations for the need to process it; as-
sess security risk by asset and business process.

The prospect of developing the proposed model is the
use of adaptive neuro-fuzzy product model, which will al-
low reassessing risk in case of changes in the values of fa-
ctors, changes in the product base of rules or in case of
new risk.

The use of a linguistic approach ensures the possibility
of using quantitative description of both all and individual
elements of the model, provided that there is only about
the value of fuzzy security risk factors, which provides
opportunities, if necessary, to separate and rank risk fac-
tors and their consequences. Such actions may be useful
in determining ways to avoid and / or reduce the negative
impact of risk.

The use of neuro-fuzzy system components gives the
model flexibility. Setting up the model by training in ac-
cordance with the obtained knowledge base allows you to
perform risk reassessment in case of changes in the values
of factors, changes in the product base of rules or the
emergence of new risks. This provides an opportunity to
shape and adapt the model to a specific ERP system.
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6 DISCUSSIONS

Violation of security, including noncompliance with
regulatory standards, can lead tofinancial and reputational
consequences that are best avoided for any organization,
regardless of size, scope or form of ownership.

The operating procedures and business applications
that support them must be strategically managed and mo-
nitored to ensure the integrity, availability and confiden-
tiality of the data that the organization owns.

Currently, the vast majority of organizations rely on
ERP Systems to implement business processes and integ-
rate financial data. The ERP system is an application sys-
tem that implements a strategy of comprehensive resource
planning that integrates the company’s business processes
and financial data into one platform. Integration provides
better quality and availability of information, but it also
increases the risk of fraud from within the organization by
users and malicious attacks from outside. This depend-
ency increases the security value of the ERP-system to
protect your organiztion’s information assets.

A key aspect of any security strategy is the ability to
achieve a level of security that adequately demonstrates
the organization’s commitment to security and data secu-
rity regulations collected from its customers and partners.
Too little security increases the risk of violations, while
too much can lead to unnecessary costs for information
technology, software and hardware, deteriorating system
performance, and slowing down business processes. The-
re is no optimal security solution for any ERP-system.
Each organization needs to assess risks and set goals re-
lated to their environment and the type of information it
processes.

The peculiarity of risk assessment tasks is that most of
the data on risk factors has signs of imperfection and un-
certainty: contradiction, inaccuracy, unreliability or inco-
mpleteness, are nonlinear and dynamically variable. For
effective assessment in case of uncertainty of input data,
fuzzy logic methods and neuro-fuzzy networks are used to
use linguistic variables and statements to describe risk fa-
ctors and be adaptive at the expense of the neuro-network
component.

CONCLUSIONS
The developed fuzzy evaluation model of the ERP-
system was practically implemented using the Matlab en-
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KosxkyxiBeska O. A. — 1-p TexH. HayK, JOLEHT Kadenpu iHpopMmaniiiHoi Ta KibepHeTHUHOT Oe3nekn J{epKaBHOTO YHIBEPCUTETY
TenekomyHikauiid, Kuis, Ykpaina.

AHOTAIIA

AkTyaiabHicTb. OCKUTBKH OLIHKA PU3HKIB OE3MEKHU € CKIaTHIM i TOBHUM ITPOIIECOM HEBH3HAYECHOCTI, 2 HEBU3HAYEHICTh € OCHO-
BHHUM (haKTOpOM, IO BIUIMBA€E HA €PEKTHBHICTH OIIHKH, TOMITGHO BUKOPUCTOBYBATH HEUITKI METOAN Ta MOJENI, SIKi € aJJal THBHIMH
JI0 HeoOuncIroBaHNX AaHuX. POpMyBaHHS PO3IUIMBYACTUX OLIHOK (DAKTOPIB PU3MKY € Cy-0’€KTHBHMM, a OI[IHKA PU3HUKIB 3aJISKHUTh
BiJl IPAaKTUYHUX PE3yJIbTATIB, OTPUMAHMX y IpoLeci 00poOKH PU3HKIB 3arpo3, sIKi BKe BUHHUKIIM MiJ Yac QyHKI[IOHyBaHHS OpraHiza-
mii Ta gocBiny QaxiBiiB 3 6e3neku. ToMmy mouinbHUM OyJie BUKOPHCTAHHS MOJICIICH, 110 3/IaTHI aJeKBATHO OIIHIOBATH HEYIiTKi (ak-
TOPHU Ta MAOTh MOXKJIUBICTh KOPETYBaHH X BIUTUBY Ha OLIHKY pu3HuKy. Hail0ip1ri HOKa3HUKU e()eKTUBHOCTI JUIsl BUPIIICHHS TaKHX
3a7a4 MaroTh HEHPO-HEUiTKI MOJeNi, U0 KOMOIHYIOTh METOAM HEYIiTKOI JIOTIKM Ta LITyYHHX HEHPOHHHX MEpex i cucreMm, ToOTO
<UTIOIMHONOIOHOT0» CTHIII0 MIPKYBaHb HEYITKHX CHCTEM 3 HaBYaHHSIM Ta MOJICIIOBAHHSIM PO3YMOBHX SIBHII HEHPOHHHX MEPEXK.
s moOyRoBH MO-ZeTi po3paxyHKY OLIHKH PH3HKY O€3MeKH MPOIIOHY€ETHCS BHKOPUCTOBYBATH HEUITKY MPOAYKIiHHY Moens. Hewi-
TKI TIPOAYKIiitHI Mozei (HeUiTKi MOENI/CHCTEMH Ha OCHOBI IIPaBMII) I1€ TIOMIMPEHHI TUII HEUITKUX MOJEINEH, SIKi BAKOPHCTOBYIOTh-
sl IS OTIHCY, aHAJTI3y Ta MOJEIIIOBAHHS CKJIAJHUX CHCTEM 1 IIPOIECiB, 0 c1abo GopMatizyroThes.

Meta po6oTH — po3poOKa HEUYITKOT MOJIEIi OLIHKK PU3KKIB Oe3meKH Ta 3axucTy cucteM ERP HIISIXOM BUKOPUCTAHHS HEYITKUX
HeIpOHHUX Mozenel.

Metopn. {ns noOynoBu Moesi po3paxyHKy OLIHKH PH3UKY OE3MEKH MPOMOHYETHCS BUKOPHCTOBYBATH HEUITKY MPO-AYKLIHHY
mozenb. HewiTki npoaykuiiiHi Moaeni e 3arajabHUi BHJ HEYITKUX MOJEJeH, SKi BUKOPUCTOBYIOTBCS [UIsl ONUCY, aHAII3y Ta MOJe-
JIIOBAaHHA CKJIQIHUX CHCTEM 1 MPOLECIB, IO c1ado GpopMaltizyroThCs.

PesyabTaTn. BuzHaueHo ¢akTopw, 10 BIUIMBAIOTH HA OI[IHKY PU3HKIB, 3aIIPOIIOHOBAHO BUKOPHUCTAHHS JTIHIBICTHYHUX 3MiHHUX
IUTS iX OMUCY Ta BUKOPHUCTAHHS HEUITKHX 3MIHHHX JJISI OI[IHKH IX SKOCTEH, a TaKOK CHCTEMH SIKICHUX OIiHOK. OOIpyHTOBaHO BHOIp
IapaMeTpiB Ta peai3oBaHO HEUITKY NPOXYKIIHHY MOJEIb OLIHIOBAHHS PH3HKIB Ta 0a3W IPaBIII HEUITKOTO JIOTIYHOTO BHCHOBKY 3
BHUKOPHCTAHHAM TNakeTy npukiagaux nporpaM MATLAB Ta makery posmmpenus Fuzzy Logic Toolbox, a Takox mokpameHo 3a
pPaxyHOK BBEICHHS aJaliTHBHOCTI MOZEINI 10 €KCIEPUMEHTAIBHHUX JaHHUX IUITIXOM BIIPOBAPKEHHS B MOJENb HEHPO-HEUITKMX KOMIIO-
HEHTIB. PO3MIIHYTO BUKOPUCTaHHS HEWITKMX MOJENei s BUPILICHHS 3a]a4 OL[IHKM PH3UKIB OE3IeKH, a TaKoXX KOHLEMIIo0 Ta Io-
6ynoBy ERP-cucrem Ta mpoanaiizoBaHo mpo0iieMu ix 6e3neku Ta Bpa3irBOCTi.

BucHoBku. Po3po6ieno HeuiTky Mozens ominkd pusukiB ERP-cuctemu. O6pano mepernik ¢akTopis, 10 BIUIMBAIOTh HA PH3UK
Oe3meky. 3amporOHOBaHO METOAW OLIHKU PU3UKY iH(popMmauiitHux pecypciB Ta ERP-cuctem B3arami, omiHkd (iHaHCOBUX 30UTKIB
BiJ peaizamii 3arpo3, BU3HAUCHHS THITy PH3HKY 3a HOTO OWIHKOIO i (opMyBaHHS PEeKOMEHAALil BiTHOCHO iX 00pOOKH 3 METOIO
MmiATpUMKH piBHS 3axuiieHocti ERP-cucremu. Busnaueno nepernik JIiHrBiCTHYHAX 3MIHHUX Mozeini. OOpaHO CTpyKTypy 6a3u Hedit-
KHX npoxykniitanx npasui — MISO-ctpykrypy. [To6ynoBano cTpykTypy HediTkoi Mozerni. BusHaueHo HeuiTKi 3MiHHI MOJei.

KJIFOUYOBI CJIOBA: Ge3rieka, HeUiTKa JIOTiKa, HediTKa MPOAYKIIiiiHA MOJIe)Ib, OIIHKA PU3UKIB, 3aXHICHHICTh, ERP-cucTeMa.
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MOJEJMPOBAHUE OHEHKH PUCKOB ERP-CUCTEMBI
Ko:xyxoBckuii A. 1. — 1-p TexH. HayK, nmpogeccop, mpodeccop kadeapsl HHOOPMALNOHHOH Ta KHOSPHETHIECKOH O€30acHOCTH
T'ocynapcTBeHHOr0 yHUBEpCUTETA TENEKOMMYHUKaui, Kues, Ykpaunna.
Ko:xkyxoBckas O. A. — 1-p TeXH. HayK, JOLEHT Kadeapsl HHPOPMAIUOHHON Ta KHOepHETHIeCKoi Oe3omacHocTr ["ocy1apcTBeH-
HOTO YHHBEpCHTETa TeleKoMMyHHKanuii, Kues, Ykpanna.

AHHOTAIUA

AKTyanbHOCTB. [IocKONIBKY OIlEHKa PUCKOB 0€30MaCHOCTH SIBISIETCS CI0XKHBIM U MOJTHBIM IIPOLIECCOM HEOIPEIENICHHOCTH, a He-
OIIPEJIETICHHOCTD SBIISIETCS OJTHUM M3 OCHOBHBIX (DaKTOPOB, BIMAIOIMX Ha 3P ()EKTUBHOCTH OLEHKH, LIeIecO00pa3HO MCIOIb30BaTh
HEYETKHE METOJBI U MOJENH, KOTOpHIE SIBISIIOTCS aJaNTHBHBIMU K HEYYTCHHBIX AAaHHBIX. DOpMHpOBAaHHE PACIIBIBUATHIX OLEHOK
(haKTOpOB pHCKa CyOBEKTHUBHO, a OIIEHKA PHCKOB 3aBICUT OT MPAKTUYECKHUX PE3yNIbTAaTOB, MOITyYSHHBIX B IpoIecce 00pabOTKH pHC-
KOB YIpo3, KOTOPBIE YK€ BO3HHKIM B X0z€ (DyHKIIMOHMPOBAHUS OPTaHM3aLUH, U OIBITAa CHENUAIHNCTOB 110 Oe3omacHocTu. [TosTomy
1esecoo0pa3Ho MCIIOIB30BaTh MOJISIH, KOTOPEIE MOTYT aJeKBaTHO OLCHMBATH HEUCTKHE (PaKTOPBI M NMETh BO3MOXKHOCTh KOPPEKTH-
poBaTh MX BIMSHHE Ha OLEHKY pHcKoB. HamGosbmmMu nokasarensiMu 3¢p(EeKTHBHOCTH I PELICHUs TaKUX HpOOJeM SBISIOTCS
HEeWpo-HEeYeTKHE MOJICNH, COUETAIOIIUMHU METO/IbI HEYETKO JIOTUKY U UCKYCCTBEHHBIC HEHPOHHBIE CETH ¥ CUCTEMBI, T.€. «4EIOBEKO-
MOJOOHBII» CTHIIB COOOpPaKeHUH HEYETKUX CHCTEM C 00yUeHHEM U MOAEIMPOBAHUEM NICUXUYECKUX SBICHUN HEHPOHHBIX ceTeld. s
MOCTPOCHUSI MOJIETIM PacueTa OLIEHKH PUCKOB O€30MacCHOCTH MPEAIaraeTcsl UCIoIb30BaTh HEUETKYI0 MOJeNb MpoaykTa. Heuerkne
MOJIEJTH TIPOAYKTOB (HEUSTKHE MOJIEIIH/CUCTEMBI HA OCHOBE TIPABIII) SBIISIOTCS OOBIYHBIM THIIOM HEUYETKHX MOJENEH, HCIONB3yeMbIX
JUISL OTIMCAHMS, aHAIN3a U MOJIEIMPOBAHUS CIOXKHBIX CHCTEM U MIPOIECCOB, KOTOPHIE TII0XO0 (hOPMATTH30BaAHBI.

Ieab padoThl — pa3paboTKa HEUETKONH MOJEIH OIEHKH PUCKOB Oe3omacHOCTH U 3amuThl cucteM ERP ¢ ncmonbs3oBanueM He-
YETKUX HEHPOHHBIX MOJIEIICH.

Metona. /[yt OCTPOSHUSI MOENN pacueTa OIEHKH PHCKOB 0€30MacHOCTHU IIPe/UIaraeTcsi UCIoIb30BaTh HEYETKYIO0 MOIENb Ipo-
nykra. HedeTkre MoJeny MpOJIYKTOB SIBISIIOTCS OOBIYHBIM BHIOM HEYETKHX MOJEJeH, MCIOJIB3YeMbIX s OIMCAHHS, aHaInu3a U
MOJIEIMPOBAHHMS CJIOKHBIX CUCTEM M IPOIECCOB, KOTOPBIE IJI0X0 (hOpMaIn30BaHbI.

PesyabTarbl. BoiiBieHHble (GakTOphl, BIMAIONIME Ha OLIEHKY PHUCKA, CBUJETEIBCTBYIOT 00 MCIONB30BAHMU JINHIBHCTHYECKUX
MIEPEMEHHBIX ISl UX OMMCAHHS U MCIOJIB30BaHNS HEUETKHUX MEePEMEHHBIX JUIS OLEHKU MX KayeCTB, a TAK)KE CHCTEMBI KaueCTBEHHBIX
oneHok. OOOCHOBaH BBHIOOP MMapaMeTPOB M PEaTM30BAHBI HEUETKAsI MOJIENTb OIEHKH PUCKOB M OCHOBBI ITPABHII HEUETKOTO JIOTHIECKO-
T'0 3aKJTIOYCHHUS C HCIIOIb30BaHKEM TaKeTa MpukiagHex nporpaMmm MATLAB u nakera pacmmpenns Fuzzy Logic Toolbox, a Taxke
YIIYUIIEHO 3a CUET BBEACHHMS aTalTUBHOCTH MOJEIH K SKCIIEpUMe-HTaIbHBIM JaHBIM ITyTeM BHEIPEHUS B MOJENb HEHpO-HEeUeTKNX
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KOMIIOHEHTOB. PacCCMOTPEHO HCIOIb30BAaHHE HEUETKUX MOJEINICH s penieHus mpoOiieM OICHKH PHUCKOB 0OE30MaCHOCTH, a TaKXkKe
KOHIIENIMA U cTpouTenscTBo cucteM ERP u mpoananuzupoBansl mpo6ieMbl MX 0€30MaCHOCTH U YSI3BUMOCTH.

BriBoabl. Pa3paborana HeueTkas Mozenb OLEHKH pUCKOB cucteMbl ERP. BriOpan mepedeHs (pakropoB, BIMSIOLIMX HA PUCK
6e3onacHocTH. [IpemmararoTcs METOIBI OLIEHKH PUCKOB MH()OPMALMOHHBIX pecypcoB 1 ERP-cuctem B miesmoM, omeHka (PMHAHCOBBIX
MOTEPh OT pealn3alllii YIpo3, ONpeAeiIeHNe BUIA PICKAa B COOTBETCTBUH C €r0 OIECHKOW A (POPMHUPOBAHMS PEKOMEHIAINHN MO UX
00paboTKe B HENAX MOMACPKAHKS YPOBHs 3amuThl cucteMbl ERP. OmnpezienieH CucoK TMHIBICTHYCCKHIX TIEPEMEHHBIX MOJETH. Bbi-
Opana CTpyKTypa 0a3bl JaHHBIX HEUETKHX MpaBmi mpoaykra — MISO-ctpykTypa. [TocTpoeHa cTpykTypa HE4eTKON Mojenn. BrisBie-
HBI HEYETKHE TIEPEMEHHBIE MOICIIH.
KJIFOUYEBBIE CJIOBA: 6e30macHOCTb, HeUSTKAs JTOTUKa, HEUETKas MPOAYKIIHOHHAS MOJIENb, OLICHKA PUCKOB, 3alIMIICHHOCTD,
ERP-cucrema.
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