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ABSTRACT

Context. The development of information and communication technologies has led to an increase in the volume of information
sent over the network. Media service platforms play an important role in the creation and processing of bitrate in the information
network. Therefore, there is a need to develop a methodology for predicting bitrate in various media service platforms by creating an
effective algorithm that minimizes the forecast error.

Objective. The aim of the work is to synthesize in analytical form the state transition matrix of the Kalman filter for non-
stationary self-similar processes when predicting the bitrate in telecommunication networks.

Method. A methodology has been developed for predicting teletraffic in media service platforms, based on a modification of the
Kalman filter for non-Gaussian processes. This methodology uses an original procedure for calculating statistics, which makes it
possible to reduce the filtering and forecast error that arises due to the uncertainty of the analytical model of the process under study.
The methodology does not require knowledge of the analytical model of the process, as well as strict restrictions on its stochastic
characteristics.

Results. A methodology for estimating and forecasting bitrate in telecommunication systems is proposed. This methodology was
used to study teletraffic processes in the media service platforms Google Meet, Zoom, Microsoft Teams. The passage of real bitrate
through the specified media service platforms was studied. A comparison of real teletraffic with predicted teletraffic was carried out.
The influence of the order of the state transition matrix of the Kalman filter on the error of estimation and prediction has been stud-
ied. It has been established that even a low (second) order of the state transition matrix allows one to obtain satisfactory forecast re-
sults. It is shown that the use of the proposed methodology makes it possible to predict traffic with a relative error of the order of 3—
4%.

Conclusions. An original algorithm for assessing and forecasting the characteristics of media traffic has been developed. Rec-
ommendations for improving the technology for building media service platforms are formulated. It is shown that the bitrates gener-
ated by various media service platforms, in the case of applying the proposed estimation and forecasting methodology, are invariant
with respect to the type of stochastic processes being processed.

KEYWORDS: Kalman filter, teletraffic, media platform, stochastic process, self-similar process.

ABBREVIATIONS X is a useful signal;
QoS - Quality of service;
LSTM — Long short-term memory;
ARIMA - Autoregressive integrated moving average;
ML — Machine learning;
CNN - Convolutional Neural Network.

Qp is an additive noise;

R is a noise dispersion;
By is a discord statistics;
MO is an expectation operator.

NOMENCLATURE The beginn ";';R?Dliﬁ.ﬂ(?'\‘t. ! revoltion (1
Fn is a state transition matrix; e eglnnlng (o) e Tour Inaustrial revolution ( n-

dustrie 4.0) has created new preconditions for the devel-

H, are observation conditions matrix; opment of digital and intelligent production and devices
h is a disorder threshold value; that interact with each other and provide personalized
P, is an error matrix; product output. One of the most important components of

S, is a measured signal; Industrie 4.0 is not the product, but the data. Digitaliza-
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tion of production is associated with large amounts of
data (big data), which need to be read, analyzed, systema-
tized, stored, transmitted, presented in the required form,
etc. This requires appropriate infocommunication sys-
tems, software, wireless data transmission tools, cloud
services exchange and storage of data. These circum-
stances increase the importance of network traffic fore-
casting as a function of data network management and
operation, since traffic forecasting plays a crucial role in
improving the quality of services (QoS) [1-4]. Thus, an
important component of the process of studying network
traffic in order to improve methods for predicting its
characteristics is the development of new, more advanced
methods that provide QoS.

One of the means of wireless data transmission within
the framework of Industrie 4.0 is the new generation 5G,
which provides very fast data transmission and which
must be characterized by its QoS. This circumstance ne-
cessitates the study of various media traffic forecasting
models [5-8]. In addition, predicting changes in the base
station load can reduce energy consumption [7], and in-
creasing the efficiency of big data processing by predict-
ing traffic improves network performance [8].

Reliable and accurate prediction of QoS characteris-
tics is essential for making effective web service recom-
mendations to improve user experience and service man-
agement [9-12]. Network state forecasting is the process
of in-depth study of network traffic in order to obtain the
most complete information about the processes occurring
in networks. In turn, the accuracy of analysis and estima-
tion of network traffic characteristics is of great impor-
tance to achieve guaranteed QoS.

Computer network traffic control has been a topic of
much research as it is addressed in various applications
such as anomaly detection, congestion control, and band-
width control [13-15]. On the other hand, network traffic
forecasting aims to predict subsequent network traffic
using previous network traffic data. This approach is used
in network control and solving planning problems [16—
27]. Network traffic forecasting is a critical tool for moni-
toring and estimation network security [19]. By predicting
network traffic, you can effectively identify network fail-
ures, optimize performance, and ensure network security.
Predicting telecommunications network data traffic with
high accuracy is a challenging task for the network con-
trol function. It improves dynamic resource allocation and
power control [22].

In this paper, the authors propose an original tech-
nique for predicting teletraffic in various media service
platforms, which is based on approximating the state tran-
sition matrix of the Kalman filtering process in the case
where the analytical description of the process under
study is unknown.

The object of study is the process of forecasting tele-
traffic, created by various media service platforms in tele-
communication networks.

The subject of the study is a methodology for syn-
thesizing the Kalman filter state transition matrix for non-
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stationary stochastic processes in the absence of their ana-
lytical description.

The purpose of the work is to synthesize in analyti-
cal form the state transition matrix of the Kalman filter for
non-stationary self-similar processes when predicting the
bitrate in telecommunication networks.

1 PROBLEM STATEMENT

We consider a self-similar process that describes the
behavior of traffic in media service platforms of tele-
communication networks. This process is fractal in nature
and, therefore, cannot be processed by classical methods,
inherent in Gaussian processes.

To solve the problem, it is proposed to use a modifica-
tion of the Kalman filtering method, which does not re-
quire knowledge of the process under study in analytical
form. This approach is invariant to the type of stochastic
process and removes the restrictions imposed on its char-
acteristics.

The solution to the problem is sought by approximat-
ing the state transition matrix of the Kalman filter by an
n-th order Taylor series at each reference point.

2 REVIEW OF THE LITERATURE

In recent years, well-known media platforms such as
Microsoft Teams, Zoom, Google Meet, etc. have been
widely used. When many users work simultaneously in
some segments of the information and telecommunica-
tions network, overload or a significant delay may occur
when processing information in the media service plat-
form [28].

In this regard, there is a need to develop methods for
optimal network traffic control in order to eliminate these
negative phenomena, an integral attribute of which is the
process of forecasting traffic flows.

Neural networks are currently most often used to pre-
dict network traffic, and the forecast is based on the long
short-term memory (LSTM) of the neural network [1-10,
12-14, 16-23, 25-27]. In some cases, such a model is
used independently [9,10, 14, 18, 21, 23, 25]. However,
its composition with other models is more common: with
the autoregressive integrated moving averages (ARIMA)
model [4, 11, 13], with recurrent neural networks (RNN)
[3, 6, 13, 16, 17, 19, 20, 22 ]. Less commonly used are
approaches such as machine learning (ML) [5, 24], clus-
tering model [12], and deep learning method of convolu-
tional neural network (CNN) [27].

Forecasting methods using neural networks have a
significantly complicated computational procedure; in
addition, the choice of input layers and input values is, as
a rule, subjective.

The use of the classical Kalman filtering method [29]
also has its disadvantages, associated primarily with the
requirement of the Gaussian nature of the process under
study and knowledge of the analytical expression of the
state transition matrix.
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3 MATERIALS AND METHODS

The classical Kalman filtering method assumes
knowledge of the initial values of the process under study
and its description in analytical form, which allows one to
determine the state transition matrix. In practice, as a rule,
we are not able to obtain an analytical expression of the
process being processed, since this process has not yet
been studied.

The structure of the telecommunications system model
includes traffic sources (voice traffic and video traffic)
and the Internet network, which connects traffic receivers
and transmitters with media service platforms. Using spe-
cialized programs, you can obtain data about teletraffic on
the network. Estimation and forecast of teletraffic charac-
teristics can be obtained using the Kalman filtering proce-
dure. In this case, the obtained data can be used as input
measurements for the Kalman filter. Kalman filters use
system state information as well as measurements to es-
timate the current state of the system. It calculates a real-
time forecast of the state of the system, taking into ac-
count new data and measurements. The resulting forecast
allows the system to adapt to changes in traffic and
promptly identify anomalies or problems in the telecom-
munications network.

In this paper, we propose a modification of the Kal-
man filter, which consists in approximating the state tran-
sition matrix at each reference point by a Taylor series.
This approach has one significant drawback due to the
divergence of the filtering procedure (due to the finite
order of the polynomial) when processing non-stationary
processes. It would seem that this drawback can be elimi-
nated by increasing the order of the approximating poly-
nomial. However, it has been established (easy to verify
in practice) that as the order of the polynomial increases,
the filter becomes more prone to self-excitation, since this
increases the depth of feedback and, consequently, a large
number of poles and zeros appears, leading to an increase
in the probability of self-excitation. Therefore, a low or-
der of the polynomial should be chosen, and to eliminate
the divergence of the filter, an original procedure for de-
tecting a disorder in the filtering process is proposed.

The procedure is as follows. Along the time series, a
time window is allocated, with a dimension of, for exam-
ple, ten samples. A certain threshold is assigned, with a
dimension, for example, seven. In this case, each new
sample is accompanied by a shift of the window one sam-
ple forward. Within the window between two adjacent
samples, the difference between the true (measured) sig-
nal and its filtered (predicted) value is determined and the
sign of this difference is determined. Next, statistics are
calculated, which is the algebraic sum of positive and
negative signs. The calculated statistics are compared
with the threshold and, if its value is equal to or exceeds
the threshold value, a decision is made to disturb the fil-
ter. In this case, the transition to the beginning of the time
window occurs, the initial filter parameters are set, and
filtering is repeated within the window boundaries, and
the previously obtained values are replaced with the cur-
rent ones. In this case, a slight increase in the variance of
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the estimation noise is possible; however, studies have
shown that this increase is small and can be neglected.
Next, filtering occurs as usual until a new disorder occurs.
Thus, the considered procedure allows us to avoid the
divergence of the filtering process, that is, the bias of the
estimate, and to study non-stationary processes with a
significant degree of correctness.

In analytical form, the modified Kalman filter can be
represented as follows. For the case of discrete measure-
ments of the signal S,, which is an additive mixture,

Sp=Xp+0Qp,

where X,, is the useful signal, Q, is additive noise with
mathematical expectation MO[Q, ] = 0 and variance R,

the Kalman filtering procedure can be represented in the
following form

v va ' -1 Ry
Xn=FnaXna+PaHaR (S —Hp Fy Xy1);
Py= (Av +H R H,) ™
A =F B I:n"
where index “”” means the transposition of the matrix.

The procedure for detecting a filter discord comes
down to calculating statistics of the form

M
Bu=Yb, By=0 1=12..M;
1=1

by =sgn(S; - X)=+l, $,-X=>0;
b| =sgn(S| —)?)Z—L S| -X<0

on the interval [n — M, n]. Values determined on this in-
terval (B, —minB,) and (maxB,, —B,, ) are compared

with the threshold h. When the value h exceeds one of the
guantities, a decision is made on discord, the filter pa-
rameters are assigned initial values, and filtering contin-
ues from moment n — M.

The above algorithm was once used by the authors to
study processes in blast furnace production, but it has
never been used to study temporary self-similar traffic.

4 EXPERIMENTS

During the experiment, teletraffic analysis was carried
out in the following media service platforms: Microsoft
Teams, Google Meet, Zoom. For this purpose, the cross-
platform client-server program iperf3 was used, which
allows testing network throughput. With its help, the
maximum network bandwidth was measured and load
testing of the communication channel was carried out.
Statistical information about the state of the communica-
tion channel was collected using the Wireshark traffic
analyzer program, which allows us to view all traffic
passing through the network in real time. Various types of
traffic were considered: audio traffic; audio traffic plus
video traffic with minimal change over time; audio traffic
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plus video traffic with a maximum change in video image
in video time [30].

This information served as the basis for forecasting
the bitrate in the media service platform under study.
Based on the same information, the relative forecast error
was calculated.

5 RESULTS

A study was conducted of the dynamic changes in
voice and video traffic over time (Fig. 1-6). Here the real
traffic statistics are shown in red; traffic estimate is shown
in blue; the predicted bitrate is shown in green.

The dependence of traffic intensity (bit/s) on time at
the input of the Google Meet media service platform was
obtained for real statistics, estimation and forecast.

The studies were carried out for the case of voice traf-
fic (Fig. 1).

The dependence of traffic intensity on time at the out-
put of the Google Meet media service platform was stud-
ied for real statistics, esmtrrated and forecast. The studies
were carried out for the case of voice traffic (Fig. 2).

The dependence of traffic intensity on time at the in-
put of the Zoom media service platform was obtained for
real statistics, estimated and forecast. The studies were
carried out for the case of voice traffic with minimal
changes in the video image over time (Fig. 3).

The dependence of traffic intensity on time at the out-
put of the Zoom media service platform was studied for
real statistics, estimated and forecast. The studies were
carried out for the case of voice traffic with minimal
changes in the video image over time (Fig. 4).

Figure 1 — Dependence of traffic intensity on time at the input of the Google Meet media service platform

Figure 2 — Dependence of traffic intensity on time at the output of the Google Meet media service platform

Figure 3 — Dependence of traffic intensity on time at the input of the Zoom media service platform
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Figure 4 — Dependence of traffic intensity on time at the output of the media service Zoom platforms

Figure 5 — Dependence of traffic intensity on time at the input of the Microsoft Teams media service platform for the case of voice
traffic only

Figure 6 — Dependence of traffic intensity on time at the input of the Microsoft Teams media service platform for the case of video
traffic with a maximum change in the video image over time

The dependence of traffic intensity on time at the in-
put of the Microsoft Teams media service platform was
obtained for real statistics, estimated and forecast. The
studies were carried out for the case of voice traffic only
(Fig. 5).

The dependence of traffic intensity on time at the in-
put of the Microsoft Teams media service platform was
studied for real statistics and forecast. The studies were
carried out for the case of video traffic with a maximum
change in the video image over time (Fig. 6).

6 DISCUSSION
In this work, we implemented a method for estimating
and forecasting non-stationary time series based on a pol-
ynomial representation of the state transition matrix of the
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Kalman filtering procedure. The problem of filter discord
due to the finite order of the approximating polynomial
was solved by means of an original algorithm for detect-
ing discord in tempo with the process. The algorithm is
quite simple and does not require large time and software
resources. It should also be noted that the proposed modi-
fication removes the requirements for stationarity and
normality of the processed processes, as well as for
knowledge of the initial conditions.

The analysis of the dependence of traffic intensity on
time showed that the assessment of incoming traffic and
traffic forecast in media service platforms (Fig. 1, Fig. 3)
have relative errors of 4.44% and 0.64%, respectively.

At the same time, traffic leaving the media service
platform has a significantly lower level of relative errors,
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0.028% and 0.037%, respectively. This indicates fairly
accurate forecasting.

The analysis of experimental data showed that the
method can be effectively (with a small error) used to
predict teletraffic in media service systems.

In addition, since the stochastic characteristics of the
processes under study differ from classical Gaussian ones,
it can be argued that the proposed estimation and forecast
procedure is invariant to the stochastic properties of the
processes and does not require strict restrictions.

CONCLUSIONS

The explosive and self-similar type of traffic in mod-
ern information and communication networks requires the
development of forecasting methodology to prevent net-
work “overload”. The analysis of teletraffic in media ser-
vice platforms requires special attention. The develop-
ment of a universal methodology for analyzing traffic
behavior in media service platforms will make it possible
to “include” various methodology in order to prevent
“overload” of the network.

Traffic forecasting allows network operators to moni-
tor the health of the network and respond to the occur-
rence of anomalies or problems, including reporting a
cyber-attack on the network. Traffic forecasting method-
ology allow you to plan customer service, including set-
ting limits on the volume of traffic during peak load.

The scientific novelty of the results obtained lies in
the fact that for the first time an original methodology for
predicting bitrate in various media service platforms was
proposed, and proposals were also developed for choosing
the optimal characteristics of the signal model to achieve
a minimum prediction error.

The practical significance of the results obtained is
that an original algorithm for estimation and predicting
the characteristics of media traffic has been developed.
Recommendations for improving the technology for
building media service platforms are formulated. It is
shown that the bitrates generated by various media service
platforms, in the case of applying the proposed estimation
and forecast methodology, are invariant with respect to
the type of stochastic processes undergoing assessment
and forecast. The results obtained can be applied to the
study of fractal random processes.

Prospects for further research is research in the di-
rection of comparative analysis of forecasting results for
various types of approximating polynomials.
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IIPOI'HO3YBAHHS TEJETPA®IKA B MEJAIACEPBICHUX CUCTEMAX

I'yces O. 10. — kana. ¢i3.-mMaT. Hayk, goueHT, npodecop kadeapu d6e3neku iHdopmarii Ta TenekomyHikariid HarionansHoro te-
XHIYHOTO yHIBEpCUTETY «JIHIMpoBCchKa momiTexHika», JHinpo, Ykpaina.

Marpo B. U. — xann. ¢i3.-Mat. Hayk, JAOLEHT, mpodecop kadenpu Oe3nexu iHGpopMmarii Ta TenekoMyHikaiii Hamonamsaoro te-
XHIYHOTO yHIBepCHTETY «J[HINpoBChKa moiTexHikay, JIHinpo, Ykpaina.

Hikxoancnka O. L. — crapmmii Buxitanau xadenpn 6esnexn inpopmanii Ta TenekomyHikaniii HanionaasHOro TeXHIYHOTO yHIBEp-
curety «/IHIIPOBCHKa moJiTexHika», JHinpo, YkpaiHa.

AHOTALISA
AKTyanbHicTh. Po3BuTOK iHpOpMAIiHO-KOMYHIKAI[IHHIX TEXHOJOTiH MPHU3BENIO A0 3pOcTaHHs obcsry iHdopmarii, mo nepe-
CHJIA€THCS Yepe3 Mepexy. MemiacepBicHI IIaTPOPMH BiIirparoTh BaKJIMBY POJIb y CTBOPEHHI Ta 00poOIi OiTpelTy B iHpOpMaIiiHiit
Mepexi. ToMy icCHye HeOOXiHICTh Y po3po0Ii METOJUKH IPOTHO3YBaHHs OITPEHTy B pi3HUX MeaiacepBiCHUX MIaThopMax MIIIXOM
CTBOPEHHS €)EKTHBHOTO AITOPUTMY, IO MiHIMi3y€ HOMUIIKY IIPOTHO3Y.
MeTta. Metoro poOOTH € CHHTE3 B aHATITHYHIN Gopmi MaTpuIli nepexony ¢insrpa Kanmana [uis HecTamioHapHUX caMOIIOIiOHIX
IIPOLECiB IPH IPOTHO3YBaHHI OITPEUTY B TEIEKOMYHIKALIHUX MepeKax.
Metoa. Po3pobiieHo MeTOAMKY POrHO3yBaHHs TeaeTpadiky B MeaiacepBiCHUX IUIaTopMax, 3aCHOBaHy Ha Moaudikawii GijabT-
pa Kanmana juis Herayciscbkux mnporecis. s MeToquka BUKOPUCTOBYE OPUTiHAIBHY MPOLEYPY MiJpaxyHKY CTATHCTHKH, SIKa J10-
3BOJISIE 3HIDKYBATH MOMHJIKY (QiIbTpalii Ta HPOrHO3Y, 1110 BUHUKAE BHACIIIOK HEBU3HAYCHOCTI aHAIITHYHOI MOJIEI TOCIIiIXKYBaHOTO
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nporiecy. MeTojika He BUMarae 3HaHHsI QaHAIITHYHOI MOJIEII IPOLIECy, a TAKOXK KOPCTKHX OOMEXEHb Ha HOr0 CTOXAaCTHYHI Xapak-
TEPUCTHUKH.
Pe3yabTaTH. 3anponoHOBaHO METOAMKY OLHKH Ta IPOTHO3Y OITpEHTy B TeleKOMyHIKaliiHuX cuctemax. [laHa mMeTtoauka 3a-
CTOCOBaHa IS JIOCIIDKeHHs TporeciB Tenerpadiky B MencepsicHux miardpopmax Google Meet, Zoom, Microsoft Teams. Jlocui-
JDKEHO TPOXOKCHHS peanbHOro OITpedTy uepe3 3a3HaveHi memiacepBicHi miatdopmu. [IpoBeseHO MOPIBHSIHHS PeaabHOrO Teje-
Tpadiky 3 MpOrHo30BaHUM TeneTpadikom. J10CIimKeHO BIUIHB MOPSAKY MaTpHUL mepexony ¢inprpa Kanmana Ha moXuOKy OLIHKHU Ta
IPOrHO3Y. BcTaHOBIICHO, 1110 HABITh HEBUCOKMH (IpYruii) HOPSIOK MAaTPHIL MEPEXOay AO3BOJAE OTPUMATH 3a0BIUIbHI PE3yJIbTaTH
nporao3y. IToka3aHo, 0 3aCTOCYBaHHS 3aIPOIIOHOBAHOI METOJVKH JI03BOJISIE MIPOTHO3YBAaTH Tpadik 3 BiJHOCHOK MOMMIIKOIO OJIH-
36K0 3-4%.
BucHoBkH. Po3p0o6iicHO OpUTiHANBHUI alrOPUTM OIIHKH Ta IMPOTHO3Y XapakTepucTHK Mmezdiarpadiky. ChopMynpoBaHO peKoMe-
H7ALi{ II0J10 YJOCKOHAJIEHHSI TEXHOJIOTI] o0y noBH MeaiacepBicHUX muiaTdopm. [TokazaHo, mo OiTpelTH, 1110 HOPOKYIOTHCS Pi3HHU-
MH MeZiacepBiCHUMHU IUTaTGOpMaMH, y pa3i 3aCTOCYBaHHS 3alPONIOHOBAHOT METOAMKHU OLIHKM Ta IPOTrHO3y iHBapiaHTHI LIOAO TUILY
00pOOITIOBAHMX CTOXaCTHYHUX MPOLIECIB.
KJIFOYOBI CJIOBA: dinstp Kanmana, Tenerpadik, MeniaceBicHa riaTgopma, CTOXaCTUIHHUH MpoIiec, caMONnoAiOHMiA Tporiec.
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ABSTRACT

Context. Currently, generalized methodical approaches to the development of scenarios of complex radio suppression and
electromagnetic influence of typical special telecommunication systems have been developed. However, during the development of
possible cases for the complex application of radio suppression and destructive software influence,the problem of optimizing the
resource of these means and its distribution according to the goals of radio suppression and objects of destructive computer influence
arose, which has not yet been fully resolved.Especially in the literature known to the authors, there is no method for optimizing the
resource distribution of radio and computer influence, used for the development and practical implementation of optimal scenarios of
destructive influence on computer networks of enemy military groups in military operations.

Therefore, it is necessary to formulate a problem and develop a method of optimizing the distribution of the resource of radio
suppression and destructive software influence for the development of possible scenarios of the enemy’s violation of information
exchange in a standart telecommunication network.

Obijective. The purpose of the research is to develop a method for optimizing the distribution of the resource of radio suppression
and destructive software influence for the development of scenarios of information exchange violations by the enemy in the
telecommunications network.

Method.To achieve the purpose of the research, the methods of nonlinear optimization of heterogeneous resource distribution,
mass service theory, and expert evaluation were comprehensively applied and developed in the field of modeling of information
conflict.

To determine the coefficients of protection of objects from radio-electronic and destructive computer influence, expert evaluation
methods are used, in particular, the method of frequencies of preferences of the decision-maker using the Thurstone method. This
method requires only one expert (a decision-maker), minimal communication time with him, minimal expert information (full
ordering of weighting factors) and can be applied with a small number of evaluated weighting factors.

To solve the problem of optimal distribution of a heterogeneous resource of means of destructive influence, to ensure the value of
the multiplicative objective function of an arbitrary form is not less than the given one, the method of successive increments is
applied.

To determine the efficiency indicator of information exchange violation, the methods of mass service theory are applied, which
allows to formalize special telecommunication systems as a set of mass service systems — subsystems of digital communication and
computer networks.

Results. The formulated problem and the entered indicators made it possible to solve the problem of determining the minimum
resource of means of destructive influence and their optimal distribution according to the purposes of radio suppression on the
objects of destructive program influence in order to achieve the required level of disruption of the efficiency of information exchange
in special telecommunication systems.

Conclusions.According to the results of the article, a method for optimizing the distribution of the resource of radio suppression
and destructive software influence has been developed for the development of possible scenarios of information exchange violations
by the enemy in a typical telecommunications network.The verification of the proposed method was carried out by comparing the
theoretical results with the results of simulated modeling of scenarios of violation of the information exchange in the
telecommunications network by the enemy.

KEYWORDS: information exchange, computer radio network, computer attack, protection of information, radio suppression,
optimization of resource allocation, destructive influence.

ABBREVIATIONS TSM is a tactical section of management;
TN is a telecommunication network; LCRN is a local computer radio network;
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DPI is a destructive program influence;

LCN is a local computing network;

TPN is a tactical packet network;

CCCN is a combat control computer network;

RES is a radio-electronic struggle;

DST is a destructive software tool;

UAYV is an unmanned aircraft vehicle;

WS is a workstation;

UAVTM is an unmanned aerial vehicle — trouble
maker;

MSSis a mass service system;

COCC is acombat operations control center;

COT is a compact obstacle transmitter;

DCl is a destructive computer influence;

GCN is a global computing network;

OTS is an operational tactical situation;

SRG is a subversive reconnaissance group;

CIT is a compact interference transmitter;

TS is a telecommunication system;

El is an electromagnetic influence.

NOMENCLATURE
B is a intensity of information aging;
H is a number of control units in which the enemy
solves the task of disorganization;
h is a control link number;

k PWS is a security weight factor of workstations;
k PP is a security weight factor of DCI targets;

k P is a security weight factor of typical TPN nodal
centers;

k™™ is a security weighting coefficient of the PC in
the h-th link of management when the DST is introduced,;

kPP is a security weighting coefficient of the
DCltarget of the v-th type;

k" is a security weight factor nodal center TNin
theh-th management chain;

I'is a number of ratings on the x; and X; indicator

scales;
m is a number of compared pairs in the plane

Pk,OPkJ ;
NRC is a number of workstations in LCNTN;

N is a number of nodal centerTNin the h-th chain
of management;

pjj is a percentage ratio of the number of pairs of
objects for which the arrow is “directed from criterioni to
criterionj”;

PPU PR is a probability of untimely receipt of
information about the crisis situation in the h-th link of
management and its necessary importance for the
disorganization of state administration, respectively;

Qnv () is a hv-th component of the transformed

objective function;
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R(meSd,wdis) is a resource spent by the enemy on

the implementation of the PIT scenario of the nodal
centers of TN and DCI on computer networks;

Rh(wﬂ],“d,wﬁ“s) is a function of the resource used to
implement the method of radio suppression and

destructive software influence on computer networks in
the h-th link of control,

My (W{R,CSd , Wﬂ's) is

component;

T is a time of receiving information about changes
in the situation in the event of a crisis situation;

a hv-th resource function

T is a critical delay time for information about a
crisis situation;

T (W{R,CSd,wﬂis) is a time of receiving information
about the operational and tactical situation in the h-th
chain of command,;

Thril is a time of receiving information about the crisis

situation in the relevant management link, at which it
achieves the fulfillment of the suppression efficiency
criterion;

T (wiest we* ) is an average time of transaction data

processing in the target of the v-th type of DPI in the h-th
management link;

Tth is an aging time of information about the crisis

situation in the h-th management link;

V is a number of types of DST targets in computer
networks of TN;

v is a number of the DST target type;

w™ s a number of DST used to suppress computer
networks;

w9 is a number of UAV-TM (TPN) used to suppress

TN nodal centers;

w4 s a number of DST, which are implemented in

PCs of local computing networks in each h control link to
suppress each v type of DCI targets;

wﬂis is a number of UAV-TM s used to suppress TPN
nodal centers in each h control link;
z;j is an unknown normalized variable;

Qn(Ry) is atransformed objective function.

INTRODUCTION

The development of organizational and technical
methods of protection of TN, containing radio networks,
mobile and computer means of TSM, which are
consolidated by means of protected radio lines in LCRN
and integrated into global (regional) LCRN (hereinafter,
typical TN) is extremely relevant in the conditions of
conducting hybrid military operations [1-9]. At the same
time, there is an urgent need to develop scenarios of
possible actions of the enemy during the conduct of radio
suppression and computer attacks on TN [3-11].
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The objectof study — is the processes of distribution
of a heterogeneous resource of means of destructive
influence on information exchange.

The subjectof study — is a method of optimizing the
distribution of a heterogeneous resource of means of
destructive influence on information exchange.

The purpose of the work is to develop a method for
optimizing the distribution of resources of radio
suppression and DPI for the development of scenarios of
violation of information exchange in TN by the enemy.

1 PROBLEM STATEMENT

A military operation is being considered, during which
the task of disorganization by the enemy of the command
of the opposing army corps by means of radio suppression
and destructive influence on the computer network is
solved [1-3, 4, 6, 9].

Analysis of military control systems shows that
computer networks of combat control, the structural
diagram of which is shown in Fig. 1, consist of LCN,
LCRN, TPN, which are hierarchically combined in the
CCCNI1L,3,6,7,9-14]:

[ UAV-TM ]

¥

([ ost ]

Figure 1 — Structural diagram of a model of the construction of
computer networks of a typical army corps of the armed forces,
as an object of RESand DCI in modern military operations

— workstations of platoon, company, and battalion
commanders united by the ADDSI protocol (analogous to
X.25) by means of the combat radio communication
system (EPLRS, NTDR, SINCGARS SIP);

— workstations and servers of automated information
systems of combat control centers of battalions, brigades,
divisions and army corps, connected by cable lines using
the Ethernet protocol.
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The GCN is formed by local computer networks of
various control units, united by means of a tactical packet
network according to the X.25 protocol. TPN consists of
routers, packet switches of node centers and separate
radio relay communication channels of the MSE type
system [1, 2]. The structural diagram of the mathematical
calculation model of radio and software-computer
suppression of army corps computer networks is shown in
Fig. 1. Accordingly, data is exchanged between all
vertical and horizontal links of the typical army corps of
the armed forces of the leading countries of the world.

The adversary, in the conditions of conducting hybrid
military operations, affects the CC CN in a complex way,
combining the radio-electronic influence of RES devices
on lines, node centers and communication lines of a
typical TN with means of radio suppression and DST on
elements of wireless computer networks [1, 2, 11-17].

The grouping of the enemys RES forces and means

includes software-computer and radio suppression
subsystems.
As part of the software-computer suppression

subsystem, there is a set of DST.The radio suppression
subsystem includes jamming transmitters on the UAV,
Fig. 1.

DST using special sabotage actions are introduced in
the LCN working stations of the army corps; UAV are
launched in the areas of the TPN nodal center and create
radio interference.

Introduced into the DST workstation, fig. 1, carries
out a “denial of service” attack, causing a decrease in the
speed of data processing by servers, overloading the LCN
bus and duplex TPN communication channels with data
packets; UAV-TM suppress the TPN nodal center,
causing redirection of data flows through unsuppressed
nodal centers and overloading of the corresponding TPN
duplex communication channels, fig. 1.This leads to an
increase in the time of transmission of information about
the operational and tactical situation and, ultimately, its
aging at the time of receipt by the concerned officials.

Computer networks of the army corps, fig. 1, are
presented as a set of hierarchically united MSS, and DClI,
UAV-TM affect their functioning by overloading
[12, 18]. Here, the MSS are marked with rectangles: C is
a two-node, two-phase MSS with an intermediate storage
device of finite capacity, which simulates a server;
WS - a two-node two-phase MSS with an intermediate
storage device of finite capacity, which simulates a
workstation; SNMI - single-node multi-input with
random selection of a service request, which simulates an
Ethernet bus; PM - single-node multi-input round-robin
polling in the case of time distribution, which simulates
the EPLRS radio network; TPN is a multi-node single-
phase with waiting, which simulates the TPN of the MSE
system. Circles indicate the process of transferring data
about OTS: 1 — from the WS of reconnaissance means,
platoon, company, battalion commanders to the
battalion’s COCC server; 2 — from the battalion’s COCC
server to the brigade’s COCC server and the battalion’s
WS; 3 — from the brigade’s COCC server to the division’s
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COCC server and brigade’s COCC server; 4 — from the
division’s COCC server to the army corps’COCCserver
and the division’s WSCOCC; 5 — from the army corps
COCC server to the division’s COCC server and the army
corps’WSCOCC; 6 — from the division’s COCC server to
the brigades COCC server and the divisions WS COCC;7
— from the brigade COCC server to the battalion COCC
server and the brigade WSCOCC; 8 — from the battalion’s
COCC server to the battalion’s WSCOCC and the WS of
platoon, company, and battalion commanders. Dashed
arrows indicate the impact on the elements of the MSS;9
— introduction of DCI into the computer network by the
software-computer suppression subsystem;

— radio suppression of the TPN nodal center.

It is necessary to optimize (solve the task of
minimizing the resource objective function under a set of
constraints) the resource of means of radio suppression
and destructive software influence of the enemy on a
typical computer network of the AK (according to Fig. 1
for use in a modern military operation.

With,as a resource target function for the
implementation of the appropriate scenario of radio
suppression and DCI on computer networks, it is
advisable to consider the weighted additive number of
DST intended for suppression of various targets of DCI
and jamming transmitters on UAV of CIT, entered by

SRG, intended for radio suppression of nodal centers
typical TN:
R(Wmcsd Wdis):kPWSk pmecsd +kpnchis (1)

The task of optimal distribution of the resource used
to implement scenarios of radio suppression of the nodal
center, communication lines and DCI on computer
networks of a typical TN is specified as follows: form the

following matrix W Mesdopt — meCSdOpt‘, h=1.H,

v=1.V of minimum quantities of DPI means, which are
introduced in LCNworkstations in each h chain of
command to suppress each v type of DCltargets, and the

following matrix W %S0t — delsopt

‘, h=1..H, minimum

quantitiesof minimum number of UAV-TM, COT, used to
suppress TNnodal centers in each h control chain, which
ensure the fulfillment of the criterion of effectiveness of
radio suppression and DSI P/ pui Pp%‘é' , taking into
account the weighting coefficients of security of

WSk, DPI goals k/P and nodal centers, TN

communicationlines khp""s :

Sopt =arg mln{Rh( mcsd’ r(]jis )}, (2)

mcsd dIS mcsd dIS
Rh(Whv W ) thv( »Wh )
v=1
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V
WS mcsd nc,, dis
= > kPR PPk Pwg'S, ®)
v=1

h=1..H, v=1.V,

subject to restrictions:

pkr]am ( mcsd dIS )> pnpeuci , (4)
WIS € (01,2, Ny} WS € 1.2, NI} (8)
h=1..H, v=1.V.

2 REVIEW OF THE LITERATURE

General issues of conducting radio suppression and
DCI on computer networks are considered in [1-10].

Approaches to computer networks modeling are also
described in [12-18], criteria for assessing their security
are presented in [15-18].

However, the known results are not specified for
solving the tasks of applying the scenario approach in the
development of methods of protecting TN from radio
suppression and DST of the enemy, taking into account
indicators of violation of the efficiency of information
exchange [4-18].The specifics of the targeted practical
use of the object of research considered in this article are
relatively little presented in the publications open to
print.According to the authors, a certain generalization
and the possibility of civilian use of the research results
allow the results to be put to the public’s discretion.

The simulation modeling carried out by the authors
showed that in practice, under the conditions of modern
measures for the radio-electronic protection of TN of the
army corps, the enemy needs to increase the number of
radio suppression means of UAV-TM, COT and DCI
(hereinafter — the resource) in order to achieve the
required level of disruption of the efficiency of
information exchange, but the procedure for optimizing
means has not been developed [4-9, 15-18].

Methodical approaches to the development of
complex radio suppression and EI scenarios of typical TN
are developed in [4-9, 12, 15-20]. It was concluded that
in the practice of conducting hybrid military operations,
the adversary for radio suppression of the hub center and
communication lines of typical TN can comprehensively
use radio suppression means on UAV-TM, COT, which
carry SRG, and for the impact on wireless computer
networks — DST [4-7].

At the same time, during the development of possible
scenarios for the complex use of radio-suppression means
and DST, the task of optimizing the resource of these
means and its distribution for the purposes of radio-
suppression and the DCI object arose.

The procedures for optimizing the resources of the
means of destructive influence on TN and optimal

OPEN a ACCESS




p-ISSN 1607-3274 Panioenexrpownika, indpopmatrka, ynpasninss. 2023. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 4

distribution for radio suppression targets and DST objects
in order to achieve the desired level of violation of the
efficiency of information exchange in TN by the enemy in
a special period have not been developed in the foreign
and domestic literature known to the authors.

Therefore, the task of developing a method of
optimizing the distribution of the resource of radio
suppression means and destructive software influence for
the development of scenarios of violation by the enemy of
information exchange in the telecommunications network
is relevant and is considered in this article.

3 MATERIALS AND METHODS

To solve the optimization problem in the statement
(1)-(6) and achieve the goal of the article, it is necessary
to solve a number of partial scientific problems.

First of all, developing the procedure for determining
the weighting coefficients of the objective function (1)
requires a further scientific solution.

The issue of determining the weighting coefficients of
the objective function (1) requires further scientific
resolution.

The conducted analysis showed that in order to
determine the weighting coefficients when searching for
the extremum (1), it is potentially possible to consider
methods of approximation of the utility function in
generalized convolutions [4-6]. It was concluded that
known methods of pairwise comparisons, point estimates
on a frequency scale, and individual preferences
determine the weighting factors that are difficult to use in
generalized convolutions. At the same time, the methods
of approximation of the utility function are used only
when the utility function can be represented in an additive
form, while the weighting coefficients are determined
according to the contribution of the components to the
total utility [18-20].

However, the weighting coefficients calculated by
such methods differ in essence from the weighting

coefficients kP"S kPP kP of the security of radio

suppression targets, because the latter are not part of the
efficiency function and, on the contrary, express the
resistance of radio suppression targets to its increase.

Then, to estimate kP"® kPPthe weighting coefficients

kPWS kPP KPS of the security of radio suppression
targets, methods of pairwise comparisons, precise
evaluations on a scale, frequencies of person preferences
can be applied, but their application requires, as input
data, expert information. In such a situation, the solution
to the problem lies in the field of integration of methods
for determining weighting factors and expert evaluation.
The analysis of the methods showed that a
compromise option is the choice of the frequency method
of the decision-maker’s preferences [15-20] using the
Thurstone method [14-20]. This method requires only
one expert (a decision-maker), minimal communication
time with him, minimal expert information (full ordering
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of weighting factors) and can be applied with a small
number of evaluated weighting factors.

The essence of the frequency method of the decision-
maker’s preferences for solving problem (1) is as
follows.It is necessary to determine the weighting

coefficients kP kPP kP of the qualitative indicators
“security of the WS” xP"s | “security of the DPI target”
the TN”

x P respectively. For each of the specified groups of
indicators, a procedure is carried out, which consists of
the following stages:

1) a single ordinal scale is developed for all
indicators so that the minimum quality for each indicator
corresponds to the origin of the coordinates of the space
of indicators X = Xq X Xp X...X X ;

2) the person making the decision compares all the
objects  located in  each  coordinate  plane
XjOx; ,connecting them with arrows, and the arrows

xPP “security of the nodal center of

areplaced from the best object to the worst;

3) the number of arrows directed from indicatorito
indicator j is counted, which characterizes the importance
of indicatoriin relation to indicatorj. The total number of
arrows a; will be the number of cases in which
indicatoriis more important than indicatorj. According to
the results of the calculation, the matrix Az“aij ” of the
Thurstone method is formed,;

4) the P matrix is constructed. P- is the proportion
of cases when indicator i was more important than

indicator j: P = ” Pij ”,13 i,j<n, where pj - percentage

ratio of the number of pairs of objects for which the arrow
is “directed from criterion i to criterion j”, moreover

ajj 12(12- 21 +1)

pjj =—, where m= . The matrix element
m

P satisfies the condition pj; + pji =1;

5  pjj
determined by the iterative method:

expressed in standard deviations are

py = [ e "2 ®)

©2n

6) the “importance” of indicator i, expressed in
standard deviations, is calculated zj = % e =3z ;
j=1

7) formula (6) determines the probability p;,
corresponding to z; ;

8) normalization of p;
weighting factor is found k; .

So, the proposed method of frequency preferences of
the decision-maker allows solving the problem of
determining the security coefficients of radio suppression
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and DCI targets, which can be used in optimizing the
allocation of the resource used for the implementation of
radio suppression and DPI scenarios on TN elements. The
method requires minimal communication time with only
one expert and minimal expert information.

Secondly, when solving problems (1)-(6) the next
important stage of optimization is the determination of
constraints on the parameter of the objective function (1).

Based on the results of the imitative simulation, it was
determined that in practice, radio suppression and DCI on
TS elements leads to an increase in the probability of
untimely “delivery” of information about the crisis
situation by officials (authorities) of various branches of
state administration. In Fig. 1 presents the graphs of the

dependence of the probability p'r‘s’| (t) in different control

links on the intensity of interfering packets for different
values of the number of WS s in which DST are
introduced. An increase in the intensity of packets leads to
an increase in the probability of untimely receipt of
information about a crisis situation, while suppressing
server disruptions is more effective at lower levels of
management.

Graphs of the dependence of the probability of
untimely “delivery” of information about a crisis situation
on the number of WS s, in which DST are implemented to
suppress the server, Ethernet LCN buses, packet networks
have a non-linear nature, therefore, when solving the
problem of optimizing the resource allocation of radio
suppression means and DPI of TN, it is necessary to apply
non-linear methods.

Taking into account the limitations on the scope of the
publication, we specify the least covered in the literature

and researched in Ukraine issues

determination [4].

of probability

. ri
pd (t):P(TIrI sTCt):l—e’ﬂ, where ﬂ:T—. (7

The methods of determining the indicator T" in each
specific case are determined by the features of the
TNconstruction. At the same time, the TScan be
formalized as a set of MSS’s — subsystems of digital
communication and computer networks [4-9, 12, 18].

When determining the parameter T" in the conditions
of the DPI for a typical TN, it is advisable to model
computer networks as a set of hierarchically combined
MSS’s. To implement the proposed approach, in [4] a
methodological basis for mathematical modeling of DCI
on TN computer networks was developed, in which
computer networks are represented as a set of
hierarchically combined MSS’s, and the introduced DST
and radio suppression means affect their functioning by
overloading.

Thirdly, it is necessary to choose a method of solving
problems (1)—(6). Problem (1)—(6) is the problem of
determining the minimum necessary resource to ensure
the value of the multiplicative objective function of an
arbitrary form is not less than the specified one.The
optimal distribution of the resource can be solved by the
method of successive increments [19-20].

Id
Prs(t) 1 /
0.8
0.6
kdis «g [
max attalion
0.4
7\ “mechanized brigad”
= “army corps”
0.2
[ [L “operational command”
0 JR U I U g WS 3
10° 10° 10° 10°
Ads /¢

Figure 2 — Dependence of the probability of untimely “delivery” of information about a crisis situation in the control units “tactical
unit”, “connection”, “unification” on the intensity of interfering packets for different values of the number of WS s of the TN
computer network
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The method of successive increments allows you to
effectively solve problems such as: finding a series

n
X0 = { } —mln{x f,=min> %, which ensures the
%=1
value of the addmve function is not less than the
specified:

F(X)= 3 F(x)= F¥(X) ®

i=1

with a linear restriction on the variables:

(X:Zn:xijgb,b>0, ©)

i=1
under the conditiontheir integers and non-negativity:

e{012,..,b}i=12,..,n (10)
To reduce the problem (1)—(6) to the conditions (7)—
(9), it is necessary to ensure the additive nature of the

target function, the independence of its components, as

well as the transition from variables wii™® wd® to the

function Ry, (WH\‘,CSd, ﬂ's).

Fulfillment of the condition of additivity of the target
function will be ensured by the transition from the
function of the probability of untimely receipt of
information about the crisis situation to the function of the
time of receipt of information about the operational-
tactical situation, which is additive. Then, we get the
objective function:

-I—hrl (Wmcsd dIS) Tr|1+ ZT hv(Wm,CSd, r(]hs)Z
v-1

T nfi- p24), h=1.H. (12)

In cases where some components T hy (W,';‘\‘,CSd, d's) of

the objective function turn out to be dependent, it is
advisable to switch to their combinations, which are
formed by sequentially sorting the values of one
parameter while the second parameter is fixed, while the
formed components will be independent.

Sinceforeachvalue  wihi™® wd'  thevaluesareknown
Th (WH\‘,CSd d's) and Rh(wﬂ\‘,“d d's) then, putting the
value Ry as independent, it is possible to assume that the
value of the function is also known Qy,(Ry,), because it is
d's) So, the set of

) is uniquely mapped to

equal to the value of T, (WH\‘,CSd

function values Ty (Wﬂ\‘,“d wlis
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the set of function values Qp(Rp,), which ensures the

transition from variables wl™?, wfis

Rh( mcsd’ ﬂis):

to the function

nc) Tr|1+ZThv(Wm,CSd WRC)Z
v=1

mcsd
Th (Whv

Tyt P ES (R ) W (R, )=

v=1

. \Y
=Th'1+ Y Qny(rhy)=Q(Rn) (12)

v=1

Then, taking into account (8)—(12), problem (4)—(7)
will take the form:

SOPt —arg min{Rh (WH\‘,CSd ﬁ's)}, (13)
Rh (WH\],CSd dIS) ZrhV(WmICSd dIS)
Y WS mcsd nc,, dis
= > kPR PP+ kW, (14)
v=1
h=1...H, v=1..V,
subject to restrictions:
o (Rh (whese, WQC))Z—ThCt In(L-PR¢),  (15)
WA € {012, Nys), Wi {012, Nf%}, (16)

h=1.H, v=1.V.

For optimization, we will use the process of sequential

distribution of the resource wiiesd wdis

A0 A0 respectively, at the t-th step of the

process. If, at the t-thstep of the process, the argument of
the hv-thcomponents of the resource function receives an

increment AmeSd(t) Awd's(t) then will receive the in-

in some portions

crement Arrf\t,) of hv-thcomponent of the resource
functionand, accordingly, the transformed target function:

20n(R{” )= aan )=

= AQp, (rrf\tfl) + Ar’g\t,) )— Qny (I’é\t,fl) ) =AQyy
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The average efficiency of use of each of the Ar,,

resource units at the t-th step of the process is determined
by the ratio:

o0 _ AQh )

= h=1..H, v=1.V.
hv ) ! !
Arhv

(18)

The optimization method will consist in the sequential
distribution of the resource in portions Arh(\tl) , the value of
t

which and the index hv; are determined in accordance

with the maximum efficiency of the use of each unit of
the resource at each step of the process.

The optimal step value Aré\ﬂn) is determined from the
condition:

AQ(™
elm — On_ |_ max[ehv = i?hv J (19)

hv;
h=1.H, v=1.V.

The index hy of the component of the resource

function, at which the largest value of the quantity er(]?,“),

is reached at the t-th step of the process, is determined in
accordance with the condition:

(m) _ (m h= _
e, =maxey, h=1.H, v=1.V. (20)

As a result, the matrices are obtained:

Wy Mesd opt _ "WrTvCSd opt”, W disopt _ "ngs opt "’

h=1.H,v=1.V,

which form the optimal distribution of the resource used
for the implementation of scenarios of radio suppression
and DPI of the enemy on the TS.

So, the method makes it possible to optimize the
allocation of the resource used to implement possible
scenarios of radio suppression and computer impact of
TS.

4 EXPERIMENTS

Based on the likely nature of the application, the
initial data regarding the composition of the connections,
parts and subdivisions of a typical army corps is shown in
Table 1.

Control of connections and parts of army corps is
carried out using an automated control system of the
ATCCS type, the technical basis of which is computer
networks.
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Table 1 — Initial data for the experimental application of the
resource optimization method

A typical stage of a
. I— military operation
Output data for scenario optimization conducting hostilities
maintain the defense line
. |the number of PC in the network of 30
& |commanders
g the number of LCNCOCCat the most 130
S8 |important radio-electronic objects
* |the number of battalions in the brigade 14
 [number of PC in LCNCOCC 34
S |the number of LCNCOCCat the most 11
f_é important radio-electronic objects
" |the number of brigades in the division 3
number of PC in LCNCOCC 30
. |the number of LCNCOCCat the most 8
'S |important radio-electronic objects
Zg number of divisions in army corps 3
S |the number of nodal centerTPN 15
" |the deployment distance of the nodal 60
center TPN from the battle line
number of PC in LCNCOCC 30
5, |the number of LCNCOCCat the most 12
g important radio-electronic objects
; the number of PC 60
E the number of nodal center TPN 14
+ the deployment distance of the nodal 60-80
center TPN from the battle line

The main components of computer networks are:

— computer tools:

— Appliqué-type workstations of company (battery)
and platoon commanders under the control of Microsoft
Windows operating systems;

— Appliqué-type workstations of officials of combat
control centers of battalions, brigades, divisions, army
corps under the control of Microsoft Windows operating
systems;

— servers of automated information systems of combat
control centers of battalions, brigades, divisions and army
corps under the control of Microsoft Windows operating
systems;

— routers of node centers of a tactical packet network
under the control of the Sun Solaris operating system;

— means of communication:

— Means of the combat radio communication system
of the “brigade and below” control units such as EPLRS,
NTDR, SINCGARS SIP;

— radio relay means of the AN/TTC-46, AN/TTC-48,
AN/TRC-190 type of expansion nodes of the automated
communication system of the MSE type;

—radio relay means of the AN/TTC-47, AN/TRC-113,
AN/TRC-143, AN/TRC-190 type of nodal centers of the
automated communication system of the MSE type.

Officials’ workstations and COCC servers operate
under the control of Microsoft Windows and Sun Solaris
family operating systems[1].

In order to disorganize the management of
connections and parts of army corps, the enemy needs to
achieve the effectiveness of methods of radio and
software-computer suppression of computer networks not
lower than 0.8 in the control links: “battalion” — h=1;
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“brigade” “division” — h=3; “army corps’-
h=4. For this purpose: 1) introduce software and
computer suppression tools of the TCP, UDP flood type
into the workstations of local computer networks — to
suppress servers (v=1), type ICMP flood — to suppress
the Ethernet bus (v=2), type ICMP flood — to suppress
TPN lines (v =3), which carry out a “distributed denial
of service” attack;2) suppress the TPN nodal centers in
the areas of responsibility of divisions (h=3) and army
corps (h =4) with jamming transmitters on UAV.

Then the tasks (1)—(4) of the optimal distribution of
the means of radio and DST computer networks of the
army corps in operations are specified as follows: to form

the following matrix W MS4Pt — mecs"'o'ot ‘ h=12..4,

v=1223 of the minimum quantities of DST, which are
implemented in WS s of local computer networks in each
h chain of command to suppress each v type of DCI
targets, and the following matrix

W disopt _ “wd's"pt h=34 of the minimum number of

UAV-TM s used to suppress TPNnodal centers in each h
chain of control, which ensure the fulfillment of the
intelligence electronic  device efficiency criterion

pp“' pP4 ~09 taking into account the weighting

coefficients of WS protection khpwS , the objectives of DCI

pp pnc
k, and TPN nodal centers k,

SOPt —arg min{Rh (W{R,CSd ,wis )}

mcsd

Rh (Whv dIS) Z k pwsk pmecsd n k pnc d|s

v=1

h=1234;, v=12,3.

under constraints of type (6)—(7).

In order to solve the task of optimal distribution of
means of radio suppression of computer networks and
DST, it is necessary to determine the aging time of
information about the operational and tactical situation
and the weighting factors of the security of

LCNworkstations khpws, DCI targets kvpp, TPN nodal

pnc
centers k, , Table 2.

Table 2 — The results of determining the aging time of
information for various control units of a typical army corpsin a
military operation

Probability of Information aging time in management units
finding a typical T, hours.
object of shooting |— — T — T«
damage in the area battalion brigade battalion arm)’i
corps
pid _gg 0.3 14 1.6 4.2
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weighting  coefficients
v=123 of the quality

To determine the
kPWS KPP kPN h=1234;

indicators “security of the WS” X , “security of the

target of the DCI” x P ,“security of the nodal centerTPN”

x P"¢ respectively, the following procedure was carried
out:

— A single ordinal scale was developed for all
indicators so that the minimum quality for each indicator
corresponds to the origin of the coordinates of the

. R pws

indicator  space X =x"xx" xx P xx "
pnc .

x " =xPPxxPxxfP; X =xP"xx P all objects

lying in each coordinate plane are compared

X{PPox P, X PPox PP, X ox ",

with arrows, and the arrows are placed from the best
object to the worst;

— The calculated number of arrows directed from
indicator i to indicator j, which characterizes the
importance of indicator i in relation to indicator j. The

total number of arrows a™*,afP,af"™; is the number of

cases in which indicatoriis more important than indicator
j. According to the calculation results, the matrices of the
Thurstone method are composed:

connecting them

0121 08 5
ST LT
8 9 7 0 470

— Constructed matrices PPYS PPP PP_ are the
fractions of cases when indicatoriwas more important
than indicator j:

0.00 0.11 0.22 0.11
pws _ 0.79 0.00 0.11 0.00
0.78 0.89 0.00 0.22|
0.89 150 0.82 0.00
0.00 0.93 0.59 000 026
PPP =011 0.00 0.22, PP = HO 68 ooo“
0.42 0.78 0.00
— Defined matrix elements PP pPP pPnc
expressed in standard deviations:
0.00 -1.22 -0.76 -1.22
7 pws _ 123 0.00 -1.22 -2.00
0.77 123 000 -0.76|
123 6.35 0.77 0.00
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0.00 123 0.14
ZPP =|-1.22 0.00 -0.76|, zP" =
-0.13 0.77 0.00

0.00 -0.76
0.77 0.00|

— Calculated “importance” of indicatori, expressed in
standard deviations:

_ggg 0.4 0.38
b s A T
' 0.21 '
2.09
— Defined probabilities PP PPP pPPNC  that
correspond to z ", ZP 7P

0.21 0.63
ous _ 031 opp _[lg 5| ppnc :Ho.35H_
62|’ ’ 0.65|
06 0.58
0.98

— normalization was carried out PP¥S PPP pPMC ang
the weighting coefficients of the security of workstations,
targets of software and computer suppression, nodal
centers of TPNarmy corps were found, which are
presented in Table 3.

The determined optimal composition of radio
suppression and DST means allow to disrupt army corps
management at the appropriate stage of the operation,
provided that the place and time of application are agreed
upon.

Table3 — Results of optimizing the distribution of means of radio and software-computer suppression of computer networks of a
typical army corps at the stage of maintaining the first line of defense

Control link of Number of DST introduced in PC The number of Time of receiving The limit time of receiving
atypicalarmy LCNCOCC of control units to suppress interference transmitters information information about OTS, at
corps targets on UAVSs to suppress about OTS, which the required

Ethernet bust TPN TPN nodal centers which is achieved asa | suppression efficiency is
LCN result of suppression, h. achieved, h.
“battalion” 8 0 2 8 2.8 2.4
“brigade” 0 0 4 2 4.2 4.1
“division” 5 0 4 0 731 6.1
*army corps” 0 0 4 2 12.41 12.2

Based on the simulation results, the dependences of
the probability of untimely “delivery” of information
about the situation (see Fig. 2) on the intensity of
“interfering”packets were obtained. At the same time, the
values of the number of PC s of the TN computer
network, in which the DST were introduced, were chosen
equal to 1 and 5, respectively. the intensity of interfering
packets varied between 10%and 10°.

It was concluded that an increase in intensity leads to
an increase in the probability of untimely receipt of
information about a crisis situation, while suppression of
server disruptions is more effective at lower levels of
management.

Based on the experimental application of the
developed method, it was concluded that, in practice, the
complex influence of radio suppression and DST on the
elements of the TS of military systems leads to an
increase in the probability of untimely “delivery” of
information about the situation on the battlefield, which
can lead to a breakdown in management in the relevant
sections.

5 RESULTS
The task was formulated and a method was elaborated
to optimize the resource of radio suppressors and DCI in
the development of scenarios of the enemy’s influence on
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the elements of a typical network of combat control of a
military unification of army in military operations.

To determine the coefficients of protection of objects
from radio-electronic influence and destructive computer
influence of the target additive function, the method of the
frequency of individual preferences is used, which finally
combined the solution with the Terstoune’s method. The
research showed that in order to solve the problem of
optimal distribution of a heterogeneous resource of means
of destructive influence, provided that the value of the
multiplicative objective function of an arbitrary form is
not less than the given one, it is advisable to apply the
method of successive increments. At the same time, in
order to determine the indicator of the efficiency of the
contravention of information exchange, the methods of
the mass service theory are used, which allows to
formalize the combat control networks as a set of mass
service systems — subsystems of digital communication
and computer networks, and to propose a general method
of optimizing the distribution of the resource of radio
suppression and DPI, and development of scenarios of
interruption by the enemy of information exchange in
combat control networks in modern military operations.
The essence of the proposed method is the sequential dis-

tribution of the resource in portions Arrg\tl), the value of
t

which and the index ,, are determined in accordance with
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the maximum efficiency of use of each resource unit at
each step of the process. At the same time, the weighting
coefficients of the security of radio targets and software-
computer suppression of the target function (1) are
determined based on the frequency method of the
decision-maker’s preferences.

Based on the results of the imitative simulation, it was
concluded that in practice, radio suppression and DCI on
TS elements leads to an increase in the probability of un-
timely “delivery” of information about the crisis situation
by officials (bodies) of various branches of state admini-
stration.

6 DISCUSSION

The results obtained in the article are the development
of a scenario approach for predicting possible actions of
the enemy to disrupt the efficiency of information ex-
change in the networks of combat control of units (com-
binations) of army in military operations.

The obtained results are different from the known re-
sults in the field of optimization of resource distribution
of computing networks. In the article, for the first time, it
became possible to comprehensively apply the mathe-
matical apparatus of the theory of optimizing the distribu-
tion of heterogeneous resources, mass service and expert
evaluation, based on the development in the field of sub-
stantiation of scenarios of disruption of information ex-
change in combat control networks within the framework
of information confrontation in modern military opera-
tions. This made it possible for the first time to carry out a
task statement and develop a method of optimizing the
resource of radio suppression and DCI in modern military
operations.

The method uses the well-known mathematical appa-
ratus of the theory of optimal resource distribution in
conditions of non-linearity of the additive resource func-
tion. However, for the first time, additional restrictions on
the resource target function specific to military opera-
tions, which are due to the achievement of the desired
infringement of the operational efficiency of information
exchange in combat control networks that are in the in-
formation conflict on the battlefield, were taken into ac-
count.

In contrast to the known results, which are close in
terms of the research direction, the peculiarities of the
additive nature of the target function are taken into ac-
count, when developing scenarios of radio suppression
and DPI of elements of combat control networks, an ap-
proach is developed to take into account the security coef-
ficients of the corresponding elements of combat control
networks, which are objects of radio suppression and DPI
in the information struggle. The solution to this problem
can be obtained by the frequency method of the decision-
maker’s preferences [14-20] using the Terstoune's
method [14-20]. It is substantiated that this method re-
quires only one expert (a decision-maker), minimal com-
munication time with him, minimal expert information
(full arrangement of weighting factors) and can be applied
with a small number of evaluated weighting factors.
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To fulfill the condition of additivity of the target func-
tion, a transition from the function of the probability of
untimely receipt of information about the situation on the
battlefield to the function of the time of receipt of infor-
mation about the operational-tactical situation, which is
additive, was ensured. At the same time, in order to
determine the minimum necessary resource to ensure the
value of the multiplicative target function of an arbitrary
form not less than the specified one, the possibility of
using the known method of successive increments is
substantiated.At the same time, in order to determine the
minimum necessary resource to ensure the value of the
multiplicative objective function of an arbitrary form not
less than the specified one, the possibility of using the
known method of successive increments is substantiated.

The application of a set of methods is specified to the
level of a generalized method that can be used in
calculations of the efficiency of information exchange in
TS.

The correctness of the application of the developed
mathematical apparatus is shown by its practical
application for a specific simplified operational-tactical
situation that may arise on the battlefield. The obtained
results do not contradict the known theoretical
propositions and logical understanding regarding the
organization of information confrontation in the defense
operation of a typical army corps.

CONCLUSIONS

The research proposes a method for optimizing the
resource allocation of radio suppression and DPI during
information exchange. The advantage of the method is
that it allows for the first time to formalize and solve the
problem of optimal resource allocation used to implement
methods of radio and software-computer suppression of
computer networks in an information conflict, as a
problem of determining the minimum necessary resource
to ensure the value of the multiplicative target functions
of an arbitrary form not less than a given one, using the
method of successive increments.

The method is quite simple from the point of view of
numerical implementation and is not critical to the choice
of the optimization procedure. The results of the
experiments confirm the effectiveness of the proposed
method in the tasks of protecting TN from radio
suppression and DPI of the enemy, taking into account
indicators of infringement of the efficiency of information
exchange.

The scientific novelty for the first time, the method of
optimizing the distribution of the radio suppression
resource and DPlwas proposed for the development of
possible scenarios of infringement of the information
exchange by the enemy in a typical TN when organizing
an information confrontation.

The developed method differs from the known ones in
that, for the first time, it takes into account when
developing scenarios of destructive impact on TS, the
enemy’s complex use of radio suppression and software

influence.
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The practical significance of the research results is
the developed method that allows determining in practice
the minimum set of radio suppression and DCI means,
which ensures the required level of disruption of the
efficiency of information exchange in various branches of
state administration.

The generalized method is concretized to the level of
algorithms, which simplifies its further implementation in
the form of applied software products that can be used in
the development of scenarios of an attacker’s actions to
disorganize goverment administration.

The results obtained in the article are normalized and
can be used in engineering calculations of the efficiency
of information exchange in TS.

Prospects for further research in this direction
consist of the development of theoretical bases for
determining the scenarios of possible enemy actions in the
conditions of the enemy’s complex use of radio
suppression, electromagnetic and computer influence on
TN elements.
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AHOTALIA

AxtyanbHicTs. Ha nanuit yac ys3arajapHeHi METOJMYHI ITiJXOIU 0 PO3POOKH CLIEHAPIiB KOMIUICKCHOTO PaiONOaBICHHS Ta
€JIEKTPOMATrHITHOTO BIUIMBY THIIOBHX CIEIialbHUX TEICKOMYHIKAIIHHUX CUCTEM po3poliieHi. OmHaK, MpH po3poOLi MOKIIUBHUX CIIe-
HapiiB KOMIUIEKCHOTO 3aCTOCYBaHHs 3aCO0IB PaaioNoJaBICHHS Ta IECTPYKTUBHOTO MPOTrPaMHOro BIUIMBY BUHHKIIA 33aJada ONTHUMi-
3alii pecypcy X 3ac00iB Ta HOTo pO3MOALTY MO LIISX PaioNnoAaBICHHS Ta 00EKTaX IECTPYKTHBHOIO KOMIIIOTEPHOrO BIUIUBY SIKa
JI0Ci He BHpillleHa y ITOBHOMY 00cs3i. 30kpeMa, y BiZloMilf aBTOpaM JiTepaTypi He po3poOJIeHUH METO ONTUMI3allii po3Mmoiny pe-
cypcy 3aco0iB paziio Ta KOMIIOTEPHOTO BIUIMBY, BUKOPHCTOBYBAHOT'O JUIsl PO3POOKH Ta MPAaKTHYHOI peaiizalii OonTHMaabHUX CLeHa-
PpiiB IECTPYKTHBHOTO BILIUBY Ha KOMITFOTEPHI MEpEXki BiHCHKOBHX YIPyIOBaHb IPOTHBHHUKA Y BifICBKOBUX OIEpALlisiX.

Tomy, HEOOXiJHO MPOBECTH MOCTAHOBKY 3a/a4i Ta pO3pOOHUTH METO]] ONTUMI3aLli PO3HOAiTy pecypcy 3aco0iB paaiononaBIcHHs
Ta AECTPYKTUBHOTO NPOrPaMHOTO BIUIUBY JI PO3POOKH MOXKIIMBHX CLICHAPIiB MOPYLICHHS IPOTUBHUKOM iH(popMauiiiHOro oOMiHy y
THUIIOBiH TeJIEKOMYHIKaLliHIA MepexKi.

Meta. MeTo10 IOCIIIKEHHS € po3po0Kka METo/Ia ONTHMI3allii PO3MOIITY pecypcy 3aco0iB pagionoAaBICHHS Ta JECTPYKTHBHOTO
MIPOrPaMHOTO BIUTHBY ISl PO3POOKH CLIEHAPIiB IMOPYIICHHS IPOTHBHUKOM iHGOPMAIIfHOT0 00MiHY Y TeJICKOMYHIKAIIHHIA Mepexi.

Merton./list JOCSATHEHHSI METH JOCIIKCHHSI KOMIUIEKCHO 3aCTOCOBaHI Ta PO3BHMHEHI Y Tally3b MOJEINOBaHHs iH(opMauifiHoro
poTHOOPCTBA METOM HENHIHHOT ONTUMI3aIi{ pO3NOoALTy pi3HOPIAHOTO pecypcy, Teopil MacoBOro 0OCIyrOBYBaHHS Ta €KCIIEPTHO-
r0 OL[iHIOBAHHS.

Jlnis BU3HAYCHHS KOS(III€HTIB 3aXUIICHOCTI 00EKTIB PaliOCIeKTPOHHOTO Ta ACCTPYKTUBHOTO KOMIFOTEPHOTO BILUTUBY 3aCTOCO-
BaHi METOJM EKCIIEPTHOTO OLiHIOBaHHS, 30KpEMa, METOJ YacTOT IIepeBar 0coOH, IO NpHiiMae PillIeHHS i3 3aCTOCYBaHHAM METOMY
Tepcroyna. Lleit Meroa BuMarae siiiie ogHoro excrepra (0co0y, mo npuiiMae pilieHHs), MiHIMAIBHOTO Yacy CITUIKYBaHHS 3 HUM,
MiHiManpHOI ekcrepTHOI iH(popMaii (IOBHOTO yIOPSIIKYBAaHHS BaroBHX KOE(II[IEHTIB) Ta MOXKE 3aCTOCOBYBATUCH HPH HEBEIHKIA
KIUTBKOCTI OIIHIOBaHUX BaroBUX Koe(illi€HTIB.

Jlnst BupimIeHHs 3a/1adi ONTUMAIBEHOTO PO3IOALUTYy PI3HOPIIHOTO pecypcy 3aco0iB IECTPYKTHBHOTO BIUIMBY, MM 3a0€3MEUCHHS
3HAYCHHS MYJIbTHIUIIKATHBHOI L[i1b0BOI (DYHKIIT TOBIUTBHOTO BUIIISLY HE MEHIIE 33/IaHOTO, 3aCTOCOBAHMI METOJ HOCITIIOBHHUX IMPH-
pOLIEHb.

Jlnst BU3HAUCHHS IIOKa3HUKA ONEPAaTHBHOCTI MOPYyIIeHHs iHdopManiiHoro oOMiHy 3acTOCOBaHI METOIM TeOpii MacoBOro oocCIy-
rOBYBaHHsI, 110 J03BOJsiE€ (hOpMaizyBaTH CELianbHi TeIeKOMYHIKAIiiHI CUCTEMH, SIK CYKYIHICTh CHCTEMH MacOBOTO 00CIyroBy-
BaHH — MiJICUCTEM LU(POBOro 3BA3KY Ta KOMIIOTEPHUX MEPEXK.

PesysbTaTu. 31iiicHeHa MOCTAHOBKA 3a/1adi Ta BBEJICHI MOKa3HUKH JO3BOJIMIIM BUPIMIATH 3a/1a49y BH3HAYEHHS MiHIMAJIBHOTO pe-
cypcy 3aco0iB IECTPYKTHBHOTO BIUIMBY Ta ONTHMAJIBHOTO PO3MOAUTY X MO LIIAX pajioNoNaBICHHS Ha OOEKTaxX JECCTPYKTUBHOTO
IIPOrPaMHOTO BIUIUBY JJISL JOCATHEHHS ITOTPIOHOTO PiBHS MOPYIIEHHS ONEPaTUBHOCTI iH(pOpManiiiHOro 0OMiHy y ClielialIbHUX Tele-
KOMYHIKAI[IHHUX CHCTEMaX.

BucnoBKkH. 3a pe3ysbTaTaMH CTaTTIpO3pOOIEHO METOJ| ONTHMI3ALIl PO3MOaily pecypcy 3aco0iB pamionogaBiIeHHs Ta JeCTPyK-
THUBHOTO NPOTPAMHOI0 BIUIUBY JUIsl PO3POOKH MOJMIIMBHX CLEHApiiB MOPYLIEHHS IMPOTHBHUKOM iH(pOpManifHOro oOMiHy y THIOBil
TeneKoMyHiKaliliHii Mepexi. [lepeBipky 3amporoHOBaHOrO METOAY 3MIHCHEHO HUIIXOM IOPIBHSHHS TEOPETHYHHX PE3yJIbTaTiB 3
pe3ysibTaTaMH IMITAL[ifHOrO MOJICNIOBaHHS CLEHAPiiB HOPYLICHHS MPOTHBHUKOM iH(OpMaliiHOro 0OMiHYy y TeleKOMYyHiKauiiHii
Mepexi.

KJIFOYOBI CJIOBA: indpopmariitauii 0OMiH, KOMIIIOTEpHA paxioMepeka, KOMIIOTEpHA aTaka, 3axucT iHdopmaiii, paaiorno-
JIABJICHHSI, ONITHUMI3allisi PO3MOJLITY pecypcy, IeCTPyKTHBHHUII BILIUB.
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ABSTRACT

Context. The issues of structuring group expert assessments are considered in order to determine a generalized assessment under
inconsistency between expert assessments. The object of the study is the process of synthesis of mathematical models of structuring
(clustering, partitioning) of expert assessments that are formed within the framework of Shafer model under uncertainty, inconsis-
tency (conflict).

Objective. The purpose of the article is to develop an approach based on the metrics of theory of evidence, which allows to iden-
tify a number of homogeneous subgroups from the initial heterogeneous set of expert judgments formed within the framework of the
Shafer model, or to identify experts whose judgments differ significantly from the judgments of the rest of the group.

Method. The research methodology is based on the mathematical apparatus of theory of evidence and cluster analysis. The pro-
posed approach uses the principles of hierarchical clustering to form a partition of a heterogeneous (inconsistent) set of expert evi-
dence into a number of subgroups (clusters), within which expert assessments are close to each other. Metrics of the theory of evi-
dence are considered as a criterion for determining the similarity and dissimilarity of clusters. Experts’ evidence are considered con-
sistent in the formed cluster if the average or maximum (depending on certain initial conditions) level of conflict between them does
not exceed a given threshold level.

Results. The proposed approach for structuring expert information makes it possible to assess the degree of consistency of expert
assessments within an expert group based on an analysis of the distance between expert evidence bodies. In case of a lack of consis-
tency within the expert group, it is proposed to select from a heterogeneous set of assessments subgroups of experts whose assess-
ments are close to each other for further aggregation in order to obtain a generalized assessment.

Conclusions. Models and methods for analyzing and structuring group expert assessments formed within the notation of the the-
ory of evidence under uncertainty, inconsistency, and conflict were further developed. An approach to clustering group expert as-
sessments formed under uncertainty and inconsistency (conflict) within the framework of the Shafer model is proposed in order to
identify subgroups within which expert assessments are considered consistent. In contrast to existing clustering methods, the pro-
posed approach allows processing expert evidence of a various structure and taking into account possible ways of their interaction
(combination, intersection).

KEYWORDS: theory of evidence, distance metric, dissimilarity measure, clustering, expert evidence, uncertainty,
inconsistency.

ABBREVIATIONS Conf(Ex, Gg) is a measure reflecting the degree of con-
bpa is a basic probability assignment; flict between E, and group G;
CCT isacophenetic correlation test; ConfLev is a given limit level of conflict;
Dl is a Dunn index; d(m;, m;) is a distance metric value;
DST is a Dempster-Shafer theory; d;(m;, m;) is a value of the Jousselme’s distance meas-
SSE is a sum of the squared error. ure between two groups of evidence;

Dst is a matrix of pairwise distances;

E is a group of experts;

E” is a set of experts candidates for the subgroup with
consistent estimates Gg;

E, is an expert whose preferences are selected as a
reference element;

NOMENCLATURE
A is a set of alternatives;
avg(-) is an arithmetic average of its argument;
B is a set of expert preference profiles;
Bj reflects the preferences (choice) of expert Ej;

b¢ is a k-th evidence formed, within the given scale E®" is a group of experts whose assessments differ
of preferences, by the expert E;; significantly from the assessments of the rest of the
' r group;
© Davydenko Ye. O., Shved A. V., Honcharova N. V., 2023
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fis a single group decision;
fi is an individual expert preference;
Gy is a group of experts with consistent assessments;

GiJ is a subgroup of expert evidence for which the

level of conflict I; is acceptable;

P is a preference relation of the type P={>} (strict
ordering), or P={ =, ~ } (non-strict ordering);

Rye; is a result ranking;

I is a predetermined threshold level of conflict re-
sponsible for expert E;j belonging to the subgroup Gg;

Iy is considered equal to 0;

m; is a 2°-dimensional vector-column, the elements of

which are the bpa’s of focal elements formed over the i-th
group of evidence;

(mi)T is a transposed vector m; (string vector);

m‘} is a vector of bpa’s formed by the expert EJ- in
group Gq;

(m1-m2) is a difference of the corresponding vectors;

n is a number of examination objects (alternatives);

pis a number of formed groups of experts G4 with
consistent assessments;

r is a number of experts in Gg;

S(B;;, BJ-) is a Jaccard coefficient;

t is a number of experts in expert group E;

2" is a set of all possible subsets formed on the set A;

[n] is an operator for processing individual expert as-
sessments (methods, rules, algorithms);

|-| is a cardinality of its argument.

INTRODUCTION
Group choice usually means the development of an
agreed group decision on the order of preference of ana-
lyzed objects based on the individual judgments of ex-
perts. In other words, the problem of group choice is the
problem of structuring individual preferences f;, f, ..., f;
into a single group decision f [1]:

(f, fppoe, fr)= T
f 1)
[7]

To select a method for obtaining a generalized as-
sessment based on a set of group expert assessments, first
need to test them for homogeneity (consistency). The re-
sults of such testing can lead to one of two possible cases:

1) the set of expert assessments is characterized by a
high degree of consistency (which indicates their homo-
geneity);

2) the group of experts contains those whose assess-
ments may differ in value from the assessments of the
majority, the presence of such assessments in the total set
of group expert assessments violates its homogeneity
(consistency).

If the analysis reveals a high degree of consistency, a
procedure of expert evidence aggregation is performed in
order to obtain a final (group) ordering (ranking) of the
analyzed objects (alternatives) in form of:

© Davydenko Ye. O., Shved A. V., Honcharova N. V., 2023
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Rrez : AjPAkP...PAz, V(AJ VA Az) € A. (2)

The lack of consistency (homogeneity) indicates the
presence in the commission of such experts who have
different (but similar (homogeneous, agreed upon) within
the same subgroup) points of view on solving the problem
under consideration. Such situation arises, for example,
due to the presence among the group of experts of repre-
sentatives of different scientific schools or even teams. In
the worst case, as a result of an expert survey, a signifi-
cant number of small subgroups of experts are formed,
with consistent judgments.

As a result, two tasks arise:

1) identifying and excluding outlier observations;

2) division (clustering) of the initial set of experts’
judgments into several subgroups (clusters) of experts
with similar (agreed, homogeneous) assessments, for their
further analysis and determination of the aggregated as-
sessment.

The object of study is the process of synthesis of
mathematical models of structuring (clustering, partition-
ing) of expert assessments that are formed within the
framework of Shafer model under uncertainty, inconsis-
tency (conflict).

The subject of study is the models and methods of
the group expert assessment analysis and structuring in
the context of multi-alternative, inconsistency, conflict,
uncertainty and their combinations.

The purpose of the work is a development of an ap-
proach based on the metrics of theory of evidence, which
allows to identify a number of homogeneous subgroups
from the initial heterogeneous set of expert judgments
formed within the framework of the Shafer model, or to
identify experts whose judgments differ significantly from
the judgments of the rest of the group.

1 PROBLEM STATEMENT
Let a group of experts E={E;| ] =1,_t}, evaluating
some initial set of objects of expertise (alternatives)
A={A|i=1n}, forms profiles of expert preferences

B={Bjl] =1t}, where B; is a 2*-dimensional vector.
Profile B; —{bJ |k =15}, s=2", reflects the prefer-

ences (choice) of expert E;, each element of which is built
on the basis of a system of rules:

1. b} ={2};

2. b) ={A};

3.b) ={A|i=1v},v<n;
4.b) =A={A|i=1n}.

©)

The task consists (in case of absence of agreement be-
tween the opinions of the members of the expert commis-
sion) to identify from the total set of expert judgments,
subgroups of experts E = {G}, {Gz},..., {Gq}, ..., {Gp}
(GqcE, {Gg} ={Es....E}, t=r>1,t>p=>1), who have
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a similar opinion and identify such experts E;, who do not
belong to any of these subgroups, that is, E;c G, pro-
vided, that |G| = 1 (if any).

We will assume that:

1) judgments of E;c G, 1>2 are considered consis-

tent;

2) judgments of Ejc G, |G| = 1 are considered atypi-
cal, that is, significantly different (conflict) from other
expert judgments.

Provided that p =1 (and therefore t =r) the evidence
of the entire group E are considered consistent.

If there is a trend p—t and r—1 (formation of a sig-
nificant number of small groups Gg) the further analysis is
inappropriate.

An example of the worst situation is the formation of
the maximum possible number of subgroups, such that
V Gq:|Ggl =1 (q=1p, p=t); moreover, the best situa-
tion is considered to be in which |G4| =t, g=1.

Thus, it is necessary to construct a decision rule that
allows one to unambiguously determine whether the ex-
pert E, belongs to the group Gry,.

Further, additional procedures can be applied to bring
together the opinions of different subgroups. Or, provided
that the expert evidence are stable and final (formed tak-
ing into account the positions of all survey participants),
the procedure for aggregating expert evidence is carried
out for each of the resulting subgroups of experts Grq sep-
arately.

2 REVIEW OF THE LITERATURE

An analysis of methods that can be used to solve the
problem of dividing group expert assessments into homo-
geneous, in a certain sense, subgroups has shown that
their effective implementation is not always possible. For
example, when analyzing expert assessments formed
within the framework of numerical scales (absolute), the
following methods have become widely used: cluster
analysis methods based on the determination of distance
functions, for example, Euclidean distance, Manhattan
distance, Chebyshev distance, etc. [2-4]; clustering based
on mathematical programming methods (dynamic pro-
gramming, integer programming) [5, 6]; clustering based
on estimation of probability density functions [7], etc.

To analyze expert judgments formed in ratio or order
scales, non-numeric data clustering methods, for example,
the Kemeny median method [8], can be used.

A justified choice and use of the considered methods
for solving the problem of dividing group expert assess-
ments in order to search for homogeneous subgroups can
be carried out provided that various types of ignorance
that arise in the process of obtaining and processing ex-
pert information are correctly taken into account. It is also
necessary to take into account the possible structure of
expert evidence (consonant, consistent, arbitrary, etc.),
and take into account possible ways of their interaction
(intersection, union, absorption) [9].

An effective mathematical apparatus that allows to

correctly operate with such types of structures of expert
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evidence is the theory of evidence (Dempster-Shafer the-
ory, DST) [10-12]. To solve the problem of assessing the
distance between different types of structures of expert
evidence in order to determine the degree of similarity of
expert evidence, distance measures of evidence in Demp-
ster-Shafer theory [13-16] can be applied.

3 MATERIALS AND METHODS
Let A={A li=1n} be a set of alternatives and a

group of experts E={E;]| j :1,_t} carrying out the ex-

amination. Within the notation of the DST, the set of ini-
tial data (alternatives, objects of examination) called the
frame of discernment is a set of exhaustible and mutually
exclusive elements [10-12]. Based on the analysis of A,
according to the results of the expert survey, a subset sys-

tem B={B;|j=1t} can be formed, where B; is a 24~

dimensional vector reflecting the preferences (choice) of
the expert E;, each element of which is built according to
a system of rules (3).

So, for example, by assessing the initial set of alterna-
tives A={a, b, c} by a group of experts E={E;, E,} the
following profiles of expert preferences can be formed:

Blz{{a}r{b! C}}, Bzz{{a},{b},{C}}.
If the condition wb] € B :(Ib) |=1) A (| Bj |=n) sat-

isfied for Vv Bj c B, then the results of expert survey in
form of a set of group expert judgments (evidence) can be
presented in the form of n x t dimension matrix:

Bi) (bl b ... b
Bo| |b2 b ... b2
B: ce. — ..'. ..'. e ..-. i (4)
Bj| |b/ b) ... bd
B.) \bl by ... bf

In matrix (4), each row includes the judgments of an
expert E;, for all objects, and the column includes judg-
ments of the entire group of experts for a given object A;.

For each subset B;, j=1,_t, a vector of bpa’s
mj ={m|i =15}, s=2" will be constructed whose
elements satisfy the condition [11, 12], m: 2°— [0,1]:

0<m()) <1, m@)=0, Y m(b))=1
bice ©)
k €Pj
One of the metrics of the distance between expert evi-
dence is taken as a measure of conflict [13-16]. Since
expert evidence cannot be expressed in numerical terms,
it is possible to establish that the original objects (experts)
belong to any groups (classes) only on the basis of their
similarity to each other.
The choice of metric is one of the main factors influ-
encing the results of partitioning the initial set of expert
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evidence and forming subgroups of experts with fairly
close estimates. As a rule, the choice of metric is quite
subjective and is determined by an analyst independently
based on his / her own experience.

Let us consider the procedure for generation of G
(V G,™" c E) provided that the evidence of E;c G, do
not exceed the specified threshold ConfLev of the conflict
coefficient.

1. Assessing the degree of similarity of expert evi-

dence. For each pair <m;, mp>, V(i, j):ﬁ, i #j, esti-
mates of the distance measure are determined, for exam-
ple, the Jousselme distance [15]:

dJ(m11m2)=\/%(m1—m2)T D(m; —my) (6)

where D is a matrix of 2 x 2 dimension, the elements
of which are defined as

1 ifB =B;

D(B’B)Z{S(B,B), VB,B €A.

()
The S(B;, Bj) function corresponds to the Jaccard co-
efficient S(B;, B;) =| B; N B |/]1Bj uBjl.
The results are stored in the form of a matrix of pair-

wise distances, which is symmetrical about the main di-
agonal in form of;

- d(mg,my) d(mg,my)

Dst .. d(my,my) @®)

d(m¢,mg) d(mg,my) ... -

where d(m;, m) =d(m;, m), ¥(@i, j) =1t ,i#].

2. Formation of a set of
E =E={Ej|j=1t} ingroup G,

3. Determination of the acceptable conflict level Con-
fLev.

4. Formation of a subgroup of experts GgcE,
q=1p.

4.1 In matrix (8), the minimum value of measure
d(mi, m;) is sought, which corresponds to the distance
between the two closest evidence E; and E;.

If d(m;, m;) does not exceed a given ConfLev level,
then evidence E; and E; (Ei |Ej e E:) are added to the clus-
ter G and removed from the set E = E \( E; UE;).

If such a pair is not found, the algorithm stops. It is as-
sumed that |E’| single-element E,e E~ subgroups are
formed from the elements of the set E.

4.2 For ¥V E e E in (8) the minimum value of the
measure is sought, which reflects the degree of conflict
between Ey and the group G, [17]:

candidates
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Conf(Ek,Gq)=F_Zld(mk,m‘}), r=/Gql. )
j=

If the value (9) does not exceed the specified ConfLev
level (if necessary, an additional condition is imposed:
V Ej e Gq: d(my, mj) < ConflLev, k#j), then E, evidence
is added to the cluster G, and removed from the set
E'=E \E.

If all elements of E” have been sorted out, then pro-
ceed to step 5.

5. Correction of the matrix Dst by removing elements
belonging to a set E\ E".

6. Repeat steps 4-5 until E” # @.

Let us consider the procedure for generation of G,
provided that the estimates of Ejc G4 do not exceed the
specified threshold conflict level I,

1. Assessing the degree of similarity of expert evi-
dence. Formation of matrix (8) elements.

2.  Formation of a set of

E'=E={Ej|j=18.

candidates

3. Establishment of threshold values I, q=1,p, re-

sponsible for certain levels of conflict (for example, low,
medium, high conflict).

4. Selection a reference element E, € E’.

Algorithm_1:

4.1a YV E.e E it is defined estimates characterizing
the degree of conflict between E, and E \ E,[17]:

*

t * *
L Sdmem). C4E ] o)

—1j=1j=k

Conf (E,E") =

4.2a The reference element E, e E” is selected, which
is provide min(Conf(E,, E’)). Element E, is a least con-
flicting in relation to the entire group of experts.

Algorithm_2:

4.1b V E,e E" are determined estimates in accor-
dance with (10).

4.2b A subgroup of elements E®" < E" is formed
such that for Ej e E®" the value of measure (10) is sig-
nificantly different (sharply different) from the value of
measure (10) for the rest of the group E"\ E®".

4.3b The reference element Ey € E is selected, which
is provide min(Conf(E,, E"\ E©™). Element Ej is a least
conflicting in relation to a group of experts from which
experts with conflicting evidence are excluded.

Algorithm_3:

4.1c Based on the values of matrix (8), a set Glj,

jzl,_t is formed. The subgroup Glj includes estimates
of Ex e E” for which the following condition is satisfied:

V(Ej Ex) eGJrd(m, my <l k=1t,j#k  (11)

Thus, for a subgroup Glj , the Eje E” is a reference

element.
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4.2c The reference element E,=E; EjcE’, is se-
lected such that max(| GlJ |). That is, a reference element
i

Eq ensures the formation of the largest group of consistent
(with the lowest specified level of conflict) evidence.

5. Based on the values of matrix (8), Vg, q=1p

according to the reference element E,, the resulting sub-
groups are formed on the set of E in such a way that

VE;e G, q=1 p, r>1 the following condition is satis-
fied:

i=1r, lgi<d(mo, my) <l (12)

5.1 When forming a cluster G,, g =1, p, all elements

of the set E™ are searched for compliance with condition
(12).

The element E; does not fall into the class G if the
condition V Ej, Es € Gg: d(m;, mg) <1y, j#s, is not satis-
fied.

If E;j is added to the cluster G, then it is removed from
the set E" = E"\ E;.

5.2 The procedure provided for in clause 5.1 is re-
peated p—1 times or terminated early if E' = @.

4 EXPERIMENTS

A comparative analysis of the proposed approaches to
identification of homogeneous subgroups of expert as-
sessments among an inconsistent initial set of expert evi-
dence and agglomerative clustering methods have been
carried out. The following classical methods have been
considered: Ward’s method (Ward), single-linkage (Sin-
gle), complete-linkage (Complete), centroid (Centroid).

The class of agglomerative clustering methods was
chosen due to the fact that, firstly, the proposed approach
is based on the principles underlying agglomerative algo-
rithms. Secondly, the goal of the proposed approach is to
obtain such coverage (partitioning) of the initial set of
expert evidence that ensures the formation of subgroups
of experts with consistent assessments (consistent in the
sense that the level of conflict between expert evidence
belonging to the same group does not exceed a given
threshold level of conflict) rather than determining the
optimal number of classes. Accordingly, it is the princi-
ples and mechanisms underlying agglomerative algo-
rithms that make it possible to terminate the agglomera-
tion process at an iteration ahead of schedule, when the
merging of clusters occurs at an unacceptable level of
conflict. Thereby reducing the running time of the algo-
rithm.

Case 1. For studying the effectiveness of the proposed
approach (Method_1), which makes it possible to form a
partition of a set of assessments into consistent (homoge-
neous) subgroups, provided that a certain threshold (ac-
ceptable) level of conflict ConfLev is specified, five test
samples were formed, Table. 1.

The task was to form consistent subgroups of expert
evidence with a ConfLev <0.3. Testing was carried out
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for samples of ten, 20 and 30 elements. The maximum
sample size did not exceed 30 values, since usually a
group of experts does not exceed 25-30 people.

Table 1 —Principles for test samples formation
Sample formation method

consistent estimates (max distance between evidence is
equal to 0.2)

moderately conflicting expert evidence (30% of the sam-
ple is a group of expert evidence with an average distance
equal to 0.3 in relation to the expert evidence of the main
group)

conflicting expert evidence (30% of the sample is a group
of expert evidence with an average distance equal to 0.3
in relation to the expert evidence of the main group; 17%
of the sample is a group of expert evidence with an aver-
age distance equal to 0.4 in relation to the expert evidence
of the main group)

highly conflicting expert evidence (17% of the sample is a
D group of expert evidence with an average distance equal
to 0.5 in relation to the expert evidence of the main group)
highly conflicting expert evidence (17% of the sample is a
E single expert evidence with an average distance equal to
0.6 in relation to the expert evidence of the main group)

Sample

A

Case 2. To study the effectiveness of the approach
(Method_2), which makes it possible to form a partition
of a set of estimates into consistent (homogeneous) sub-
groups, provided that several different threshold levels of
conflict I, are specified, a method was chosen based on
the search for a reference element using Algorithm_3.

Testing was carried out for samples of ten, 20 and 30
values.

Rule for generating a test sample:

— 50% of the sample is a group of expert evidence
with max distance between evidence equal to: 0.170
(n =10); 0.234 (n = 20); 0.220 (n = 30);

— 13% of the sample is a group of expert evidence
with an average distance of 0.1 in relation to the expert
evidence of the main group;

— 13% of the sample is a group of expert evidence
with an average distance of 0.2 in relation to the expert
evidence of the main group;

— 13% of the sample is a group of expert evidence
with an average distance of 0.3 in relation to the expert
evidence of the main group;

— 11% of the sample is a group of expert evidence
with an average distance of 0.4 in relation to the expert
evidence of the main group.

5 RESULTS

Let’s analyze the results obtained.

Case 1. Table 2 shows the values of the obtained co-
phenetic correlation coefficient using the Mantel test for
clustering results.

As can be seen from Table 2, in most cases the pro-
posed method gives the maximum value of cophenetic
correlation coefficient (p-value = 0.001).

For samples C and E, testing was carried out only for
the samples of 20 and 30 elements.

Table 3 shows the results of a comparative analysis of
the considered clustering methods (F, is an average dis-
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tance in a cluster; F; is an average distance between clus-
ters).

For samples B and D, all considered methods gave the
same result. Both samples were formed according to the
rule: one group of evidence with a moderate (sample B)
and significant (sample D) level of conflict was added to
the main consistent population.

For samples C and D, the proposed method provides
the highest value of the silhouette index; for sample D,
the proposed method provides the maximum silhouette
index and modified Dunn index (DI); the lowest value of
the ratio of the average intra-cluster distance (Fg) to the

average inter-cluster distance (F), which indicates better
separation of clusters and greater compactness of ele-
ments in the cluster compared to other methods.

Case 2. The results of the analysis are given in the
Table 4.

For samples of sizes ten and 20, the proposed method
provides the highest value of the cophenetic correlation
coefficient according to the Mantel test (p-value = 0.001),
and the formation of a cluster with the largest number of
consistent expert evidence.

Table 2 — Analysis of the quality of clustering results

n=10 n=20 n=30 n=20 n=30
Sample Method max max max Sample max max
CCT CCT CCT CCT CCT
d(m;,m;) d(m;,m;) d(m;,m;) d(m;,m;) d(m;,m;)
Method_1 0.700 0.784 0.696 0.930 0.926
Ward 0.684 0.622 0.612 0.923 0.920
A Single 0.092 0.669 0.169 0.760 0.169 0.600 C 0.411 0.912 0.441 0.878
Complete 0.698 0.769 0.613 0.906 0.915
Centroid 0.626 0.719 0.641 0.929 0.920
Method_1 0.976 0.960 0.932 0.973 0.956
Ward 0.975 0.957 0.926 0.947 0.937
B Single 0.334 0.974 0.341 0.957 0.354 0.914 E 0.657 0.957 0.654 0.783
Complete 0.975 0.925 0.907 0.965 0.201
Centroid 0.975 0.960 0.923 0.965 0.951
Method_1 0.981 0.939 0.978
Ward 0.979 0.932 0.976
D Single 0.576 0.981 0.530 0.935 0.646 0.975
Complete 0.981 0.841 0.952
Centroid 0.980 0.938 0.978
Table 3 — Comparative analysis of clustering methods (n = 30)
. Clusters :
Distance Silhouette score|
sample Method | CGenerated Detected G SSE DI | Fo/Fs
max | min Ne Size Ne Size Diameter d(mymy) Si  |avg(S)
1 20 1 20 0.188 0.082 | 0.695
B 0.354| 0.004 | All methods 5 10 5 10 0111 0057 T079% 0.728 0.115 3.425 | 0.263
Method_1, 1 16 1 16 0.188 0.078 | 0.712
Ward, Single, [ 2 9 2 9 0.111 0.060 | 0.603 | 0.674 | 0.098 1.997 | 0.240
Centroid 3 5 3 5 0.080 0.050 | 0.681
C 0.441| 0.004 1 16 1 14 0.117 0.060 | 0.464
2 9 2 9 0.111 0.059 | 0.603
Complete 3 5 3 5 0.080 0050 10661 0.562 0.050 2.32 0.207
4 2 0.023 0.023 | 0.771
1 25 1 25 0.200 0.071 | 0.863
D 0.646 | 0.004 | All methods 5 5 5 5 0.180 0112 10783 0.850 | 0.116 465 | 0.150
1 25 1 25 0.192 0.074 | 0.777
Method_1, 2 2 0.100 0.100 | 0.612
Centroid , - 3 1 = = = 0.738 | 0.106 2.590 | 0.158
4 2 0.087 0.087 | 0.745
25 1 25 0.192 0.074 | 0.752
Ward 2 5 2 3 0.278 0.206 | 0.536 | 0.734 0.149 2.127 | 0.180
3 2 0.087 0.087 | 0.800
E 0.654 | 0.004 1 25 1 22 0.228 0.126 | 0.408
Single 2 4 0.078 0.045 | 0.569 | 0.375 0.284 0.960 | 0.300
A = = = =
1 25 1 21 0.169 0.068 | 0.189
2 4 0.048 0.038 | 0.389
Complete 2 5 3 2 0.100 0.100 | 0.612 | 0.274 0.067 0.926 | 0.201
4 1 - - -
5 2 0.087 0.087 | 0.745
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Table 4 — Comparative analysis of clusterin

methods when forming the largest group of consistent evidence (I; = 0.2)

S | Distance Method ccT Clusters Elements of the largest cluster with I, = 0.2
ample max | min etho Count | maxsize | Diameter Detected Generated
Method_2 0.934
Single 0.925 3 0.183 | {E1,E2E3E4EsEr,EgEro} {E,E
10 0.421(0.030| cCentroid 0.929 EGZE]84E’10}
Ward 0.828 e
Complete 0.836 2 0.183  |{E1,EzE3E4EeErEsEw}
Method_2 0.869 {E1,E3,E4Es,EgE10,E1,
= 4 10 0.134
Centroid 0.861 E12,E18,E20} E?Eigésl
20 0.3990.021 i e
Single 0.870 4 0.124 |{Es,Es,E7,E10,E11,E15,E15,Exc} Eu.E16,Ezs,
Ward 0.872 Ex}
Complete 0.766 10 0.145 {Eg,Eg,Elg,Ezo}
E,,E3,E4,Es,E10,E12,E15,E18,E19,E:
Method 2 ) l 5 1 l { 2,3,4,05,L10,12,E15,18, 19,20,
- 088 6 0.189 E21,E25,E25,E6,E29,Ea0}
Ward 0.827 4 12 0.144 |{EsBuBu0ErBisEi ko, {EE4Er,
EzlYEZZVEZSYEZGVE30} ES E12 E14
30 0.394{0.030|  Single 0.849 1 0132 |{EsEwEisEubnka, E17.E1s.Ea,
Ezz,E25,E30} E22 E24 EZG
{Es,E4,E10,E12,E18,E10,E20, a0
Complete 0.752 5 12 0.144 Ezs,E:
p E21,E22,E25,E26,Ea0} Ea}
. E,,E3 E4EsE10,En,E
Centroid 0.864 8 14 0155 |{F1EsEuBoBi0En B
E17,E10,E21,E24,E26,E28,Es0}

As can be seen from Table 4, for a sample size of 20,
none of the methods under consideration identified the
evidence of experts E,, Ey4 and Eyg (for a sample size of
30, this is the evidence of expert E;) as belonging to the
initially formed consensus subgroup. But this is explained
by the fact that when forming the initial group of consis-
tent expert evidence (which is 50% of the test sample) for
n = 20, the maximum distance between expert evidence
was 0.234 (with n = 30, the maximum distance between
expert evidence was 0.220), and the splitting of the total-
ity of expert evidence into clusters occurred at the level of
conflict (distance) I; = 0.200.

6 DISCUSSION

The analysis of tasks and methods for processing
group expert assessments allows to conclude that solving
the problem of finding generalized (aggregated) assess-
ments, on the basis of which recommendations are formed
for the decision maker, largely depends on the effective
solution of clustering and ranking problems.

The problem of clustering (partitioning) expert as-
sessments arises in situations where the results of the ex-
amination are characterized by a lack of consistency,
which creates certain difficulties in determination of gen-
eralized assessments.

To solve the problem, two approaches are proposed.
The first is to form subgroups of experts that have agreed
upon assessments, provided that a certain threshold (ac-
ceptable) level of conflict ConfLev is specified. The evi-
dence of experts included in subgroup G4 does not exceed
a certain conflict level ConfLev. In this case, p subgroups
of experts can be formed, within which the expert opin-
ions can be considered consistent, but formed subgroups
can be in conflict with each other.

The second approach allows to identify subgroups of
experts within which expert opinions can be considered
consistent, but with different threshold levels of conflict
lq- Thus, for example, a group of experts G; will be ob-
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tained with a low level of conflict between the expert evi-
dence belonging to it; group of experts G, — with a mod-
erate level of conflict; a group of experts G; — with a sig-
nificant level of conflict, etc.

CONCLUSIONS

The paper proposes a technique for structuring group
expert assessments, which is based on the mathematical
apparatus of the theory of evidence. The proposed ap-
proach allows, in the absence of an acceptable level of
consistency (consensus, homogeneous) between expert
evidence, to identify from the original set of experts sub-
groups with similar (in a certain sense) assessments (pref-
erences). Various distance measures of evidence (in the
framework of DST) were used as a degree of similarity.

The scientific novelty of obtained results is that the
models and methods of group expert assessment analysis
and structuring under inconsistency, conflict, uncertainty
and their combinations are received the further develop-
ment.

Unlike existing methods for clustering expert assess-
ments, the proposed approach allows processing expert
evidence of a various structure: consonant, consistent,
arbitrary, etc.; take into account possible combinations
and overlaps of expert evidence.

The proposed approach is based on the mathematical
apparatus of distances in evidence theory, which allows to
assess the degree of dissimilarity (conflict) between se-
lected groups of expert evidence, taking into account their
structure. Expert evidence is considered consistent (ho-
mogeneous) if the value of the selected metric for all evi-
dence of the selected subgroup does not exceed a speci-
fied threshold level.

The practical significance of the obtained results is
that the proposed approach can be used as an additional
tool for identifying experts (one or more) whose assess-
ments are based on the results of several examinations,
largely from the assessments of the main group. Next, it
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PO3POBKA METOJUKH CTPYKTYPU3AIIL TPYIIOBUX EKCIIEPTHUX OI[THOK B YMOBAX
HEBU3HAYEHOCTI TA HEY3I'OA’KEHOCTI

JlaBugenko €. O. — xaHa. TeXH. HAyK, JOLEHT, 3aBilyBad Kadenpu imxeHepii mporpamuoro 3abe3nedeHHs YopHOMOPCHKOTO
HalliOHAJILHOTO yHiBepcuteTy imMeHi [lerpa Morumu, Mukonais, Ykpaina.

IBex A. B. — 1-p Hayk, npodecop, npodecop kadeapu imkeHepii mporpaMHoro 3adesnedeHHs YopHOMOPCHKOTO HAIliOHAIBHO-
ro yHiBepcurteTy imeHi [Terpa Morwmu, Mukonais, YkpaiHa.

T'onuaposa H. B. — acnipanTka kadenpu imkeHepil nporpamuoro 3adesnedenHss YopHOMOPCHKOro HalliOHAJIBHOTO YHIBEpCUTe-
Ty imeni [Terpa Morunu, Mukonais, Ykpaina.

AHOTAULIA

AKTyaJbHicTb. PO3IIISHYTI IMTaHHS CTPYKTYpHU3allii IPyMOBUX €KCIEPTHUX OIIHOK 3 METOI BU3HAUCHHS y3aralbHEHOI OI[IHKH
y BHIIQJIKY BiJJICYyTHOCTI y3TO/PKEHOCTI €KCHEPTHHX OIHOK. O0’€KTOM MOCHTIIKEHHS € MPOLECH CHHTE3y MaTeMaTHYHHX Mojeiei
CTpyKTypu3aLii (kiacrepusanii, po30UTTS) eKCIIEPTHHX OLIHOK, 10 (opMyIoThCs B pamkax mozneni [lleiidepa B ymoBax HeBH3Haue-
HOCTI, Hey3romkeHocTi (KoHIikTy). Mera poGoTH — po3pobKa mifxoy Ha OCHOBI METPHK TEOpii CBiIOLTB, 110 JO3BOJISE i3 BUXIiJ-
HOI HEOJHOPITHOI CYKYITHOCTI €KCIePTHHX OLIHOK, copMOBaHUX B pamkax mozeni Illefidepa, BUALIATH ps OQHOPIIHUX MIATPYTI,
a00 izeHTH(iKyBaTH EKCIEPTIB YMT OLIHKH B 3HAYHIH Mipi BiPI3HAIOTHCS BiJ] OLIIHOK PELITH IPYIIH.

Metoa. Merorka JOCII/DKEHHS IPYHTYEThCS Ha MAaTEMAaTHYHOMY arapari Teopii CBiJIOLTB, KJIAaCTEpPHOMY aHalli3i. 3alpoIoHO-
BaHMH IMiXi{ BAKOPUCTOBY€E HMPHHIMIIN i€papXivHOi KiacTepu3auii npu GopmMyBaHHI PO30OUTTSI HEOJHOPIMHOT (HEY3roKEHOT) CYKy-
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ITHOCTi €KCIIEPTHUX CBIJOLTB HA P MArpyH (KiactepiB), BCEPEIHHI SIKUX OL[IHKH €KCIEPTiB OJIM3bKi MK co00r0. B sikOCTI KpuTe-
pif0 BU3HAYEHHS CXOXKOCTI Ta BIIMIHHOCTI KJIACTEpiB PO3MJIIHYTI METPHKH Teopii cBimouTB. OLIHKH EKCIIEPTIB BBaXKAIOTHCS y3r0-
JUKEHUMH Y C(hOPMOBAHOMY KJIACTEPI, SKIIO cepelHiii ab0 MakCUMaIbHUH (B 3aJIEKHOCTI BiJl BUSHAYEHUX TI0YATKOBUX YMOB) piBEHb
KOH(ITIKTY MiXK HUIMH HE TIEPEBHIIY€E 3aIaHUil IOPOTOBHiA PiBEHb.

Pe3yabTaTn. 3anponoHoBaHa METOAMKA CTPYKTypHU3alii eKcriepTHOI iHpopMalii 103BOJIsI€ OL[IHIOBAaTH PiBEHb Y3rOHKEHOCTI eK-
CIEPTHUX OIIIHOK yCEpeAMHI €KCIEePTHOI TPylH HAa OCHOBI aHANi3y BifICTaHI MDX EKCIIEPTHHUMH CBIiIONTBaMH. Y pa3i BiACYyTHOCTI
Y3TO/KCHOCTI BCEPEONHI €KCIEePTHOI TPYIMH 3alpONOHOBAHO BUIUIATH 3 HEOTHOPIAHOI CYKYIMHOCTI OIIHOK MiATPYIH €KCIEPTiB,
OLIIHKHY SIKUX OJM3BKI JJISI MOJAIBIIOro iX arperyBaHHs 3 METOI0 OTPHMAaHHS y3arajabHeHoi ominky. HasBHicTs y koMicii Hebararbox
TPYI €KCHEPTiB i3 y3ro/UKEHUMH OLIHKAMU MOJXKE CBIAYMTH MO HAsBHICTH €KCHEPTIB, IO MAIOTh Pi3HUH MOTJIL] HA aHAII30BaHY
mpooeMy.

BucnoBku. [lictany noganbIoro po3BUTKY MOJIENi Ta METO/IN aHalli3y Ta CTPYKTypHU3aLil IpylnoBUX eKCIIEPTHUX OLHOK, chop-
MOBAaHHX B paMKax HOTALil Teopii CBiIONTB B yMOBaX HEBU3HAYCHOCTI, HEY3rOKEHOCTI, KOHQIIIKTY. 3alpOIIOHOBAaHO METO]] KlIacTe-
pu3aLii rpyrnoBuX eKCHEPTHHX OLIHOK, 110 GOPMYIOTECS B YMOBAaX HEBH3HAYCHOCTI Ta HEY3TOLKEHOCTI (KOHOIIKTY) B paMKax Mo-
nemni Hleiidepa, 3 MeTOr0 BUAUICHHS MATPYI, BCEPEAHHI SKUX OLIHKU €KCIIEPTiB BBAXKAIOThCA y3rokeHMMHU. Ha BimMiHy Bif icHYFO-
YHX METOJIB KJIACTEPH3aLlii, 3alIPOIIOHOBAHMH MiIXi]] T03BOJISIE OOPOOIIATH EKCIIEPTHI CBiIONTBA TOBUTBHOT CTPYKTYPH, BpaXOBYBaTH
MOXJIHBI crioco6u 1x B3aemonii (06’ €fHaHHSI, IEPETHH).

KJIFOYOBI CJIOBA: Teopist CBiIONTB, METPUKH TEOPii CBIONTB, KIaCTepPH3allis, MipH BIJICTaHI, EKCIIEPTHI CBiJOITBA, HEBU-
3HAUYEHICTh, HEY3TO/PKCHICTb.
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ABSTRACT

Context. At present, when creating new and upgrading existing radar systems, solid-state generator devices are widely used,
which imposes certain restrictions on the peak power of probing signals. To overcome this limitation, longer duration signals with
internal pulse modulation are used. The main efforts of the researchers are focused on reducing the maximum level of the side lobes
of the autocorrelation function of such signals, which, without taking additional measures, has a significant level, which complicates
the work of systems for detecting and stabilizing the level of false alarms. Attention is paid to signals with non-linear frequency
modulation, which consist of two and three linearly frequency-modulated fragments. The maximum level of the side lobes of such
signals depends significantly on the frequency-time parameters of the fragments, and therefore it is very difficult to obtain its stable
value. Searching for signals with minimal side lobe level values by optimizing their time-frequency parameters is a difficult task,
because changing the parameters of previous signal fragments leads to changes in the parameters of subsequent fragments

Objective. The aim of the work is to develop a method for simplifying the search for local minima of the level of side lobes of
two- and three-fragment signals with nonlinear frequency modulation by using a modified mathematical model with a whole number
of periods of radio oscillations of linear-frequency modulated fragments.

Method. The developed method is based on the proposed madification of the mathematical model, which corrects the frequency-
time parameters of two- and three-fragment signals with non-linear frequency modulation by modifying the values of the frequency
modulation speed while providing an integer number of complete periods of radio frequency oscillations for each of the fragments,
which simplifies the process of finding local minima of the level of side lobes.

Results. Modification of the initial mathematical model leads to the expansion of the possible range of values of frequency-time
parameters, ratios of durations and frequency deviations of linearly-frequency modulated fragments and ensures stability of the
mathematical model with a decrease in the maximum level of side lobes of the autocorrelation function.

Conclusions. It has been experimentally confirmed that the use of the proposed method of modifying the input frequency-time
parameters of signals with non-linear frequency modulation in the vast majority of cases reduces the maximum level of side lobes
and simpli-fies the process of finding its local minima. The optimal ratios of durations and deviations of the frequency of the signal
frag-ments are determined, subject to these, stable operation of the models is ensured and, in most cases, - less than the value of the
maximum level of the side lobes.

KEYWORDS: mathematical model; a non-linear frequency modulation signal; autocorrelation function; maximum level of side
lobes.

ABBREVIATIONS t is atime, sec;
ACF is a autocorrelation function; T, is a duration n-th fragment LFM signal, sec;
SL is a side lobe; Te is a duration NLEM sianal .
Wt is a weighting; 5 is a duration signal, sec;
LFM is a linear frequency modulation; ©n(t) is a instantaneous phase n-th fragment LFM
MM is a mathematical model; signal, rad;
MPSLL is a maximum side lobes level, By =Af, /T, is a FMR n-th fragment LFM signal,

NLFM is a non-linear frequency modulation;
SLL is aside lobe level;
FM is a frequency modulation;

Hz/sec;
ABoq is a difference of FMR 2-nd and 1-st LFM

FMR is a frequency modulating rate. fragments, Hz/sec;
AP3p is a difference of FMR 3-rd and 1-st LFM
NOMENCLATURE fragments, Hz/sec;

n=1, 2, 3 is a fragment sequence number LFM signal;
fg is ainitial signal frequency, Hz;
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AB3, is a difference of FMR 3-rd and 2-nd LFM
fragments, Hz/sec;

En is a modified FMR n-th fragment LFM signal,
Hz/sec;

Afy, is a frequency deviation n-th fragment LFM sig-
nal, Hz;

Af~n is a modified deviation n-th fragment LFM sig-
nal, Hz;

¢y is a phase jump during transition from m=n-1-
st fragment LFM signal on n-th, rad;

INTRODUCTION

The modern stage of development of radar facilities is
characterized by wide introduction of modular construc-
tion of receiving-transmitting devices using the technol-
ogy of phased antenna arrays on solid-state generator de-
vices and application of internal pulse modulation of fre-
quency (phase) of probing signals [1-9]. These technolo-
gies and technical solutions are interrelated, since they
aim to achieve the required radiated power under condi-
tions of limiting the peak power of an individual transmit-
ting module. Signals from LFM [1-10] are used as wide
sounding signals, the methods of forming and processing
of which are constantly being improved.

The main efforts of the researchers are focused on re-
ducing the MPSLL of the autocorrelation function of
LFM signals, which, without additional measures, is ap-
proximately —13 dB. As a rule, for this purpose, Wt is
used in the time (spectral) region of the received radar
signal [10-14] and signals with a rounded spectrum [10,
15-20] are used, which is equivalent to Wt in time.

Rounding the spectrum LFM signal brings its shape
closer to the bell-shaped one and leads to a decrease in the
effective spectrum width and, as a result, to the expansion
of the main lobe of the ACF signal. That is, the deteriora-
tion of the range discriminating ability in the case of the
use of Wt or the rounding of the signal spectrum is a fee
for reducing the MPSLL. This is acceptable because from
the point of view of detecting weak signals, minimizing
MPSLL is a more important task. In [12, 19, 20] it is
noted that the application of Wt to signals with a rounded
spectrum gives a better final result than the separate use
of these methods.

A common method of obtaining signals with a
rounded spectrum is the use of intra-pulse NLFM, which,
in comparison with LFM signals, provides significantly
lower MPSLL [1, 2, 8-10, 12, 15-31]. NLFM signals are
widely used, consisting of two or three fragments com-
bined in time with linear or nonlinear FM, or their combi-
nations [10, 12, 15, 17, 19-22, 27-31]. Unlike LFM sig-
nals, which have practically fixed MPSLL regardless of
the values of the input variables of their MM [1-14],
MPSLL of multifragment NLFM signals significantly
depends on the ratio of the duration of fragments and de-
viations of their frequency and varies widely depending
on their magnitude.
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The studies carried out by the authors [30, 31] showed
that the known MM NLFM signals, consisting of two and
three LFM fragments [15, 25, 27-29, 32-34], have a sig-
nificant drawback — they do not take into account fre-
guency and phase jumps (or only phases, depending on
the temporal representation of MM). These jumps are
caused by an instantaneous change in the FM value, that
is, the ratio of the frequency deviation of the FM fragment
to its duration, at the moment of transition from one
fragment to another. Several methods of their compensa-
tion are offered, which allow to take full advantage of
such signals. It was also found that their MPSLL depends
on what value the initial and final phase of each of the
LMF fragments has.

Searching for signals with minimum MPSLL values
by optimizing their frequency-time parameters is a com-
plex problem that belongs to the class of dynamic pro-
gramming problems, because changing the parameters of
previous fragments of the NLFM signal leads to changes
in the parameters of subsequent fragments. Therefore, the
paper proposes a method that simplifies the search for
local minima of the MPSLL by adjusting the input MM
variables under the conditions of providing an integer
number of radio oscillation periods in each of the frag-
ments of the NLFM signal.

The object of study is the process of formation and
processing of two- and three-fragment NLFM signals.

The subject of study are mathematical models of
NLFM signals, which consist of two and three LFM
fragments.

The purpose of the work is to develop a method for
simplifying the search for local minima of two- and three-
fragment NLFM signals by using a modified MM with a
whole number of periods of radio oscillations of LFM
fragments.

1 PROBLEM STATEMENT
The authors propose [30, 31] MM for calculating the
instantaneous phase of two- and three-fragment NLFM
signals in the current time, in which frequency and phase
jumps are compensated during the transition from the
previous to the next LFM fragment. Let's use MM [31]
for the three-fragment NLFM signal:

2
f0t+%,OStST1,

Bat? .
ot) = 2n (fo- A521T1)t+—22 0012, Ty <t<Tiz gy
Bat?
(fo —AB3Ty —AB3 Tk + o 3¢23,

leﬁtSTs,

in which, to ensure compactness of mathematical records,
the designation of the difference FMR between the second

and first fragments is introduced AP,y =B, —PB;, the dif-
ference  FMR between third and first fragments
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AB3y =P3—Py, the difference FMR between third and

second fragments: ABgy =PB3—PB> .
Similarly, the total duration of the first and second
LFM fragments T;» =T; +T, and the total duration of the

NLFM signal are introduced Tg =Ty +T, +T3. Addi-

tional MM variables (1), which are determined using al-
ready specified parameters, are the phase jump during the
transition from the first to the second LFM fragment:

1
8¢y = 5A521T12 2

and phase jumps between the second and third LFM
fragments:

1
8¢ o3 = E(AB31T12 + Aﬁsszz) (3)

Thus, in addition to the current time t and the initial
frequency fg, the input parameters of the model (1) are

Af,, and T,, that can be corrected.

In the presentation of the material, the designation of
the operation of finding the nearest larger integer ceil was
used. The two-step model is a separate case (1) when us-
ing the first two components. Model (1) can be adapted
for the descending law of FM, if you use the negative sign
of FMR in the calculated ratios.

The result of the research is to modify the model (1)
so that the radio oscillations of each LFM fragment have
an integer number of periods. The results of the assess-
ment of MPSLL and the rate of decline of SLL are com-
pared with those obtained earlier [15, 17, 19-22, 27-34].

2 REVIEW OF THE LITERATURE

The first publications on the use of NLFM signals,
which have fragments with LFM and NLFM, appeared in
the 60s of the last centuries [16, 17]. Subsequently, these
developments received a more detailed theoretical basis,
which emphasized the need to ensure the continuity of the
instantaneous phase of such signals. For this, NLFM sig-
nals with symmetrical rounding of the spectrum were
proposed, which in theory should have provided an
MPSLL of —-42.8 dB [10]. However, even today such an
MPSLL is unattainable for known multi-fragment NLFM
signals. Interest in using NLFM signals, which consist of
LFM fragments, is associated with the results of devel-
opments in the field of their formation and processing [1-
11, 13, 14].

A number of researchers [15-29, 32-34], along with
tri-fragmental signals that can reduce MPSLL by an aver-
age of 6 dB, consider two-fragment NLFM signals,
which, in comparison with LFM, provide a decrease in
MPSLL by about 3dB. The peculiarity of the use of
NLFM signals, which consist of two and three LFM
fragments, is that the MPSLL of the resulting signal de-
pends significantly on the frequency-time parameters of

© Kostyria O. O., Hryzo A. A., Dodukh O. M., Lisohorskyi B. A., Lukianchykov A. A., 2023

DOI 10.15588/1607-3274-2023-4-4

the fragments, and therefore it is very difficult to obtain a
stable value of the MPSLL even with slight changes in the
parameters of the signals. Therefore, the choice of pa-
rameters must be approached carefully, for example, in
[27] an algorithm for selecting parameters is proposed in
order to minimize the MPSLL of a two-fragment NLFM
signal.

Frequency and phase jumps at the junctions of previ-
ous LFM fragments are included as components in the
frequency and phase expressions of subsequent fragments
(see the second and third fragments in expression (1)),
which complicates the optimization of parameters. In the
previously developed MM of both current and shifted
time [10, 12, 15, 16, 17, 19-22, 25, 27-29, 32-34], such
distortions were not taken into account. In works [30, 31]
on the example of MM of the current time of two- and
three-fragment NLFM signals it is shown that such fre-
guency-phase distortions arise as a result of instantaneous
change in the value of FMR and a method of their com-
pensation is proposed. The range of change of initial pa-
rameters of NLFM signals (input variables of their MM)
after compensation of frequency and phase jumps at the
joints of LFM fragments is somewhat expanded, however,
as practice shows, the possibilities of such expansion have
not yet been exhausted. At the same time, the actual task
remains to minimize the SLL of the correlation functions
of NLFM signals.

3 MATERIALS AND METHODS
We apply the concept of the full phase ‘¥, -nth LFM
fragment, which is equal to the phase of the radio fre-
quency oscillation during its duration. For the first LFM
fragment, based on (1), its total phase is:

¥ = 27{ foTy + B—Zlej. @)

We impose the condition that the complete phase of
the LFM fragment (4) has an integer number of complete

periods of radio frequency oscillations 27Ny . In this case:

Nl = Ceil( fOTl +B—21T12 J (5)

In order to satisfy (5) without applying the ceil opera-
tion, it is necessary to solve this equation with respect to

Brand obtain a new modified FMR B, value, which for
the first LFM fragment is:

B - 2(Ny _2fOT1)‘ ©)
T

Since the frequency jump, and therefore the instanta-
neous phase at the junction of the fragments caused by the
change in the FMR, remains, these jumps still need to be
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compensated. Taking into account the above and on the
basis of (1) for the second LFM fragment, by analogy we
have:

¥, = 2“([ fo— (B2 — ByTLIT, +B72T22j =2nNy;  (7)

B, = Z(Nz —[fo— (B2 —B1)T1]T2)
2 2

As you can see, in (7), (8), a modified value is already
involved, that is, the calculation of the modified parame-

ters Bl of the next fragment is performed taking into ac-

count the modification of the parameters of the previous
fragments of the NLFM signal. Similarly, for the third
LFM fragment, we write:

: (8)

W3 = 27{[ fo — (B3 — BTy — (B3 — B2)T2IT3 +B73T32 j=27fN3 ,
where:

B = 2{N3 ~[fo—Bz BT~ (B3~ Bz)Tz]T?,}
T4

)

Thus, the essence of the proposed method for mini-
mizing ACF SLL signals from NLFM is as follows. Due
to modification of FMR values, an integer number of pe-
riods of radio frequency oscillations is formed at each of
the signal sections, which eliminates the cause of phase
jumps due to an arbitrary value of the final phase of the
LFM fragment. However, the frequency jumps due to the
change of the FMR with the transition to the next frag-
ment are preserved and must be compensated. Taking into
account the above, we have a modified MM in the current
time for the instantaneous phase of the NLFM signal,
which consists of three LFM fragments, with an integer
number of radio oscillation periods and compensation for
frequency and phase jumps at the joints of the fragments:

o(t) =2mx

5.2
f0t+B%,OStST1;

-~ ~ thZ _ .
[fo—(B2 —B)T1lt +T+5(P12, T <t<Ty;

Ba—B 5. _B Bat® .~
[fo— (B3 —B)TL - (B3 —B2)T2It + 80z,

T <t<Ts.

(10)

The compensating phase components (2), (3) in (10)
should be calculated using expressions (11) and (12) al-
ready taking into account the modification of the FMR:

3¢1p = %(Bz ~ BT (11)

393 = %((—Es + BT + (B3 - Bz)Tzz)- 12)
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The modified FMR values for (10)—(12) are in accor-
dance with (6), (8), (9). It should be noted that with the
transition from the first fragment to the second, the FMR
decreases, that is, it has a negative increase, and at the
junction of the second and third fragments it increases —
the increase is positive. This is taken into account by the
opposite signs of the compensating phase components
8¢p12, 8¢py3, in (10) and by changing the signs of the

FMR, Eg 51 in the first term (12).

The FMR rate is a time-frequency parameter because
it is determined by frequency deviation Af,, and duration

T, of the corresponding fragment. In case of modification

of the FMR En with constant duration of the LFM frag-
ment, its frequency deviation changes:

Afp =BnTh, (13)

Thus, MM (10) is obtained, which changes the fre-
guency-time parameters of two- and three-fragment
NLFM signals by modifying the values of the FMR frag-
ments while providing an integer number of complete
periods of radio frequency oscillations for each of the
FMR fragments. A feature of the proposed MM is the
correction of the initial values of the frequency deviations
of the LFM fragments, which simplifies the process of
finding local minima of the MPSLL. It should be noted
that modification of the initial MM (1) leads to expansion
of the possible range of values of frequency-time parame-
ters, ratios of durations and deviations of frequency of
LFM fragments, which ensure stability of MM operation.

4 EXPERIMENTS
Operability of the developed MM with adjustment of
frequency-time parameters of two- and three-fragment
NLFM signals was checked in the MATLAB application
package. For verification, an experimental scheme was
used, identical for both two- and three-fragment signals —
groups of ten signals with the same input variables for
each type of signals were studied. The obtained MPSLL
for two-fragment NLFM signals is not higher than -
18.0 dB, and for three-fragment signals — not higher than
—22.0 dB. The ranges of possible changes in the ratios of
the duration of LFM fragments, as well as their fre-
guency deviations, in which the stable operation of the

MM is observed, were also determined.

5 RESULTS

MPSLL was first evaluated for MM (1) with compen-
sation for frequency and phase jumps at the joints of LFM
fragments, and then for MM (10) with frequency parame-
ters correction by modifying FMR values.

Table 1 shows the values of frequency-time parame-
ters of two-fragment NFLM signals and the obtained
MLSS values for the case of MM (1) with compensation
of frequency and phase jumps. Corrected values of time-
frequency parameters and corresponding MPSLL are
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given in parentheses using MM (10). The parameters in
the table are arranged in the order of increasing the dura-
tion of NLFM signals, and in the case of the same dura-
tion — by increasing the total frequency deviation.

Table 1 — Frequency-time parameters and MPSLL of two-
segment NLFM signals

No. Ty,ps | Tops | Afy, kHz Afy, kHz MF;SBLL’
1. 12 50 (17050) égg) (jggg)
2 25 140 (1800(; (217834%) (jg:gg)
3 30 | 180 (22%2) (213539'3%) (jg:gi)
4. 30 180 (1%539'303) (4?2?5?405) (j%;)
5. 35 180 (111049'209) (3286895309) (:1573:‘218)
6. 40 180 (188) (3222292()2) (jg&g)
7 5 | 220 (ég%g) (238) (jg:?g)
8. s 20 (1%539'303) (443335) (jg:gg)

Analysis of Table 1 indicates that the use of adjusted
time-frequency parameters in 80% of cases for this data
set provides a decrease in MPSLL. It should be noted that
the use of the proposed method for selecting frequency-
time parameters simplifies the process of finding local
minima of the MPSLL. It should be noted that in some
cases the modified values of frequency deviation of the
LFM fragments differ quite significantly from the initial
ones.

Frequency-time parameters of three-fragment NLFM
signals and corresponding MPSLL values are given in
Table 2.

Table 2 — Frequency-time parameters and MPSLL of three-
fragment NLFM signals.

In the case of using modified frequency parameters of
two- and three-fragment signals for MM (1) and (10), the
obtained results completely coincide, which indicates the
adequacy of the proposed method. So it should be, since
model (10) is a separate case of model (1) under the condi-
tion of an integer number of periods of radio oscillations.

In case of FMR maodification, the new values of frag-
ment frequency deviations may differ from the given ini-
tial ones, which ensures their automatic selection and
variability. Subsequently modified by (10) deviation fre-
guency is advisable to use as input variables for MM (1).

The possibilities for obtaining potentially achievable
MPSLL values and the rate of decline of the SLL in the
case of adjusting the frequency-time parameters of three-
fragment NLFM signals are shown in Fig. 1 — Fig. 4.
Fig. 1 shows the results of application (10) for signal Ne 1
from Table 1, Fig. 1la shows the signal spectrum, and
Fig. 1b shows its ACF on a logarithmic scale, the MPSLL
is —20.85 dB. Note that such a MPSLL value is achieved
with a relatively small value of the total frequency devia-
tion when the spectrum type approaches the bell-shaped
one more.

Normalized spectrum

NO. | Ty, us | 7o, s | s, us | Afy, kHz ﬁ:zé Afs, kHz MZSBLL
L) 15 | 75 | 15 (133(.)33) (76;(.)3) (3(2)) (:51:2(2))
2. | 25 | 100 | 25 (28) (588) (128) (:géﬁgg)
3. 25 | 100 | 25 (33) (288) (igg) (:ggigg)
4| 30 | 150 | 30 (13%?33) égg) (gg) (:iigi)
5 | 30 | 150 | 30 égg) (388) (1313?.%3) (:iﬁ;zi)
6. | 30 | 150 | 30 (25527) (232) (22?,03'3) (:;?:gg)
7.| 30 | 150 | 30 (33?3?.%3) (;gg) (352) (:giég)
8 | 40 | 200 | 40 (188) (588) (38) (_zzli.lgge)

1 : p,
N|
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)

Comparison of the results of Table 2 indicates that the
use of adjusted frequency-time parameters for three-
fragment NLFM signals in the vast majority of cases (for
the given data set — 90%) provides a decrease in MPSLL,
which indicates the feasibility of using (10) in practical
activities.
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Figure 1- Spectrum (a), ACF (b) NLFM signal by model
(10), parameter Ne 1 tab. 1

The simulation results shown in Fig. 2 are also ob-
tained using (10), the set of parameters corresponds to
signal Ne 1 of Table 2. The spectrum of Fig. 2a has a no-
ticeable rounding, which led to a decrease in MPSLL to —

24.62 dB (Fig. 2b).
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To assess the rate of decline of the ACF SL, two- and " Il ‘l
three-fragment NLFM signals with larger values of the 04 | '1
resulting duration and frequency deviation were used — | 1|
parameter set Ne 8 from Table 1 and parameter set Ne 5 02 |
from Table 2. The results are shown in Fig. 3 and Fig. 4, / |
respectively. ol e
There is a clear decrease in the intensity of the signal -1 0 1 2 3
. . . Frequency, MHz
spectrum in the low frequency region of Fig. 3a. Loga- .
rithmic scale along both coordinate axes is used for con- Autocorrelation function, dB
venience of ACF signal analysis. For a two-segment 0 R
NLFM signal, the SLL decay rate is estimated at about 10
22 dB/dec. (Fig. 3b). Analysis of Fig. 4a indicates a two-
sided decrease in the intensity of the spectrum, as a result -20 o
of which the ACF MPSLL decreased to the level of — ARV
22.61 dB. The rate of decline of the SLL is approximately -30 h' '||in
21.5 dB/dec. 40 || \l
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b

Figure 4 — Spectrum (a), ACF (b) NLFM signal by model
(10), parameters Ne 7 tab. 2
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Analysis of Fig. 1 — Fig. 4 indicates that the spectra of
Fig. 1a, 2a, 3a, 4a do not have significant additional dis-
tortions in the form of breaks and dips, and the corre-
sponding ACF of Fig. 1b, 2b, 3b, 4b do not have a sharp
change in the frequency of side lobe pulsations and SLL
drops. This confirms the absence of frequency and phase
jumps in the resulting NLFM signals.

For the studied groups of signals, the ratio of durations
and deviations of the frequency of the LFM fragments is
determined, which ensures the stability of the MM opera-
tion and minimization of the SLL in the case when only
the frequency-phase jumps are compensated, as well as
when the FMR is further modified to provide a whole
number of radio oscillation periods. The obtained results
for the ratios of LFM fragment durations are grouped in
Table 3, and for frequency deviations — in Table 4. The
ratio is relative to the value corresponding to the parame-
ter of the first LFM fragment.

Table 3 — Ratio of LFM fragment durations

Compensation of frequency and phase jumps
2 fragments 3 fragments

from14.1 [ tols5 from1:5:0.5 | t0 1:6.7:1
Modifications FMR
from1:45 [ t01:6 | fromL41l | to 1:5:1

Table 4 — Frequency deviation ratio LFM fragments

Compensation of frequency and phase jumps
2 fragments 3 fragments

from12 [ t01:2.3 from1:2:09 | t0 1:2.5:1
Modifications FMR
from128 | t01:35 | from1:2067 | t01:25:15

A comparative analysis of the results of Table 3 and
Table 4 indicates that the ranges of change in the input
parameters for (1) and (10) differ, that is, as a result of
using (10), the total variability of the input variables for
determining the parameters of NLFM signals increased.

6 DISCUSSIONS

Comparison of results obtained using (1) and (10)
suggests that the proposed method of finding new values
of input variables for (1) simplifies their selection and
increases variability. When changing the input data,
models (1) and (10) can give excellent results both in
favor of one and in favor of another model. It should be
noted that they mutually complement each other. That is,
in studies of NLFM signals, both MM should be used
and already on the basis of the obtained results, it should
be concluded that it is advisable to use unmodified input
variables or the results of their modification.

In the case of obtaining a lower MPSLL by adjusting
the initial time-frequency parameters, it is advisable to
use them as input for (1). This approach does not always
work in the opposite direction, since as a result of modi-
fication in (10), the input variables from (1) may receive
new values, and the achieved result may even deterio-
rate. In the course of experimental studies, it was found
that the proposed method allows for two-fragment
NLFM signals to obtain MPSLL values below —20 dB,
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and for three-fragment signals — below —24 dB with a
relatively small total frequency deviation, which can be
useful in a number of practical applications, for example,
sonar, ultrasound diagnostics, etc. At the same time, sig-
nal spectra do not have significant distortions, which
provides a potential possibility of achieving a high de-
gree of their coordination with the frequency characteris-
tics of the receiving-transmitting paths.

CONCLUSIONS

The scientific novelty. The paper proposes a new
method of simplifying the search for local minima of
MPSLL by adjusting the input variables of MM under the
conditions of providing a whole number of periods of
radio oscillations in each of the fragments of the NLFM
signal. Thus, each LFM fragment begins with a zero
phase, and ends with a value of 2 & radians, which ensures
the stability of the model and in the overwhelming num-
ber of cases — an additional decrease in MPSLL. Use of
the proposed method of modification of input frequency-
time parameters for two-fragment NLFM signals for the
investigated group of signals ensured reduction of
MPSLL by 3 dB, and for three-fragment signals — up to
3.5 dB. It should be noted that the use of the proposed
method for selecting frequency-time parameters simpli-
fies the process of finding local minima of the MPSLL.

It has been determined that two- and three-fragment
NLFM signals generated with the help of the proposed
MM have a higher rate of decline of MPSLL, which is
estimated at 21-22 dB/dec, compared to the LFM signals.
The optimal ratios of durations and deviations of the fre-
guency of LFM fragments have been determined experi-
mentally, subject to these, stable operation of models is
ensured and, in most cases, — less than the MPSLL value.

The practical value of the obtained results lies in the
possibility of using the proposed method for selecting
parameters of NLFM signals, which consist of two and
three LFM fragments. This can be used to develop de-
vices for generating and processing radio signals of vari-
ous applications, for example, radar of air targets, aviation
and space systems for inspecting the earth's surface,
weather location, sonar, ultrasonic diagnostics, etc., in
which NLFM signals can be used to reduce MPSLL inde-
pendently or in combination with Wt in the receiving de-
vice.

Prospects for further research. In the future, it is
planned to improve MM [15, 25, 27-29, 32-34] in terms
of compensating for phase jumps at the joints of frag-
ments of NLFM signals and to explore the possibilities of
optimizing input variables for such MM.
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AHOTAIIA

AKTyasIbHicTB. Y TenepilHiil yac Ipu CTBOPEHHI HOBUX Ta MOJEPHI3allil iCHYIOUNX PaioJIOKAI[IHHIX CHCTEM IIUPOKO BUKOPHU-
CTOBYIOTHCSI TBEPJOTIJIbHI T€HEPaTOPHI MPWIAAH, IO HAKIAAa€e NEeBHI 0OMEXEHHs Ha IMIKOBY HOTY>KHICTh 30H/IyBaJbHHX CHIHAIIIB.
Jlnst mojonaHHs 1IbOT0 OOMEXEHHS 3aCTOCOBYIOTHCSI CUTHAIIM O1IBIIIOT TPUBAJIOCTI 3 BHYTPIIIHBO iIMITYJIECHOIO MoAyJisiiietro. OCHOB-
Hi 3yCHIUISL JOCIIiTHUKIB 30CEPe/KYIOThCS Ha 3HIKEHHI MAKCHMAJIBbHOTO PiBHS OIYHMX MEJIOCTOK aBTOKOPEJALiiHOI QyHKIT Takux
CHTHAIIB, SIKMH 0e3 NPUHHSATTS J0JaTKOBUX MIp Ma€ CyTTE€BUIl piBeHb, L0 YTPYIHIOE pOOOTY CHUCTEM BHUSBICHHs Ta cTadimiariii
PiBHS XHOHHMX TPUBOT. YBarorw KOPHCTYIOTHCS CHUTHAIH 3 HENIHIHHOIO YaCTOTHOI MOIYJIALIEI0, SKi CKJIAAIOThCA 3 IBOX Ta TPHOX
JIHIHHO-9aCTOTHOMOAYJIOBaHUX (parMeHTiB. MakcuManbHUH piBeHb OIYHHX MENIOCTOK TAKHX CHTHATIB CYTTEBO 3alEXHThH BiJ
YaCTOTHO-4aCOBHX MapaMeTpiB ()parMeHTiB, a TOMy Jy’Ke CKIAIHO OTpUMATH Horo craburbHe 3HadeHHs. [lomryk curaanis 3 MiHiMa-
JBHUMU 3HAYEHHSMH PiBHS OIYHUX IEIIOCTOK NUIIXOM ONTHMI3alii iX 4aCTOTHO-4acOBHX MapaMeTpiB € CKIAIHOIO 33/1auero, 60 3Mi-
Ha IapaMeTpiB MonepeHix GparMeHTIiB CUTHATy IPU3BOAUTE JI0 3MiH TapaMeTpiB HACTYIHUX (parMeHTiB.

Meroto poboTH € po3pobka crioco0y sl CHPOLIEHHS HOIIYKY JIOKAJIBHUX MIHIMYMIB piBHS OIYHHX MEIIOCTOK JBO- Ta Tpudpar-
MEHTHHX CHTHAJIIB 3 HEJiHIHOIO 4aCTOTHOIO MOIYJISIIIIEIO 32 paXyHOK BUKOPHCTaHHS MOIU(iIKOBaHOI MaTEMAaTHYHOT MOZEII 3 LiTUM
YHCIIOM TIEPiOAiB Pa/IiOKOIMBAHb JiHIHHO-4aCTOTHOMO/YJILOBAaHUX (pparMeHTIB.

MeTtoa. Po3pobiennii criocid ciupaeThest Ha 3apOIIOHOBaHy MO (iKaLit0 MATEMaTHYHOT MOZAEMI, SIKa 311HCHIOE KOPUTYBaHHS
YaCTOTHO-YAaCOBUX MapaMeTpiB ABO- Ta TpU(PPArMEHTHNUX CUTHAIIB 3 HEJIHIHHOIO YaCTOTHOI MOIYJIALIEI0 332 PaXyHOK MOAUQiKaIii
3HAUCHb IIBUIKOCTI YaCTOTHOI MOMYJISNIT IpH 3a0e3NeueHH] NIoro YHCiia IOBHUX MEPioJiB pagiouacTOTHUX KOJIMBAHb IS KOXKHO-
0 3 (hparMeHTiB, IO CIPOLIYE MPOIEC 3HAXOPKEHHS JIOKATBHIX MIHIMYMIB PiBHS OIYHHX IEITIOCTOK.

Pe3yasTaTn. Moaudikarist mo4aTkoBoi MaTeMaTHYHOI MOAENI NPU3BOAUTE 0 PO3UIMPEHHS MOXKIMBOTO Jiarna3oHy 3Ha4eHb
YaCTOTHO-YaCOBHX MapaMeTpiB, CHIBBIJHOIIECHb TPHBAIOCTEH Ta JeBialliil 4acTOTH JIIHIHHO-4aCTOTHOMO/IYJIbOBAaHUX (hparMeHTiB Ta
3abe3neuye CTiiKicTh POOOTH MaTeMaTHYHOI MOJIEI PY 3HIKEHHI 3HAUSHHS MaKCUMAJBHOTO PiBHS OIYHMX IIENIOCTOK aBTOKPEJIs-
LiiHOT QyHKIIT.

BucHoBku. ExcriepiMeHTaIbHO HiATBEPPKEHO, [0 BUKOPHCTAHHS 3alIPOMIOHOBAHOIO crIoco0y Moaudikarmiil BXiJHUX 4aCTOTHO-
YaCcOBHX IMApaMETPiB CHTHATIB 3 HENiHIHHOI YacTOTHOK MOIYJLALIEI0 y MEpeBaKHIM OLTBIIOCTI BUMAAKIB 3a0e3medye 3HIDKCHHS
MaKCHUMAaJBHOTO PiBHS OIYHMX MEIIOCTOK Ta CIIPOILY€E MPOLEC 3HAXOMHKEHHS HOro JIOKaTbHUX MiHIMyMiB. BU3Ha4eHO onTHManbHi
CIIiBBIHOIICHHS TPUBAJIOCTEH Ta JeBiamili 4acTOTH (PparMeHTIB CHUTHAITy, IPH DOTPUMaHHI Takux 3abe3redyeThes CTiiika pobora
MoJerel Ta y OIIbIIOCT] BUMAAKIB — MEHIIIE 3HAYEHHS MAKCHMAIILHOTO PiBHS OIYHHX IMEITIOCTOK.

KJIOYOBI CJIOBA: MaTteMaTHyHa MOJIC)b; CUTHAI 3 HETIHIHHOK YaCTOTHOK MOJYJISLIEI); aBTOKOPESIiiHA (YHKILS; MaK-
CHMAJIbHUH PiBEHb OIYHUX METFOCTOK.
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ABSTRACT

Context. The issue of a synthesizable finite state machine with temporal events processing using hardware description language
pattern. The object of this study is external event processing in real-time systems.

Obijective. The goal of this work is to introduce methods to express external temporal events on finite state machine state
diagrams and corresponding HDL patterns of such events processing in control systems.

Method. The classification of external events in real-time systems is analyzed. A device class that changes its internal state
depending on the temporal external events is introduced. A method to express these events on the temporal state diagram is
introduced. Possible model behavior scenarios based on the external event duration are analyzed. A Verilog HDL external event
processing pattern is introduced. The efficiency of the proposed model is proved by developing, verifying, and synthesis of a power-

saving module in Xilinx ISE. The results and testing showed the model’s correctness.
Results. External temporal events processing methods in real-time device models are proposed. The corresponding HDL pattern

for the proposed model implementation is presented.

Conclusions. The real-time systems with external temporal events automated synthesis problem has been solved. To solve this
problem, a finite state machine model-based device using the Verilog language was developed and tested. The scientific novelty lies
in the introduction a method to express temporal events on the state diagram of the finite state machine as well as in a HDL when

implementing the proposed model on CPLD and FPGA.

KEYWORDS: FSM pattern, HDL, real time devices, temporal events, electronic design automation.

ABBREVIATIONS
FSM is a finite state machine;
CAD is a computer aided design;
RTL is a register transfer level,
HDL is a hardware description language.

NOMENCLATURE
X ={X ¢, X g} isasetof input variables;
Xc is a set of input signals from the control object;
Xk is a set of external events;
Y ={Yc,Yg} is aset of output variables;

Y. is a set of control functions;

Y is a set of initial functions;

Z is a set of internal variables that determine the
encoding of FSM states;

f is a transition function;

g is an output function;

Zyis a initial FSM state;

To={tateo. tp} is a set of timed variables for
timing constraints on each arc of the state diagram;

p is a number of arcs in the state diagram;

t; ={Lk} is a maximum number of constraints on

transitions to the i-th node of the state diagram in the
event processing mode;
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Tio ={tto1,tto2--tion} is a set of timed variables for

timing constraints for timeout of each FSM state;
tioi ={L n} is a timeout for each state;

n is a number of FSM states;
Ty ={tg1.tg2--tgm} 1S a set delays for implementing

output signal;
m is a number of output variables;
tqm ={L 1} is a range of possible delay values for each

output signal;

I is a maximum number of clock cycles for
implementing output signals in the indicated state of the
FSM.

INTRODUCTION

Logic control systems represent a significant node any
digital system. Such systems use the binary alphabet to
determine the behavior of a control unit. The FSM pattern
is known to be a widespread model for such systems.
FSM itself is mathematical abstraction that can be
represented in various ways such as state-transition table,
state or flow-chart diagram, etc. When using the FSM
pattern, it is essential to understand that the target logic
unit behavior depends on the events happening in the
external environment.

The clock cycles determine the machine time in which
FSMs operate. However, the real-time devices work in the
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metric time. In other words, such devices state depends
both on the input signals and the time during which these
signals are processed [2]. Thereby there are arises a
requirement to express the metric time in terms of clock
cycles because transitions between the FSM states
directly depend on the timing aspect. It’s also required to
express the timing constraints on the state diagram as a
starting modeling point.

HDLs has proven their indispensable role in both
modern hardware development and verification processes.
The high level of abstraction provided by language
construct allows to implement algorithms of any
difficulty. Modern CAD systems provide a range of tools
to examine design before actual circuit implementation
allowing to check the model correctness.

The automata-based description style is a way to
structure HDL description when implementing a control
logic device. It’s the automata pattern that defines the
behavior of the target device including timing parameters
such as delays and duration requirements.

Thus, there exists a task of developing a unified HDL
pattern for real time devices with external temporal events
that can be used for the device implementation on PLD
hardware platform (FPGA, CPLD).

The object of study is automatized real-time digital
control logic devices development process.

The subject of study is events model and their
processing in FSM-based real-time devices.

1 PROBLEM STATEMENT

Suppose given general temporal control unit model:
Y(t) = g(X(t), Z(t), T), Z(t +1) = f(X(t), Z(t), T). Where
T = {t, t, ts} represents automata time parameters: t, —
time constraints, t,— output timeouts, ty— input delays.

For given input constraints t(X(i)) = [c1] that
represents external event the problem of processing these
events in real time control logic device models can be
presented.

The main goal of this research is to study the usage of
external temporal events in real time device. Such events
have a requirement of a minimal duration required for a
device response. Also, this paper addresses the following
problems:

— define a class of devices that depend on the external
temporal events;

— define a way to represent this event class on the
FSM state diagram;

— simulate possible
processing;

— introduce HDL patterns that would express temporal
events processing.

The object of study is real-time devices control
algorithms.

The subject of study is real-time control device
automata patterns.

scenarios of such event
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2 REVIEW OF THE LITERATURE

In [1] any computing device is represented as a
combination of two parts —operational unit and computing
unit. This form of representation is based on the following
principles:

— any operation can be represented as a sequence of
basic logical and arithmetic operation upon input data;

— logical condition define the sequence of the
operations;

— microprogram is representation of an algorithms in
terms of microoperations and logical conditions;

— microprogram defines the structure of a device and
the way it operates in time.

Operational unit stores words of information,
performs operations upon them and calculates logical
conditions required for algorithm. Operation unit us
defined by a range of finite sets:

Y = {y1, Ym} defines microoperations;

X ={xy, x;} defines logical conditions that are required
during the algorithm flow;

D = {d,, dy} represents operands;

R = {ry, rq} represents operation results;

S = {sy, sp} — internal words that represent information
during computations.

The control unit generates a sequence of control
signals based on logical conditions. This way the control
unit defines the order of the operations.

The timed FSM as way to describe real-time devices
was introduced in [2, 3]. In these works, the state diagram
is extended with a finite state of real value timers. Each
timer is reset to zero during a transition and increased
with each FSM cycle. Each transition has an associated
clock constraint. This means that transition can only be
executed when all timer values satisfy this restriction.
These papers introduce a generalized model of temporal
control unit: Y(t) = g(X(t), Z(t), T), Z(t+1) = f(X(t), Z(t),
T). Here Xis the set of input signals, Z — the set of internal
automata states, Y — the set of output signals, t — the
machine time defined by clock cycles, d — the output
function, t — the transition function. T = {t,, t,, ts} is the
set of automata time parameters:
t. — time constraints, t, — output timeouts, ty — input
delays.

In [2] all state machines are classified into three
categories: regular, timed and recursive. Here the timed
FSM are the FSM which have at least one time-dependent
transition. For each machine category a general HDL
pattern is proposed. As in [3] state loops and additional
variable is used to implement the delays between state
transitions.

In [4, 5] timed FSM that consider state timeouts and
output signals delays. In the proposed model FSM makes
a transition into a determined state in case no input signals
were triggered during a timeout. Testing methods for
TFSM were considered as well.

The method for implementing models of FSM in the
VHDL language was proposed in [7, 8]. To implement
delays in the states of the Moore FSM, it is proposed to
use loops in states and a special variable count, which
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decreases by 1 in each FSM cycle, which corresponds to a
sync pulse.

Event based timed automata description and
minimization method are described in [9, 10].

The method for constructing a HDL description for
real-time systems, which can be synthesized into a
programmable logic device, was developed in the [13,
14]. Models of real-time systems, such as a state diagram,
a timed FSM with many timers, a timed FSM with one
timer, an extended timed FSM, a timed FSM with
timeouts and timing constraints were considered. Based
on these models, a complete structural model of timed
Moore FSM was proposed.

The issue of finding homing sequences for finite state
machines and their length is addressed in [11].
Lower/Upper-bound parametric timed automata without
invariants is described in [12].

In [16] timed systems in which some timing features
are unknown parameters are addressed. The Upper-bound
Parametric Timed Automata (U-PTAs), one of the
simplest extensions of timed automata with parameters, in
which parameters are only used as clock upper bounds are
addressed.

In [17] logical discrete event systems modeling is
addressed. It also discusses the diagnosability and opacity
in the context of partially observed systems.

The issue of modeling and verification of digital
discrete event systems is discussed in [18]. This work
introduces the connection between Event-B methodology
and automata modeling. This paper is important for
verification of the automata based models.

In [19] a new classification of system events is during
the proposed. This classification is used during the
software and hardware specification development process.
There are three classes of external events:

— business event — an action by a human user that
stimulates a dialog with the software or hardware, as
when the user presses a button;

— signal event — such event is registered when the
system receives a control signal, data reading, or interrupt
from an external hardware device or another software
system;

— temporal event — a time-triggered event, as when the
computer’s clock reaches a specified time or when a
preset duration has passed since a previous event (as in a
system that logs a sensor’s temperature reading every 10
seconds).

None of the works describes automata events with a
duration longer than 1 automata cycle. In this paper, the
FSM models with external temporal events are
considered.

3 MATERIALS AND METHODS
The temporal state diagram is a visual representation
of the real-time automata. This state diagram is extended
with a timer used for state delays. The timer is used for
keeping the automat in a certain state during a fixed
amount of clock cycles. An example of timed FSM is
shown on Fig. 1.

© Miroshnyk M. A., Shmatkov S. 1., Shkil O. S., Miroshnyk A. M., Pshenychnyi K. Y., 2023

DOI 10.15588/1607-3274-2023-4-5

Figure 1 — Timed FSM example

Here the AB transition is a regular timed transition
during which the automata remains in the state A during T
clock cycles. The condition is written in the form T - 1
because the internal timer will run fromt=0tot=T-1.
Here the BA transition depends on the auxiliary timer
state and the input signal X (conditionally timed
transition). Thereby the FSM will remain in state B at
least during T — 1 clock cycles. From the HDL point of
view, the time-related transitions are implemented via
staying in a particular state, i.e., state loop. This transition
type is called conditionally-timed.

Fig. 2 elaborates on both timed and conditionally
timed transitions for the FSM from the Fig. 1 using an
explicit timer value in the condition description.

Figure 2 — Timed transitions

As it was already said there exists a class of devices
that are sensible to external events with a certain duration.
Event time parameters are considered when modeling
such devices. For example, pushing the button for certain
time turn-on a device; cooling must be enabled in a case a
certain temperature level is maintained in a room; a
system must transfer to the emergency mode in case the
operator ignores error messages for 5 minutes. The
mentioned device class must be described using the
existing automata-based methods.

The event time constraints is a value t.(X(i)) = [c1]
that represents the minimal duration of a signal. In the
button example the t = 3 seconds. This constraint must be
expressed on the temporal state diagram as transition.
Such transition must explicitly compare the timer value
with the t.(X(i)) value.

Such transition is shown on Fig. 3. Like with regular
timed transition the condition is based upon auxiliary
timer value, but in this case the timer must have a
minimal value for a state transition.
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Figure 3 — Event with time constraint transition

For example, for the successful state transition
between aj/a, signal evnt must be active high and the
timer value is greater than t;(evnt).

Internally the a, state consists of 2 states:
a2/reset and a2/inc. In case the signal evnt is high, but the
timer value is less than t.(evnt) the automata transfers into
the and a2/inc substate where the timer is incremented. In
case the signal evnt is low and the timer value is less that
t.(evnt) — the automate goes into the substate a2/reset
where the timer is reset to 0. It’s essential that automata
has a timer-independent transition to avoid livelocks. In
this example this is the a,/a; transition activated by signal
rst.

There are four possible scenarios of automata behavior
depending on the nature of external events. To illustrate
these examples let’s consider an automata transition that
occur after signal evnt maintains high logical level during
at least 4 clock cycles. The first scenario describes a
situation when the external event lasts exactly 4 clock
cycles. In this case the automata transfers into the next
state and the internal counter is reset. Figure 4 shows a
waveform of this scenario — evnt maintains high logical
level during 4 clock cycles (the minimal amount of clock
cycles required for the transition) and the automat
transfers to state a3. The calculation points are marked
with a red dotted line.

Figure 3 — Exact match event waveform

The next situation describes a case when the external
event last longer than required. It worth noting that for the
observed devices a longer event is not critical, because the
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minimal event duration condition is satisfied. Like in the
previous case the automata will transfer to the next state
and the internal timer will be reset. Corresponding
waveform is shown on Figure 4. Signal evnt remains high
during 5 clock cycles that is 1 clock cycle longer than
required. After 4 cycles the automata transfers to the next
state and the timer is reset. The event calculation points
are marked with green dotted line, the automata transfer is
marked with red dotted line.

The last scenario is when the event does not satisfy the
timing requirements, i.e., lasts less than required. In this
case the automata preserves its state with the timer being
reset. Resetting the timer is an important operation,
because the timer must be ready for the next event
calculation. The waveform for this scenario is shown on
Figure 5.

Figure 4 — Longer event waveform
o TUUULUUUL
Count

I |
evnt ] |

State >< . a2

Figure 5 — Shorter event waveform

When describing temporal automata using state loops
the deadlock situation must be addressed. The deadlock
may occur in case the desired event does not occur at all.
Thus, there must be a way to reset the automata into a
predefined state. Typically a digital device has a reset
signal with a higher priority than other signals. The
priority is important when describing automata using
hardware description languages like Verilog, VHDL.
Figure 6 shows a waveform for the situation when both
evnt and rst signals remain high, but the machine goes to
the state al, because rst has a higher priority.
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state| X2 >
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Figure 6 — A sync reset waveform

4 EXPERIMENTS

To illustrate the proposed event-based timed FSM
model the power save module will be used. This module
is usually used in power critical systems to decrease the
energy usage whenever the system does not operate for a
certain period.

The module operates in two modes: bypass and power
saving. The input alphabet consists of the following
binary signals X = {onn, evnt}, where onn — signal to
enable power saving algorithm, evnt — signal notifying
that an external event occurred, and the system must leave
the power saving mode. The output binary signals set is
Y = {save}, where save represent the power saving mode
enter. The module interface and its connection with other
system nodes are shown on Fig. 7.

Figure 7 — Power saving module interface

The next step is to define the FSM states and timing
constraints. The states set is the following:

— state al — the module is working in bypass mode, i.e.
no external events are monitored;

— state a2 — power saving mode computation — in case
no events occur during a fixed time period the FSM
moves into the a3 state;

— state a3 — power saving mode.

The algorithm of the save power module is quite
straightforward. Whenever this block is enabled by the
onn signal it starts the evnt input signal monitoring. In
case the evnt signal is not asserted during a fixed amount
of time — the system must enter the power saving mode
(output signal save is set high). The system exits the
saving mode in case the evnt signal is asserted or the
module is disabled via onn input signal with subsequent
save signal de-assertion.
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Thus, for the power saving module temporal state
diagram of timed Moore FSM (Figure 8) with a proper
HDL implementation can be built.

Figure 8 — Power saving module Moore timed FSM state
diagram

Figure 9 represents FSM next-state Verilog process
description.

Figure 10 shows the waveform of the module usage.
Here t. equals 5 clock cycles. The event calculation
period is marked by red lines; blue lines denote signals
change (evnt and onn) making FSM go into the event
monitoring or bypass state.

CAD identified an FSM with 3 states for both
XC3S500E-5fg320 and CPLD XC9572XL-53C44 chips.
The state encoding is equal for both devices which is:
al="00", a2="01", a3=11".

always @{state, ewvnt, onn, count
case (state

al: if (onn) begin
next_state = aZ;
end
else begin
next_state = al;
end
az: it (lonn) begin
next_state = al;
end
glze if (count == Cl1 - 1 &% l!evnt) begin

next_state

next_count
end
else if (levnt) begin

next_state
next_count
end
elze begin
next_state

az;
count + 1"bl;

next_count
end
a3: 1T (l'onn) begin
next_state = al;
end
glze if (evnt) begin
next_state = ai;
end else begin
next_state = a3;
end
defauvlt: begin
next_state = al;
next_count = 3°d0;
end
endcase

Figure 9 — FSM next state process Verilog description
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5 RESULTS

Xilinx ISE 14.7 CAD system was used for the design
verification, implementation, and synthesis. Behavioral
and  post-implementation  simulations  for initial
description were performed on the CPLD XC9572XL-10-
TQ100 (Post-Fit Simulation) and on the FPGA
XC3S500E-5fg320 (Post-Place & Route Simulation).

Figures 10 and 11 shows the post synthesis waveform
for ~ XC3S500E-5fg320 and  XC9572XL-53C44
correspondingly.

Switching delay is 0 ns. Single short-term pulses do
not occur. Thus, when implementing the device on FPGA
and CPLD, its operation must comply with the original
description (specification).

The expected minimum number of triggers is 9: 3
triggers for encoding 7 states, 6 triggers for the counter
(since the maximum timeout is 40 clock cycles). RTL
schematic report for both chips confirmed this. (since the
maximum timeout is 40 clock cycles). RTL schematic
report for both chips confirmed this.

Latch triggers are absent in the report. To implement
functions of transitions and outputs, combinational
circuits were synthesized. 52 combinational elements
were synthesized on the XC9572XL-10-TQ100, and 21
combinational elements — on the XC3S500E-5fg320.
Table 1 shows some totals from the synthesis report.

For FPGA: minimum clock period: 4.153 ns
(Maximum Frequency: 240.790 MHz).

For CPLD: minimum clock period: 6.300 ns
(Maximum Frequency: 158.730 MHz).

Table 1 — FPGA and CPLD based FSM synthesis results

PLD Flip- Latch | BELS Slices /
Flops es LUTs

FPGA 8 0 21 11/21

XC3S500E5fg320

CPLD XC9572XL- | 8 0 52 -

TQ100

Figure 10 — Timing diagram of Moor FSM for power saving module

Figure 11 —Post-Place & Route Simulation of XC3S500E-5fg320

Figure 12 — Post-Fit Simulation of XC9572XL-10-TQ100
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6 DISCUSSION

Moore FSM models with timing delays represent a
traditional way for describing logic control systems.
Timed FSM models with timeouts, constraints and output
delays are used during control systems and
telecommunication protocol testing [5-10]. In [13-15] a
hardware implementation of such FSM models using
hardware description languages was introduced. In [4]
VHDL patterns for timed Moore control systems were
presented. These patterns consider event processing
external to the control system. However, no HDL patterns
for processing external events that must satisfy certain
timing constrains were mentioned.

In this research a general HDL pattern for processing
temporal events was introduced. The model
synthesizability was proven by implementing power
saving model in Xilinx IDE on two chips — FPGA and
CPLD. The results shown different hardware usage
results. At the same time the behavioral simulation
confirmed both devices satisfy specification.

Further works might be related to the verification of
such HDL models, especially using assertion-based
methods [2].

CONCLUSIONS

The issue of real-time devices modeling using the
finite state machine pattern and hardware description
languages was solved. The classification of events as
models of finite state automaton interaction with the
external environment is analyzed. Temporal events and a
class of devices which functionality depends on such
factors is are discussed. It is shown that such events are
widespread in various digital devices and real-time
systems. A new type of FSM transition is proposed for the
temporal transitions state diagram as a digital systems
design canonical model. The considered models are
illustrated by simulations and timing diagrams analysis.
The work solves the problem of designing time-controlled
automata in real-time logic control systems. The issue of
logical systems with external events processing that
should last a certain time is considered.

An algorithm of a power saving unit was analyzed.
Based on this algorithm, the temporal Moore state
diagram was developed. The temporal state diagram was
used to develop a three-process Verilog-model of the
timed Moore FSM.

Verification, synthesis, and implementation of the
developed Verilog model using Xilinx ISE environment
were performed. Synthesis and simulation before and
after implementation were performed for CPLD
XC9572XL-10-TQ100 and FPGA XC3S500E-5fg320.
Synthesis and simulation results of the circuit after
implementation confirm the operability and correctness of
the developed Verilog model.

The scientific novelty of the work lies in temporal
state diagram improvement. This allowed to expand the
class of event based real-time logical devices represented
by FSM.
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The practical significance of the obtained results lies
in the following:

— investigate a class of real time control logic devices
with corresponding FSM models and HDL description is
introduced;

— the possibility of the proposed model is illustrated
with examples that show various correlation between
event duration and the time during which control FSM
stays in a certain state;

— the theoretical basis is illustrated with the control
unit for power saving device implementation on FPGA
using Verilog HDL.

Prospects for further research are to use the
proposed theoretical basis and results for event-based
devices diagnostics systems [15].
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AHOTAIIA

AKTyanbHicTh. Po3riaHyTO 3aady po3poOku maGIOHIB KiHIIEBUX aBTOMATiB 3 0OPOOKOIO 30BHIIIHIX TEMIIOPAJIbHUX MOIIH 3
BUKOPUCTaHHSIM MOB onucy anapatypu. O6’eKToM poOOTH € IMTaHHS MOJICIIIOBAHHS 30BHIIIHIX MOAIN y CHCTEMaX pealbHOro 4acy.

Meta po6oru. MeToro pobOTH € HPEICTAaBUTH CIIOCOOM BHPAXKEHHS TEMIIOPAIBHHX IOIiH y Ha rpadi mepexoiiB KiHLIEBOTo
aBTOMaTa, a Takok BixnosinHi HDL mrabaoxn 0OpoOKy TakuxX MO/l y cHCTeMax yrnpaBiliHHS.

Merton. [IpoanainizoBano kinacudikariro 30BHIIIHIX MOiH y CHCTEMax peajibHOro 4acy. BuaijeHo Kiac MpUCTpPOiB, Y SIKHX 3MiHa
cTaHy Big0OyBaeThCs BHACITIJOK HACTAHHS 3OBHIIIHIX MOIH, IO MOJOBXKEHI y 4aci (TemmopaipHi moii). 3amponoHoBaHO Croci0
BHPaXCHHS TAaKOro POy TOAIH Ha TeMmopaibHOMYy Tpadi mepexoniB KiHIEeBOro aBToMmara. [IpoanHamizoBaHo pi3HiI creHapii
MOBEIHKH 3aIPOIIOHOBAHOI aBTOMATHOI MOJEN B 3aJICKHOCTI Bl TPUBAJIOCTI 30BHIMIHKOI moxii. Po3pobiieno HDL mabnonu Ha
MOBi omucy amaparypu Verilog s imMmuiemenTanii 00po6ku TemmopanbHuX mofid. IIpane3naTHiCTh 3alpOIOHOBAaHUX METO/IIB
JIOBEJICHO Ha NpUKIaA po3poOku, Bepudikamii Ta cuHTely Momyis 30epexenHs cheprii Ha FPGA Tta CPLD y cucremi
aBromatuzoBanoro mnpoekryBaHHs Xilinx ISE. Otpumani pe3ynbTaTH aBTOMATH30BAHOIO CHHTE3y JOBEIH IPaBHIBHICThH
3alPOIIOHOBAHOT METOIOJIOT 1.

PesyjabTaT. 3anporoHOBaHO MeTOIM OOpPOOKHM 30BHIIIHIX TEMIOPAIBHUX MOAIH y MOAENSAX IPUCTPOIB PEabHOro dacy.
IpexcrasieHo BiAMoBiAHI mabmoHu MOBI onucy amapatypu Verilog s iMruteMeHTalii 3anpornoHoBaHOT MOJIETI.

BucHoBku. BupimeHno 3agady aBTOMaTH30BaHOTO CHHTE3Y CHCTEM PEANBHOTO 4acy 3 30BHIIIHIMH TEMIOPATbHUMH ITOTiSIMHU.
Jist Bupimenns niei npo6iaemu Oyiu po3poOiieHi Ta IPOTECTOBAHO MOJIENb IPUCTPOS Ha 6a3i KiHIEBOTO aBTOMATa 3 BHKOPHCTAHHSIM
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mogu Verilog. HaykoBa HOBH3HA MOJISIrae y MpeCTaBiCHI Coco0y BUPaXCHHS TEMITOPAIbHUX MO/iH Ha rpadi mepexoiB KiHIeBOro
aBTOMara, a Takox 3a gomomororo HDL xoHcTpykuiit mixm dac po3poOkm cuctem kepyBanHs Ha CPLD Tta FPGA y cucrema
aBTOMAaTH30BAaHOTO CHHTE3Y.
KJIIOYOBI CJIOBA: aBroMarHMii I1a0JI0H, MOBA ONHKCY alapaTypu, IPUCTPOI PeabHOTO Yacy, TeMIIOPaNbHI MOAii, CHCTEMHI
aBTOMAaTH30BAaHOTO CHHTE3Y.
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ABSTRACT

Context. Solving hydrodynamic problems is associated with high computational complexity and therefore requires considerable
computing resources and time. The proposed approach makes it possible to significantly reduce the time for solving such problems
by applying a combination of two improved modeling methods.

Obijective. The goal is to create a comprehensive hydrodynamic modeling method that requires significantly less time to deter-
mine the dynamics of the velocity field by using the modified lattice Boltzmann method and the pressure distribution by using a con-
volutional neural network.

Method. A method of hydrodynamic modeling is proposed, which realizes the synergistic effect arising from the combination of
the improved lattice Boltzmann method and a convolutional neural network with a specially adapted structure. The essence of the
method consists of implementing a sequence of iterations, each of which simulates the process of changing parameters when moving
to the next time layer. Each iteration includes a predictor step and a corrector step. At the predictor step, the lattice Boltzmann
method works, which allows us to obtain the field of fluid velocities in the working area at the next time layer using the field of ve-
locities at the previous layer. At the corrector step, we apply an improved convolutional neural network trained on a previously cre-
ated data set. Using a neural network allows us to determine the pressure distribution on a new time layer with a predetermined accu-
racy. After adding the fluid compressibility correction on the new time layer, we get a refined value of the velocity field, which can
be used as initial data for applying the lattice Boltzmann method at the next iteration. Calculations stop when the specified number of
iterations is reached.

Results. The operation of the proposed method was studied on the example of modeling fluid movement in a fragment of the
human gastrointestinal tract. The simulation results showed that the time spent implementing the simulation process was reduced by
6-7 times while maintaining acceptable accuracy for practical tasks.

Conclusions. The proposed hydrodynamic modeling method with a convolutional neural network and the lattice Boltzmann
method significantly reduces the time and computing resources required to implement the modeling process in areas with complex
geometry. Further development of this method will make it possible to implement real-time hydrodynamic modeling in three-

dimensional domains.

KEYWORDS: hydrodynamic modeling, convolutional neural network, lattice Boltzmann method.

ABBREVIATIONS
LBM is a lattice Boltzmann method;
CNN is a convolutional neural network;
BGK is a Bhatnagar-Gross-Krook model.

NOMENCLATURE

f is a distribution function;

X is a vector that specifies the position of the elemen-
tary volume of liquid in space;

k is a discretization index of the kinematic velocity;

v, is a kinematic velocity vector;

w, is weight factor for equilibrium function;

t is a parameter that specifies a point in time;

f 4 is an equilibrium distribution function;

n is a kinematic viscosity;

T is a time of relaxation;

Ax is a grid spacing;

At is a time step;

c is a speed in the grid;

T isa viscous stress tensor;

® is the Kronecker product;

¢ is a body forces;
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w is a dynamic viscosity;
I is an identity tensor.

INTRODUCTION

The rapid growth in the popularity of artificial neural
networks, methods of analyzing large volumes of data,
and other alternative approaches has led to the discovery
of several breakthrough technologies. In particular, sig-
nificant progress is observed in studying complex physi-
cal processes that can be mathematically described by
boundary value problems based on differential equations
with partial derivatives. In the paper, we will consider
applying this approach to determining the hydrodynamic
parameters of liquids. The traditional way of modeling the
corresponding physical process is the numerical solution
of the boundary value problem, which includes the flow
continuity equation and the Navier-Stokes equation. In the
practical implementation of this approach, in the case of a
modeling area with a complex shape, some difficulties
always arise, which are manifested due to the problems of
achieving convergence of the corresponding numerical
method, which is inextricably linked with the need to use
significant computing resources to ensure obtaining re-
sults with high accuracy. However, the high accuracy of
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the results could be more accurate in many cases due to
the impossibility of accurately determining the initial data
for solving this or that boundary value problem. A natural
approach to solving this problem is developing a toolkit to
solve the given situation with some predetermined ap-
proximation.

The object of study is the process of modeling the
physical phenomenon of the movement of liquids in ob-
jects with complex geometry under the influence of exter-
nal forces.

The subject of the study The subject of the study is a
modeling method that uses the synergistic effect of the
joint use of the improved lattice Boltzmann method and
the application of a convolutional neural network with a
special structure.

The purpose of the work The purpose of the work is
to shorten the time of modeling changes in fluid move-
ment parameters and increase the accuracy of parameter
determination by correcting the deviation from com-
pressibility.

1 PROBLEM STATEMENT

In the general case, modeling of fluid movement is
performed by solving a boundary value problem based on
the Navier-Stokes equation. For this purpose, the discreti-
zation of the equation and domain is used to apply the
appropriate numerical methods. The main problem that
arises on this path is ensuring the convergence of numeri-
cal methods in the case of studying an area with complex
geometry and the significant computational complexity of
the corresponding algorithms, which leads to a consider-
able expenditure of time and computing resources.

An alternative approach is to use the lattice Boltzmann
method. This method describes the movement of the lig-
uid at the mesoscopic level through the interaction of the
elementary volumes of the liquid, which is represented by
the Boltzmann equation:

of of  f-f*
—+V = .

FRYAL 1
ot OX T @

The right-hand side of this equation describes the col-
lision process of elementary volumes. This work uses the
so-called BGK model, which is often applied to liquids
moving at a speed that does not exceed the Mach number
for the given liquid. The disadvantage of this approach is
the accumulation of errors when determining the hydro-
dynamic parameters due to density fluctuations.

To overcome the abovementioned shortcoming, we
offer a method of specifying the fluid pressure on each
time layer.

2 REVIEW OF THE LITERATURE
Applying the lattice Boltzmann method makes it pos-
sible to describe the dynamics of the velocity field by
colliding elementary volumes of liquid at the mesoscopic
level. The history of publications on LBM already dates
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back several decades[1]. Many practical applications with
a severe theoretical basis were implemented [2]. The
popularity of this method is due to a large number of ad-
vantages, which include relatively low computational
complexity [3], the possibility of studying areas with
complex geometry [4], and the possibility of parallelizing
computational processes [5].

A significant drawback of this method is the increase
in the error in determining the parameters of the velocity
field with an increase in the number of iterations. This
shortcoming does not allow modeling complex physical
processes with a given accuracy on long time intervals,
which are essential for describing operations in living
nature.

A neural network is proposed as a tool to overcome
this drawback.

The main advantages of using methods based on neu-
ral networks:

1. A neural network provides an analytically presented
solution that can be applied repeatedly after preliminary
training.

2. Methods based on neural networks can be applied
to a broad class of differential equations.

3. These methods include a smaller set of parameters
and therefore require fewer resources for implementation.

4. Have mechanisms for regulating the level of gener-
alization of the solution.

Today, a relatively large number of varieties of artifi-
cial neural networks are known. Most of them correspond
to already well-developed methods of solving differential
equations. Historically, an approach focused on deep neu-
ral networks was one of the first to be proposed [7]. The
application of a deep neural network with extended learn-
ing based on the backpropagation algorithm is also of-
fered in [8]. The mentioned methods can be used to solve
both ordinary differential equations and differential equa-
tions with partial derivatives. They can be used to explore
two-dimensional and three-dimensional areas. The disad-
vantage of the methods is the high labor intensity at the
neural network learning stage.

Reducing the complexity can be achieved by modify-
ing the structure of the neural network by adding radial
basis functions (RBF) and other facilities to the deep neu-
ral network [8]. For example, [9] describes a method that
combines a deep neural network with an evolutionary
algorithm. The paper shows that the proposed structure
can approximate arbitrary functions and their derivatives.

The paper [10] proposed a combination of an artifi-
cial neural network with the Karhunen-Loev decomposi-
tion [11], which is focused on modeling the solution of
the two-dimensional Navier-Stokes equation.

Cellular neural networks [10, 11], an analog comput-
ing paradigm, are considered alternative structures for
implementing differential equation-solving processes.
This concept of analog computing is used to solve com-
plex nonlinear differential equations. This method is
based on the Taylor series expansion.

The modern approach to solving partial differential
equations is based on convolutional neural networks
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(CNN). Compared to deep neural networks, we get a sig-
nificantly shorter training time and higher accuracy of
solution modeling [12]. At the same time, the main sig-
nificant advantage of using CNN is the possibility of us-
ing complex boundary conditions since the geometry of
the area can be included in the learning process.

In this work, the use of a convolutional neural net-
work is proposed. The structure of the network and the
method are adapted to solving boundary value problems
based on the two-dimensional Poisson equation, which is
an essential component of the complex way that models
the process of movement of an incompressible fluid.

3 MATERIALS AND METHODS

The way of modeling the movement of fluids aims
to determine the distribution of pressure and the velocity
field in a given area and changes in these parameters over
time. The proposed complex method is represented by a
cyclically repeated sequence of iterations, each containing
two steps: a predictor step and a corrector step. Fig. 1
shows the general algorithm of this method, in which the
functions of the predictor are concentrated in block 2, and
the corrector’s functions are implemented by blocks 4 and

5.
t START - )

1
Entering the initial
velocity fizld

t=0

I

Application of the iatfice—‘

Boltzmann method

=

I

Application
of convolutional neural
network

S

Formation
of the velocity field

Yas /t{lm}ti No

Figure 1 — Algorithm for implementing the complex method

Block 1. Within the framework of this block, the study
area is discretized, and the initial data set is formed,
which contains the parameters of the velocity field vectors
specified in the discretization nodes. Block 2 uses the
generated set as initial data to implement the lattice
Boltzmann method. The lattice Boltzmann method is used

to model the evolution of the parameters of the initial
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velocity field. Using the value of the velocity field for the
time layer to perform one iteration within the framework
of this model, we get an updated velocity field on the time
layer. We determine the fluid pressure in the discretiza-
tion nodes on the updated time layer with the value
formed in block 3. The pressure distribution is calculated
by a previously trained convolutional neural network,
represented by block 4. Using the refined pressure value
on the time layer in block 5, we determine the corrected
velocity field on this time layer. If the current time layer
is smaller than the maximum specified time layer, we use
the refined velocity field as initial data for the lattice
Boltzmann method.

This method is based on the use of the physical model
of the Boltzmann equation, which corresponds to the be-
havior of the liquid flow at the macroscopic level [13]. To
apply the Boltzmann equation, it is necessary to consider
the fluid flow as a set of elementary volumes. Then the
Boltzmann equation describes the evolution of one ele-
mentary volume in the form of a distribution function,
where is the vector that specifies the position of the ele-
mentary volume of liquid in space, is the velocity vector
of the elementary volume, and is the parameter that speci-
fies the moment of time. In its general form, the Boltz-
mann equation can be represented by the expression (1).

We discretize the space of velocities at the mesoscopic
level by applying a two-dimensional grid using nine
bounce directions of elementary volumes, as shown in
Fig. 2.
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Figure 2 — Discretization of the domain and velocity field

Such a discretization scheme is called D2Q9. It pro-
vides sufficient modeling accuracy and is recommended,
for example, in [16] for a similar class of problems. If we
set AX=Ax; =Ax, =1, and the coordinates of the initial

node (0,0), then the coordinates of 9 vectors can be writ-
ten as follows:

vo =(0,0), v, =(1,0),
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v;=(01), v,=(0-1), vs=(2),
v =(-11), v; =(-1-1), vg = (1-2).

For the region discretized in this way, we set the dis-
cretized Boltzmann equation:

eq
ey He _he=f 2)
ot oX T

The right-hand side of this equation describes the col-
lision process of elementary volumes. This work uses the
BGK model, which is often applied to liquids moving at a
speed that does not exceed the Mach number for the given
liquid.

Calculating the macroscopic parameters of speed and
pressure for a liquid can be calculated as the result of the
sequential execution of two steps for each of the discreti-
zation vectors v, . In the first step, we will form a discrete

kinetic equation for the distribution function of f,:

f (ot AL = fk(x,t)—%[fk(x,t)— el @

1 . . .
where 1 :12+E, At =1.This equation determines the
CS
value of each distribution function at the domain discreti-
zation node after colliding the elementary fluid volumes
at the corresponding node.
The second step determines the redistribution of the

values of the distribution functions on the new time layer:
fi (X + VAL, t+At) = f, (x,t+At). ()

After determining the distribution functions at the
given time level, we calculate the density and velocity of
the fluid in the given discretization node using the formu-
las:

8 18
P=20o fin U :EZk:O fivic - (5)

Equation (3) also includes the equilibrium distribution
function f2(x,t). We determine this function based on
the calculations presented in [17]:

3 9 3
e =pwk[1+c—2vku +F(Vku)2 —Fuzj. (6)

where c:&,wozi,wlzwzzwszw‘l:l,
At 9 9
36
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Based on [18], we can claim that the method remains
stable under t>0.5. But practical applications of the
technique have shown that instability can also occur when
tau goes to 0.5. Avoiding a significant growth of the lat-
tice velocity helps maintain the method’s stability. In the

c
i
the ideal gas. To calculate the pressure in a region filled
with a moving incompressible fluid, we must solve a
boundary value problem based on the Poisson equation.

Block 4 of the complex method implementation algo-
rithm (Fig. 1) includes solving the Poisson equation sepa-
rately on each time layer to refine the pressure distribu-
tion in the liquid. We use the previously obtained velocity
field on this time layer to do this. The transition to the
next time layer at low values of the Mach number is per-
formed using the lattice Boltzmann method, which allows
us to simulate the change in the velocity field. Since the
lattice Boltzmann method, when modeling the parameters
of an incompressible fluid, can allow certain density fluc-
tuations that affect the accuracy of determining the veloc-
ity field, we must consider these errors when creating the
corresponding Poisson equation.

We modify the design scheme proposed in [19] to do
this. This scheme consists of three steps. In the first step,
the velocity field values are calculated using an explicit
iterative scheme, which is based on a discrete representa-
tion of the convective and diffuse parts of the momentum
equation. In the second step, the resulting velocity field is
corrected by the pressure gradient determined after solv-
ing the Poisson equation for pressure. The third step is a
correction step that ensures the convergence of the itera-
tive determination of the velocity field in the first step.

The main difference of the approach proposed in this
paper is that the determination of the velocity field in the
next time layer occurs by using the modified lattice
Boltzmann method, which is based on the strictly proven
fact that at small values of the Mach number, we obtain a
result that coincides with the solution in terms of the
boundary value problem:

framework c, = the value of pressure is p = pcs2 for

P v pu)-0,

Y]

8Lu+V~(u ®u):E+EV-(%)+(p.
ot PP

The viscous stress tensor for a compressible Newto-

nian fluid can be determined through the fluid velocity

field as:
-
7= 2{%-%(%)% ®)

For a small Mach number when moving to an incom-
pressible boundary value problem, the value of the term
can be simplified as follows [20]:

Ly (t)=vAu. )
p
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To determine the pressure distribution on the new time
layer, we define the Poisson equation for pressure [20]:

V{EVpJ:Vu*,
p

(10)

where Ax; =AX, =AX, At=1 are steps in spatial and

temporal coordinates.

Modeling the solution of equation (10) takes place in
two stages. The first step is to create a dataset for further
use of the convolutional neural network.

We discretize the left and right parts of equation (10).
For the left side of equation (10), we get:

V[Eij _Pica,j _Zpi,zj tPist
p AX]_

. Pi,j-1— 2P+ Pi,j1
AX3

Due to the fact that we neglect the compressibility of
the investigated fluids, we can apply a linear discretiza-
tion of the right-hand side of equation (10) using the cen-
tral difference. Then:

o) _ Gi+1,j_ﬁi—1,j+
ot oOx 2A%

The resulting system of linear algebraic equations is
solved using the iterative Jacobi method [13].

l‘]'i,j-%—ﬁl._[]'i,j—l -S .
2AX2 b

2 2

nal (pin—l,j + pin+1,j)AX +(pir,1j—1+ pirjj+l)AX

pi,j = 2 2 -
Z(Ax + AX )

AXZAXZSi’j

Zisz + AX? )_

1 2
:Z(pin—l,j + Pl + P+ PR jo1— AX Si,j)

The obtained pressure distribution is considered and
used as an object of the training data set. Training of a
convolutional neural network takes place on the training
data set formed in this way to solve this type of problem
effectively. All problems of obtaining the pressure distri-
bution on each time layer when solving applied problems
will be solved in the future with the help of a convolu-
tional network in a significantly shorter time.

After obtaining the values of the pressure field, we ad-
just the values of the velocity field:

- 1 Pi+y,j— Pi-1j + Pi,j+1— Pi,j1
ui,j _ui,j e .
pi,j 2AX
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Thus, we get the velocity field on the new time layer.
We use these data as initial data when applying the
Boltzmann lattice model. This process is repeated if the
simulation process continues in time.

Let us briefly consider the development of the men-
tioned convolutional network and the results of its appli-
cation.

Based on the previous work [21], a convolutional neu-
ral network was developed to model the solution of the
boundary value problem based on the Poisson equation.
Some changes were made to adapt the basic structure of
the neural network to the actual problem. The general
structure of the developed neural network is shown in
Fig. 3.

First, the size of the input data was increased — from
96x96 to 128x128, which made it possible to simulate the
movement of liquids with greater accuracy. The “bottom-
up pathway” and “top-down pathway” parts of the net-
work were also expanded by adding additional convolu-
tional layer blocks. Also, the “output_conv” block was
extended by increasing the convolutional layers from 2 to
4. Each layer now receives an additional input tensor
“rho_input” of size 128x128 that contains the density
value.

The output of the model is a two-dimensional array of
size 128x128. The values of the previously generated
solutions were normalized to a distribution with a mean
value of 0 and a standard deviation of 1 to ensure the
stability of the learning of the convolutional network. The
process of obtaining the solution of the Poisson equation
in physical units of measurement is as follows: the value
of the output array of the neural network is inversely
normalized, and thus the original distribution of the train-
ing data is restored.

To create a training dataset that will ensure the accu-
racy and efficiency of the neural network, 18 space ge-
ometries were prepared. They were used to simulate the
movement of liquids using the LBM method. The nu-
merical solution of equation (12) was used to calculate the
values of the pressure field. Different random values of
the initial fluid velocity, density, and relaxation time were
used in the simulation of each geometry to ensure the
variability of the dataset. In this case, the neural network
features are the values of free members and density, and
the target variable is the pressure value. In this way, a
training dataset consisting of 75,000 objects was formed.
A test dataset of 10,000 objects was created in the same
way.

To implement the developed neural network, we used
the following software: Python programming language,
TensorFlow 2.4.1 machine learning framework. The
Adam optimizer [22] was used to optimize the parameters
of the neural network. The values of the optimizer pa-
rameters were as follows: learning_rate=0.0005, beta_1 =
0.95, beta_2 = 0.99, epsilon = 1e-7. Each of the parame-
ters performs the following function: learning_rate is a
parameter in the optimization algorithm that determines
the step size of updating the coefficients of the neural
network at each learning iteration; beta_1 is the forgetting
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coefficient for the gradient; beta_2 is the forgetting factor
for the second moment of the gradient; epsilon is a small
constant introduced to ensure optimization stability. The

6GB GDDR6 GPU was used to train the neural network
for 300 epochs. The value of the average absolute error on
the test data set was 0.001021.

average absolute error represents the loss function for this
model. An MSI GeForce GTX 1660 Super Ventus OC

Bottom-Up Pathway Top-Down Pathway

f_input

[ ’e

residtJaI_4 pling_2d @
0

residtJaI_s pling_2d @
0

residtJaI_Z up_sampling_2d @
[

residtJaI_l up_sampling_2d @
[

pre_(ionv @

dist_input
-

Figure 3 — The general structure of a convolutional neural network

4 EXPERIMENTS

To test the developed method, we used the model of
the section of the human colon, which is shown in Fig. 4.

Black color indicates the working area, white color in-
dicates the bounding surface.

The working area was discretized by a 128x128 grid.
The parameters of the method are as follows: t=0.5012,
p=1000. The boundary condition of fluid inflow from

the right boundary was applied, equal to

. (2ntj
sinf ——
T

In the experiment, modeling was carried out using two
methods: LBM and the LBM method with velocity field
correction. The velocity field was measured at simulation
iterations 300 and 900. The simulation results are shown
in Fig. 5 and 6.

vy =0.01x , where T =110.

Figure 4 — Model of the section of the human colon
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Figure 5 — Distribution of the velocity field at the 300th iteration. On the left is the LBM method, on the right is the proposed
method with speed correction

Figure 6 — Distribution of the velocity field at the 900th iteration. On the left is the LBM method, on the right is the proposed method
with speed correction

Fig. 7 shows the results of measurements of the devia- Table 1 — Comparison of modeling methods
tion of the average density values and from the initial Modeling method Time of one iteration, sec
density value in the computational domain after 1500 LBM 0.00301
iterations.

When modeling with the developed method, the den- LBM+ neural network 0.06087
sity values deviate less from the initial density value than LBM+ numerical method 054123

the usual LBM method. Therefore, the obtained results
indicate higher stability when modeling fluid movement
using the combined method.

The computational speed of the developed method
was measured in comparison with other methods. Three
methods were used for comparison. The first method is
the conventional LBM method without rate correction
described in equation (14), the second method is the pro-
posed rate-corrected LBM method using a convolutional
neural network to solve equation (13), the third method is
a velocity-corrected LBM method that uses the AMG
numerical method [23] to solve equation (13). The com-
parative results of the experiments are shown in Table 1.

Figure 7 — The average value of the deviation of the density
during the simulation
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The experimental results show that the simulation
speed of one iteration of the developed method is 6-7
times faster than the speed of the method that uses the
numerical solution of the Poisson equation. Also, in com-
parison with the usual LBM method, the condition of
fluid incompressibility is preserved.

5 RESULTS

The main result is that a new method of modeling
two-dimensional hydrodynamic processes is proposed,
which is characterized by increased accuracy and lower
resource consumption compared to known methods. The
sequence of actions for implementing the method is repre-
sented by the algorithm shown in Fig 1. The positive ef-
fect is achieved by combining the modified lattice Boltz-
mann method to determine the velocity field at the next
time step. At each time step, we simulate the solution of
the Poisson equation using a convolutional neural net-
work to determine the pressure distribution. The obtained
results make it possible to correct the deviation of the
density to increase the simulation’s accuracy. A parallel
numerical method was used to reduce the time of prepar-
ing a dataset for neural network training. To practically
confirm this approach’s effectiveness, modeling the
physical process of fluid movement in a fragment of the
digestive tract was performed. All technical parameters of
this experiment are given in this paper. Studies have
shown that the simulation speed of one iteration of the
developed method is 6-7 times faster than the speed of
the method that uses the numerical solution of the Poisson
equation. The value of the average absolute error on the
set of test data is 0.001021.

6 DISCUSSION

The traditional approach to modeling hydrodynamic
processes is based on solving a boundary value problem,
which includes the Navier-Stokes equation and the flow
continuity equation. This problem can be solved by one of
the numerical methods, which causes significant difficulties
in the case of the complex geometry of the surface area and
requires significant resources since it is necessary to use
excessive accuracy to ensure the convergence of the nu-
merical method.

When modeling the movement of liquids in living na-
ture, it is essential to get an estimate of the dynamics of the
process in a short time with relatively low accuracy. There-
fore, LBM is more often used for such tasks. This method
allows us to get the desired solution in a significantly
shorter time, but several disadvantages characterize it. One
of the critical disadvantages is that this method is funda-
mentally oriented towards compressible liquids, and the
dynamics of density change are challenging to control. An-
other significant drawback is the considerable laborious-
ness of the correct definition of the boundary conditions,
given the complex geometry of the area.

Another approach to solving this problem includes us-
ing a predictor-corrector method. The predictor applies an
explicit iterative scheme to determine the velocity field at

© Novotarskyi M. A., Kuzmych V. A., 2023
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the next time layer, and the corrector refines the value of
the velocity field using the pressure distribution.

This work is devoted to developing this approach by
improving both the predictor and corrector stages. To im-
prove the accuracy of the simulation, a modified LBM is
used in the predictor stage, and a pre-trained convolutional
neural network is applied in the corrector stage to solve the
Poisson equation. Combining these two approaches made it
possible to improve the speed and accuracy of modeling in
a region with complex geometry.

Further development of this approach consists of apply-
ing reinforcement learning mechanisms at the corrector
stage, which will improve the accuracy of the obtained
modeling results with significant changes in the geometry
of the area without spending time retraining the convolu-
tional network.

After certain refinements, the proposed method can be
used to study hydrodynamic parameters in three-
dimensional domains.

CONCLUSIONS

The urgent problem of developing a software system
for mathematical modeling of the movement of liquids in
areas with complex geometry, which is characteristic of
living organisms, is being solved.

The scientific novelty of the obtained results lies in
the fact that, for the first time, a method for modeling the
movement of fluids in living organisms has been pro-
posed, which reduces the modeling time and increases its
accuracy compared to known approaches due to the syn-
ergistic effect obtained by improving the modeling pa-
rameters at each step of the iterative process, which in-
cludes a predictor stage and a corrector stage. The predic-
tor stage implements a modified LBM in which a modi-
fied equilibrium distribution function is applied, which
increases the accuracy of determining the distribution
function in one iteration step by the BGK model. The
LBM implementation time is reduced by parallelizing the
calculation of discrete values of the distribution function
during the collision of elementary liquid volumes at the
mesoscopic level. The corrector stage realizes a reduction
in modeling time due to the use of a previously trained
convolutional network, the structure of which is adapted
to the solution of a specific problem.

The practical significance of the obtained results is
that a software system has been developed for simulating
the movement of liquids in areas of complex shape, sig-
nificantly reducing the simulation time and using comput-
ing resources, provided that the obtained results are of
acceptable accuracy. Experiments were conducted using
different workloads of the developed software simulation
system. The obtained results made it possible to recom-
mend using this software system when studying the
movement of fluids in living nature, particularly when
studying the digestive and cardiovascular systems of liv-
ing organisms.

Prospects for further research consist in expanding the
possibilities of this method for its application to three-
dimensional areas of complex shape. Another direction

OPEN ACCESS
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for improving this method is using reinforcement learning
mechanisms to reduce the time it takes to reconfigure a

convolutional neural network for an expanded range of 11.

tasks.
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YJIK 004.942:001.57
METO/I TIIPOJAHAMIYHOI'O MOJEJTIOBAHHS 3 BAKOPUCTAHHAM 3BEPTKOBOI HEWPOHHOI MEPEXI

HoBorapcebkuii M. A. — 1-p TexH. Hayk, npodecop kadeapu obuncaoBaIbHOI TexHikM HalioHalIbHOTO TeXHIYHOTO YHiBEpCH-
Tety Ykpainu «KuiBchkuii nomiTexHiqHuit iHCTUTYT iMeHi Irops CikopchKoro».

Ky3pmuu B. A. — acmipasT kadenpu obuncmoBanbHOl TexHIKH HamioHanpHOro TeXHIYHOTO yHiBepcuTeTy YKpainn «KuiBchKuid
MIOTITEXHIYHUH IHCTHTYT iMeHi Iropst CikopcbKoro.

AHOTAIIA

AKTyanbHicTh. Po3B’s13yBaHHs TifipolMHAMIYHUX 3aJ]ia4 OB’ s3aHE 3 BUCOKOIO OOUYMCITIOBAIBLHOIO CKIIAQIHICTIO i TOMY BUMarae
3HAYHUX OOUHMCIIIOBAIBHUX PECypCiB i yacy. 3anpornoHOBaHMIl MiXiA 103BOJISE CYTTEBO CKOPOTUTH Yac PO3B’A3yBaHHS TAKUX 3a1ad
LISIXOM 3aCTOCYBaHHS KOMOiHAIIii IBOX BIOCKOHAIICHUX METO/IiB MOJICIIOBAHHSI.

Meta. MeToI0 € CTBOPEHHSI KOMIUIEKCHOTO METOAY TiZPOJMHAMIYHOTO MOJICTIOBAHHS, KM BUMarae 3Ha4HO MEHILE Yacy Ul
BHU3HAYEHHS JUHAMIKH TIOJIS MIBUAKOCTEH 32 PaXyHOK BUKOPHCTaHHS MOAM(IKOBAHOTO pemriTyacToro MeToay bompimana i po3nomi-
JIy THCKY 33 PaXyHOK BUKOPHCTaHHS 3TOPTKOBOI HEHPOHHOI MEpexi.

MeToa. 3anporoHOBaHO METO] TiPOANHAMIYHOTO MOJICIIOBAHHS, SIKUH peajli3ye CHHepreTHYHHH e(eKT, 0 BUHUKAE IPH I10-
€/IHaHHI BJIOCKOHAJIEHOTO PEIIiTYacTOro Metoy bosibiiMana Ta 3ropTKoBOI HEHPOHHOI MEpEeXi 3 CIeLialbHO aJalTOBAHOIO CTPYKTY-
poro. CyTh MeTOIy MOJIsirae y peatisailii MOCTiIOBHOCTI iTepailiii, Ha KOXKHIi 3 SIKHX BiJI0OYBa€ThCS MOJCITIOBAHHS MPOIIECY 3MiHU
napaMeTpiB IpH Mepexoi Ha HacTynHuil yacoBuil map. KoxkHa iteparisi BKIIOYae KpOK MPEIUKTOpa Ta KPoK Kopekropa. Ha kpori
MPeMKTOpa Mpalkoe peliTyacTuii Meto bosbliMana, sSKUii 103BOJISIE OTPUMATH I0JI€ MIBHIAKOCTEH piavHKU B poOodiii 30HI Ha Ha-
CTYIIHOMY 4acOBOMY ILIapi 3a JOMOMOTO0 IOJIS IIBUAKOCTEIl Ha MonepeHpoMy mapi. Ha Kpori KopeKkTopa MU 3aCTOCOBYEMO BJOC-
KOHaJIeHy 3rOpTKOBY HEHPOHHY MEpEKy, HaBUCHY Ha paHillle CTBOPEHOMY Habopi 1aHuX. BukopucTaHHS HEHPOHHOI MEpexi A03BO-
JIsi€ BU3HAUUTHU PO3MOALT THCKY Ha HOBOMY YacOBOMY IIapi i3 3a/taHoro TouHicTIo. Ilicis mogaBaHHS IIONPaBKY HA CTHCIUBICTD Piti-
HU Ha HOBOMY YacOBOMY IIIapi MU OTPUMYEMO YTOYHEHI 3HAQUCHHS OIS IIBHIKOCTEH, sIKi MOKHA BUKOPHCTOBYBATH SIK MOYATKOBI
JIaHi JJs1 3aCTOCYBaHHS PEIIiTYacTOro MeToay boiblMaHa Ha HAcTymHiM iteparii. OOYHCICHHS NMPUIHHSAIOTHCS TPH JOCATHEHHI
3a7aHo1 KUTbKOCTI iTepamiii.

Pe3yabTaTn. PoGOTY 3ampornoHoBaHOr0 METOLY AOCTIKEHO Ha MPHUKIAl MOJCIIOBAHHS PYXY PIIMHH y (parMeHTi HITyHKOBO-
KHIIKOBOIO TPAKTY JIIOJMHH. Pe3ynbTaTH MOZIENIOBAHHS IIOKA3aliM, IO 4ac, BUTPAUCHHH Ha pealti3alliio MpoLecy MOJEIIOBaHH!,
CKOpOTHUBCS y 6—7 pa3iB mpu 30epekeHH] MPUHHATHOIL AT MPAKTUYHUX 3aBJaHb TOYHOCTI.

BucHoBKH. 3anporIOHOBaHUIT METO| TiAPOAMHAMIYHOTO MOJEITIOBAHHS 31 3rOPTKOBOIO HEHPOHHOIO MEPEXKEI0 Ta PELIiTYaCTUM
MeTooM BonbiMana cyTTeBO CKOpOUye Hac Ta OOUHCIIIOBAIBHI PECypCcH, HEOOXIIHI IS peaizamii nporecy MOAENIOBaHHS B o0Jac-
TSIX 31 CKJIaJHOIO TeomeTpieto. [Tomanpimmii pO3BUTOK IIbOTO METOJY JIO3BOJHTH pealli3yBaTd TipoAnHaMiuHe MOJEIIOBAaHHS B pea-
JIBHOMY 4Yaci B TPHBHUMIPHUX 00JIacTsIX.

KJIFOUYOBI CJIOBA: rinpoarHaMiuHe MOJICIIIOBaHHS, 3rOPTKOBa HEHpOHHA Mepeika, penrityactuii Mmerox bosbpimana.
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ABSTRACT
Context. Neural Ordinary Differential Equations is a deep neural networks family that leverage numerical methods approaches
for solving the problem of time series reconstruction, given small amount of unevenly distributed samples.
Obijective. The goal of the following research is the synthesis of a deep neural network that is able to solve input signal recon-

struction and time series extrapolation task.

Method. The proposed method exhibits the benefits of solving time series extrapolation task over forecasting one. A model that

implements encoder-decoder architecture with differential equation solving in latent space, is proposed. The latter approach was
proven to demonstrate outstanding performance in solving time series reconstruction task given a small percentage of noisy and un-
even distributed input signals. The proposed Latent Ordinary Differential Equations Variational Autoencoder (LODE-VAE) model
was benchmarked on synthetic non-stationary data with added white noise and randomly sampled with random intervals between
each signal.

Results. The proposed method was implemented via deep neural network to solve time series extrapolation task.

Conclusions. The conducted experiments have confirmed that proposed model solves the given task effectively and is recom-
mended to apply it to solving real-world problems that require reconstructing dynamics of non-stationary processes. The prospects
for further research may include the process of computational optimization of proposed models, as well as conducting additional

experiments involving different baselines, e. g. Generative Adversarial Networks or attention Networks.
KEYWORDS: neural ordinary differential equations, deep neural networks, variational autoencoders, recurrent neural networks,

long term short memory networks

ABBREVIATIONS

NN is a neural network;

ODE is an ordinary differential equation;

LSTM is a long short-term memory network;

GRU is a gated recurrent unit network

ARMA is an autoregressive moving average model;

ARIMA is an autoregressive integrated moving aver-
age model;

GARCH is a generalized autoregressive conditional
heteroskedasticity;

ELBO is an evidence lower bound function.

NOMENCLATURE
y is an unknown non-stationary non-negative con-

tinuous-time series;

t is a continuous time point, tet;

A =A(t) is an intensity parameter of time distribu-
tion, t>0;

0 is a model parameter vector;

y is a observed sample from time series;

© Androsov D. V., 2023
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Y is a multivariate discrete-time or continuous-time
process;
X 1S an input vector to neural network at time t,

Xt €X;
E is a time series reconstruction loss;
N is a Normal distribution;
o is a standard deviation of y ;

a is a time series sampling percentage;

y(ree) = ylJ f (x) is a reconstructed time series;

hy is a hidden state of neural network at time t,
heeh;

Z,is a latent space initial parameter for decoder net-

work;
€ is a moving average parameter for time series vy ;

by, is a bias vector for hidden state of a recurrent neu-

ral network;
b, is a bias vector for output state of a recurrent neu-

ral network;
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by is a bias vector for reset state of a recurrent neural

network;
W, is a weight matrix for hidden state of a recurrent

neural network;
W, is a weight matrix for output state of a recurrent

neural network;
W, is a weight matrix for reset state of a recurrent

neural network;
ht' is a temporary hidden state at time t ;

ht" is a candidate hidden state at time t ;

INTRODUCTION

Time series analysis nowadays is one of the most rap-
idly developing field of computational statistics. In recent
years it gained a significant push towards applying ma-
chine learning methods to solve the problem of predicting
real-world processes in various fields, e.g., physics or
finances. The most popular approaches that are applied to
overcome the given problems include autoregressive
modeling via ARIMA and GARCH models [1-5]. These
models completely rely on assumptions of autoregressive
nature of given process, i.e., linear dependence between
current state of process with previous ones, and stationar-
ity, i.e., absence of mean/variance fluctuations through
time of observation of given process. In order to process
non-stationary data, ARIMA models leverage mecha-
nisms of taking finite difference of given time series data
to vanish trend curves and thus transform such data into
stationary time series [6]. On the other hand, GARCH
models perform conditional heteroskedasticity modeling
via moving average estimation of variance [7]. The draw-
backs of these approaches are implicated in assumption of
linear dependence between lags of a given process.

To overcome these challenges recurrent neural net-
works (RNN) [8] were introduced. RNN rely on the same
concept of “dependency” between time series states as in
autoregressive models, except that it applies nonlinear
transformations of input states and hidden states. These
chains of operations allow RNN to model nonstationary
series without performing reduction to stationarity. LSTM
models are the most widely used RNN application, since
they achieve ability to capture patterns in time-dependent
data at large scale of observation [8, 9]. Since 2014, new
family of recurrent neural networks was introduced —
gated recurrent unit network (GRU) [8, 9]. GRU is, in
essence, a lightweighted version of LSTM, offering re-
duced complexity whilst learning, both time and space.
However, the weakest point of given approaches is that
they are invariant to occurrence gaps, i.e., they built re-
garding the assumption that intervals between each sam-
ple are equal. However, for various cases that assumption
is not a valid one, e.g., for tracking real-time financial
data.
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The object of study is the process of time series re-
construction from samples with uneven distribution re-
garding time. This data is difficult to predict since both
autoregressive models, and recurrent neural networks are
invariant to intra-sample gaps, Therefore, it is proposed to
construct a new model, called latent ordinary differential
equations variational autoencoders to improve the quality
of predictions of given data and to solve process recrea-
tion task.

The subject of study is methods for time series pre-
diction and recreation.

The purpose of the work is to create a machine
learning model to solve time series reconstruction from
small and unevenly distributed data samples.

1 PROBLEM STATEMENT
For a given sample Y of time series Y it is desired to

create  a  reconstruction  y(™®9,  such that

ve>0,d(y(™,y)<e, where d(,) is some distance

metric.
2 REVIEW OF THE LITERATURE
Autoregressive models, such as ARMA [9], presented
in 1951, are the most used ones for the time series model-
ing task. They consider the time series to be in the form

p q

Yi =00+ 0iVii+ 2 0p.jej [1]. ARMA models are
i=1 j=1

suitable for learning behavior of stationary processes and

hence, are widely and successfully used applied to this

task [1-5, 9, 10].

In order to cope with non-stationary processes,
ARIMA models were introduced [1, 11]. They perform
numerical differentiation techniques, i.e. applying finite
differences operator Vg (V¢) =Vg_1(¥t* —¥t1).d €N to

a given time series to vanish it’s non-stationarity [1].
The other autoregressive approach is to model station-

ary processes in the form

P q
Vi = 8\/90 + Y0y + . 0ps ot [11.
i=1 j=1

Since the breakthrough in the development of compu-
tational capacities, it became feasible to examine machine
learning algorithms, and, in particular, artificial neural
networks, on time series modeling and predictions tasks.
One of the most successful approaches is to apply recur-
rent neural networks to discrete-time time series.

Consider sample of time series y; of the form

D=(x;,¥;). RNN in this case is a mapping function

f :x¢ =y, and that function is essentially a chain of
non-linear transformations over affine transformations
that are provided by state-space modeling of y; [8].
Classic RNN models these chains in a following way:

hy = o(Wyn Xt +Whnh +Dby),
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Yt =Up =Whyhy +by).

RNN is trained to maximize logarithmic likelihood
log p(y: | x,U,W,V,c) [8]. However, despite the ability
to model non-stationary time series, RNN has a severe
drawback — gradient vanishing — that is caused by it’s
architecture [8].

To overcome this challenge, LSTM model was intro-
duced in 1997 [12]. LSTM offers more complex architec-
ture yet greater precision of forecasts, introducing 3
“gates” — input, output and forget. The latter one imple-
ments the process of capturing short-term dependencies at
a long scale, thus giving it’s name to the method [8, 12].

In 2014, GRU model was firstly described [8, 13].
GRU model aims to achieve the same quality of forecasts
but at a lower computational cost, reducing number of
parameters to train. Despite LSTM-based models have
become de facto standard in recent years, GRU models
are also widely used [8, 13].

In recent years, new family of neural networks was in-
troduced, called neural ordinary differential equations
[14]. Neural ODE model interprets time series as a con-
tinuous process with unknown dynamics and thus solving
a differential equation with respect to the hidden state and

time: %z f(h(t),t,0) . Neural ODEs are proven to be

effective for survival analysis [15] and weather data pre-
diction [16].

3 MATERIALS AND METHODS
It is proposed to recreate time series structure from the
latent space (i.e., some mapping of feature space) process

dynamics. Let’s add a mapping f :P™ — P", such that:
H=f(Y), (1)

where H represents hidden dynamics in latent space and
thus is proposed to be modeled via Neural ODE:

= g(h®.L.0p). @)

Integrating (2) with respect to time allows forecasting
multivariate continuous-time process (1) in latent space.
Then, to retrieve forecast of Y it is necessary to add an

inverse mapping f1:P" - P™. However, the inverse
mapping could not exist under certain conditions, e.g., f

is not bijective. In that case, to overcome this restriction,
it is proposed to use encoder-decoder approach, i.e., de-

fining another mapping g:P" — P™, such that:

Y =g(H). 3)
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By substituting (1) and (4) as a parameters to the
given reconstruction loss, an optimization problem is de-
fined:

E(Y,\?)—> min. (4)

There are multiple approaches to define exact task in
the form of problem (4). Let’s consider that process Y is
drawn from unknown random vector of distribution p(x) .

Then chain of transformations defined by (1) and (4) pro-
duce the process Y, drawn from random vector of distri-
bution p(h). Then to measure difference between these

two distributions it is proposed to use Kullback-Leibler
divergence, defined as:

+00

Lol = p(x)log%dx. ©)

However, since p(x) is an unknown distribution,

mentioning that distribution proposed approach should
define both mappings (1) and (3), it is proposed to define
a joint probability distribution p(x,h), and applying de-
fining it as:

p(x,h) = p(h[x)p(x) = p(h) p(x|h). (6)
Taking a logarithm of (7):

log p(x,h) =log p(h|x) +log p(x) =

~ log p(h) + log p(x | h). ()

To achieve deterministic measure of “fitness” of dis-
tributions p(h) = p(h|6) and p(x)= p(x|6), where 6
is a parameters vector of the desired model, let’s apply a
mathematical expectation operator with respect to latent
state h to (8):

[a(h)log p(x|6)dh =
h

:£q(h)log p(x,h|0)dh - (@)

—[a(h)log p(h[x,6)dh
h

Left-hand side of (8) is simply equals to p(x]|6).

Then let’s add and subtract mathematical expectation of
logarithmic probability of hidden state:
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p(x[6) =
= [a(h)(log p(x,h|0) ~log p(h))dh -
h ©)
~[ath)(log p(h |,6) ~ log p(h))dh.
h

Last component of right-hand side of the equation (9)
is Kullback-Leibler divergence of q(h) and p(h|x,0)
distributions, and the first one is ELBO. ELBO is pro-
posed to use as a reconstruction loss of a proposed model.

Let’s define the mapping functions in the scope of
problem (1)-(9). It is proposed to use a recurrent neural
network, in particular, GRU as an encoder mapping, i.e.
mapping (1) is defined as:

he = f (Yo, Pes.1), (10)

Up = Wy X; +Wighy +by) (11)
fr = oWy X¢ + Wi he +Dy) (12)
he = (W % +W, he +b,), (13)
e = uhy + (L-uph, (14)

Hence it is proposed to interpret latent space features
as the dynamics of given process, defined by (1), (10) is
defined as:

he = Sol(fg,he_q.1), (15)

where Sol is a humeric ODE solver, e.g., Runge-Kutta
method.

Let’s add a layer that produces parameter for latent pa-
rameter z, and define mapping (4) as:

Vtet, z; = Sol(zg,0¢ 1),
X~ p(x]z,6).

(16)
(17)

For achieving time sensitivity, it is feasible to model
probability distributions of time spots using non-
stationary Poisson processes. By adding and modeling
intensity parameter A, (16)-(17) can be augmented in the
following way:

YVt et,t ~ PoissProcess(A(1)). (18)
Then (10) could be augmented by adding:
tmax
10g(t | tmin:tmax- 1)) = X log () - [A(t)dt. (19)
tet tmin
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By applying task (10)—(17) to input samples, drawn
from Y and minimizing loss, defined in (9) and (19),
task of time series reconstruction was achieved.

4 EXPERIMENTS

To solve previously defined task and measure the ef-
fectiveness of proposed approach the computer program
that implements time series reconstruction was developed.

For time series reconstruction experiment a following
synthetic dataset was chosen:

y =sin(25nt) + ¢, € ~ N(0, 0). (20)

Multiple samples were drawn from (20) with the fol-
lowing setups:

1. 6=[0.1,0.51];

2. o =[0.15,0.35,0.55].

For model there were chosen 2 options — LODE-VAE
without modeling distribution of time points and LODE-
VAE with modeling distribution of time points using (18).
For reference, first model is called LODE-VAE-N and
LODE-VAE-P.

For both models the next parameters were chosen:

1. Dimension size of latent state dynamics process
is 6.

2. Dimension size of integrated state vector is 6.

3. Dimension size of decoded vector is 1.

4. Number of epochs is 200.

5. Learning rate is adaptive with exponential decay
with start rate at 0.01.

6. ODEs are solved using Dormand-Prince method.

Metrics for benchmarking are mean squared error

(MSE) and coefficient of determination R?.
Results of LODE-VAE-N model benchmarking by
MSE metric are shown in Table 1.

5 RESULTS
In the following Tables 1 — 4 results of benchmarking
of LODE-VAE-N and LODE-VAE-P models by MSE

and R? metrics are provided. Since MSE and R? metrics
are both used for validating model adequacy for forecast-
ing time series, their optimization objectives are opposite

— MSE needs to be minimized and R? needs to be maxi-
mized.

6 DISCUSSION

As follows from Tables 1-4, MSE and RZ metric val-
ues of benchmarking of LODE-VAE-N and LODE-VAE-
P differs slightly. Despite the difference, both models are
well suitable for time series reconstruction and forecast-
ing from obtained unevenly distributed samples.

Tables 1-4 show the same tendencies for both metrics
and both models — the more data is available the better the
quality of predictions.
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Table 1 — Results of LODE-VAE-N model benchmarking by

MSE metric
o\o 0.1 0.5 1
0.15 0.4309 0.7043 1.4491
0.35 0.4081 0.5921 1.4104
0.55 0.3802 0.6757 1.2195

As expected, model performed reconstruction task
well, and results the better the noise level is lower

Results of LODE-VAE-P model benchmarking by
MSE metric are shown in Table 2.

Table 2 — Results of LODE-VAE-P model benchmarking by

MSE metric
a\o 0.1 0.5 1
0.15 0.4011 0.583 1.4583
0.35 0.3301 0.6047 1.3876
0.55 0.1065 0.429 1.0456

As is shown above, learning time distribution better
model forecasts, and the gap between two models is in-
creasing with more dense samples.

Results of LODE-VAE-N model benchmarking by

R? metric are shown in Table 3. Coefficient of determi-
nation is stable and increasing slowly with increasing
density of sampling and decreasing noise level. The same
is true for LODE-VAE-P.

Results of LODE-VAE-P model benchmarking by R?
metric are shown in Table 4.

Table 3 — Results of LODE-VAE-N model benchmarking by

R? metric
a\o 0.1 0.5 1
0.15 0.7343 0.5943 0.5523
0.35 0.7529 0.6303 0.571
0.55 0.827 0.6988 0.61

Table 4 — Results of LODE-VAE-P model benchmarking by

R? metric
a\o 0.1 0.5 1
0.15 0.843 0.5413 0.5612
0.35 0.8501 0.6171 0.6001
0.55 0.9146 0.7307 0.658

LODE-VAE-P model is demonstrating better results

for all the metrics and all the experiment setups. By lever-
aging separate model for learning the distribution of time
points in the sample, the latter model can better approxi-
mate the ground truth distribution of the sample.
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CONCLUSIONS

The problem of continuous-time processes reconstruc-
tion from noised and unevenly distributed samples is
solved in this work.

The scientific novelty of obtained results shows that
neural ordinary differential equations models could be
embedded into variational autoencoders framework for
reconstructing dynamic of given unknown but observed
process. Combining numerical integration techniques with
stochastic generative models is a valid and effective ap-
proach for modeling and forecasting non-stationary time
series.

The practical significance of current work and its’
results is that implemented models could be applied to
forecast non-stationary processes from real world, such as
climate-related processes or simplifying simulations of
physical processes.

Prospects for further research are to study different
approaches to use as a decoder network, replacing varia-
tional autoencoders with different stochastic generative
models.
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HEWPOHHI 3BUYAVHI JUPEPEHIIAJIBLHI PIBHSIHHA JJISI PEKOHCTPYKIIII YACOBHUX PSI/IIB

AnapocoB JI. B. — acnipanT [HCTUTYTY NpUKIIaIHOTO CHCTEMHOTrO aHaji3y HamioHaubHOrO TEXHIYHOrO yHiBEpCHTETy YKpaiHH
«KuiBcbkuii monitexHivnuit iHctutyT iMeHi Iropst Cikopebkoro», Kuis, Ykpaina.

AHOTAIIA

AKTyanbHicTb. PO3risiHyTO 3amady PEKOHCTPYKLIi HECTalliOHapHHX YacOBHUX psJiB Ha OCHOBI MOJENCH KOIyBaJbHHUK-
JICKO/TyBaIbHUK 3 JIOMOMOTO HEHPOHHMX 3BHYAHHMX IudepeHuianbHuX piBHAHE. O0’€KTOM JOCIIIDKEHHS € 33/1a4a BiJHOBJICHHS
Ta MPOTHO3YBAaHHsS HECTAl[lOHAPHMX YacOBMi PsJIiB Ta IPOLECIB B HelepeBHOMY uaci. Mera po0OOTH — CHHTE3 MOJEJi Ha OCHOBI
apXiTEeKTypH KOIyBaJIbHUK-ICKOAYBAJIbHUK Ta 3 BHKOPUCTAHHAM MOJCNICH THITy HEHPOHHHX 3BHYAMHHMX MU(PEPEHUIHHUX PiBHSIHB
JUISL PEKOHCTPYKIIi 4acOBUX PSIB M0 3aIIyMJICHUMH, HEPIBHOMIPHO PO3MOAUICHUMH Y Yac, BXiIHUMH CHTHAJIAMU.

Mertoj. 3anporoHOBaHO METO, IO pealli3ye apXiTeKTypy KOAyBallbHUKa-JEKOAyBaJIbHUKA Ta aNNapar INTyYHUX HEHPOHHHX
MepexX 3 pO3B’sA3aHHAM IU(EpeHIIaTbHUX PIBHAHB y JTaTEHTHOMY NPOCTOpi. bylio BcTaHOBNEHO, IO JaHWH MiAXil JEMOHCTPYE BH-
COKY e(eKTHBHICTb Ta SIKICTh MPOTHO31B MIPY BUPIIICHH] 3a/1a4i PEKOHCTPYKII YaCOBUX PAIIB MO 3aIlIyMJICHUM BXiJIHUM CUTHAJIAM 3
BUIA/IKOBUMH {HTEpBalaMi MK CUTHaJIaMH. 3aIipOlIOHOBaHa MO/IENb BapialliifHOro aBTOKOAyBaJIbHUKA Ha 3 BUKOPUCTAHHSM arapa-
Ty HeflpoHHHX Mepex Oysla NPOTEeCTOBaHA HA CHHTCTHYHMX HECTAL[lOHAPHMX JAHUX 3 J0AaBaHIM OLTUM IIYMOM i CEMIUTIHIOM 3 BH-
[aJIKOBUMH iHTEPBAJIaMU MK KOXXHHM CHI'HAJIOM.

PesyabTaTu. Po3po0biicHi MOKa3HUKH peasti3oBaHi MPOrpaMHoO 1 AOCIIKEHI TPU BUPINICHHI 3a7a4i PeKOHCTPYKIIT HecTarjoHap-
HOTO PsIIy 3 CE30HHICTIO.

BucnoBku. IIpoBeneHi €KCHEPUMEHTH MiATBEPAWIIH, L0 3alpOIOHOBaHA MOEib ©()EeKTHBHO BHUpIIIye 3aJaHy 3ajady i
PEKOMEH/IYEThCSl 3aCTOCOBYBATH 11 JUIsl BUDIIICHHS PEalbHUX 3aBJaHb, 1[0 BUMAraloTh PEKOHCTPYKIII IMHAMIKM HECTalliOHAPHHUX
mporeciB. IlepcrekTHBH BKIIOYAIOTh B ce0e MONANBIIN JOCTIIKECHHS PI3HUX apXITEKTyp HEHMPOHHHX MEpEeX, OKPIM PeKypeHTHHX
HEHPOHHHUX MEpeX Ta apXiTEKTyp aBTOKOIYBaJIbHHUKIB. 30KpeMa MpPOMOHYETHCS BUKOPHUCTOBYBATH iHINI MiIXOAW T€HEPATUBHOTO
HEWPOMEPEKEBOTO MOJEIIOBAHHS, SIK TeHEPATHBHO-3MarajibHi MepeXi y KOHTEKCTI BiJHOBICHHS CTPYKTYPH 9aCOBOTO PSITy

KJIIOYOBI CJIOBA: HetipoHHi 3BH4aifHi An¢epeHIiianbHi piBHIHHS, TIIHOOKI HEHPOHHI Mepexi, BapialliifHi aBTOKO{yBaJIbHHU-
KU, PEKYPEHTHI HEHPOHHI MepeKi, Mepexi JJOBrOCTPOKOBOT KOPOTKOT ITam’ sITi.
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ABSTRACT

Context. The authors of the article investigated the problem of generating and classifying breast cancer histological images. The
widespread incidence of breast cancer explains the problem’s relevance. The automated diagnosing procedure saves time and elimi-
nates the subjective aspect. The study’s findings can be applied to cancer CAD systems.

Obijective. The purpose of the study is to develop a deep neural network-based method and software tool for generating and clas-
sifying histological images in order to increase classification accuracy.

Method. The method of histological image generation and classification was developed in the research study. This method em-
ploys CNN and GAN. To improve the classification accuracy, the initial image sample was expanded using GAN.

Results. The computer research of the developed method of image generation and classification was conducted on the basis of
the dataset located on the Zenodo platform. Light microscopy served as the basis for obtaining the image. The dataset contained three
classes of G1, G2, and G3 breast cancer histological images. Based on the developed method, the accuracy of image classification
was 96%. This is a higher classification accuracy compared to existing models such as AlexNet, LeNet5, and VGG16. The software

module can be integrated into CAD.

Conclusions. The developed method of generating and classifying images is the basis of the software module. The software

module can be integrated into CAD.

KEYWORDS: computer-aided diagnosis system, breast cancer, deep neural networks, generative competitive networks, convo-

lutional neural networks.

ABBREVIATIONS

GAN is a generative adversarial network;

CNN is a convolutional neural network;

DNN is a deep neural network;

CAD is a computer-aided diagnosis;

AWS is a Amazon Web Services;

Zenodo is a general-purpose open repository devel-
oped under the European OpenAIRE program and oper-
ated by CERN;

ReLU is a rectified linear unit;

Batch Norm is batch normalization;

ROC is a receiver operating characteristic;

CLI is a command line interface;

IS metric is a metric based on the Google Inception
V3 image classification model;

FID is Fréchet inception distance;

AlexNet is a name of a convolutional neural network
architecture designed by Alex Krizhevsky;

LeNet5 is a name of a convolutional neural network
structure proposed by LeCun;

VGG16 is a name of a Visual Geometry Group convo-
lutional neural network;

ResNet50 is a name of a 50-layer Residual Network;

DenseNet201 is a name of 201-layer Densely Con-
nected Network;
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CSAResnet is a channel and spatial attention embed-
ded Resnet network;

DAMCNN is a dual attention multiscale convolutional
neural network;

DSS is a decision support system;

DeepGrade is a histological grade model;

DenseNet is a Densely Connected Network;

CA-BreastNet is a Coordinated Attention Breast Net-
work;

DHE-Mit-Classifier is a Deep Heterogeneous Ensem-
ble mitotic Classifier;

SVM is a Support Vector Machineg;

SSDHO is a Shuffled Shepherd Deer Hunting Optimi-
zation;

LR is a Logistic Regression;

MLP is a Multilayer Perceptron;

U-Net is a Network with U-shaped structure;

PyTorch is a open source machine learning framework
Python Torch;

AWS SageMaker is an Amazon Web Services Sage
Maker machine learning service;

AWS S3 is an Amazon Web Services Simple Storage
Service;

URL is an Uniform Resource Locator;

CrossEntropyLoss is a cross entropy loss;
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RAM is a Random Access Memory;

VvCPU is a virtual Central processing unit;

GPU is a graphics processing unit;

TFLOPS is a Tera FLoating-point OPerations per Se-
cond,;

Adam optimizer is an adaptive moment stochastic gra-
dient descent method.

NOMENCLATURE

Iinp is a set of input images;

I, is a training set of images;

I is a test set of images;

L is a set of CNN layers;

Acnn is 2 CNN architecture;

Lpey is a set of developed CNN layers;

Opey is a set of developed CNN operations;

Ocnn is a set of CNN operations;

Pcnn is a set of CNN parameters;

Gmax is a pooling function with maximum element
definition in the scan window;

Gavg is a pooling function with average element defi-
nition in the scan window;

Gad_avg is a pooling function with adaptive defini-
tion of the average element in the scan window;

i is a layer index;

n is a number of CNN layers;

TP is a true positive;

TN is a true negative;

FP is a false positive;

FN is a false negative;

ACp ex Is a accuracy of AlexNet original image
classification;

AC| g is a LeNet5 original image classification accu-
racy;

ACygg is a VGGL16 original image classification ac-
curacy;

Ii%p is a set of images on the basis of GAN;

I|g is a training images on the basis of GAN;
I8 is a test images on the basis of GAN;

ACE\LEX is a AlexNet classification accuracy based
on the extended sample;

AC is a LeNet5 classification accuracy based on
the extended sample;

ACJs is a VGG16 classification accuracy based on
the extended sample;

AC8c, s a classification accuracy for developed

CNN architecture;

G1 is a Nottingham grading for breast cancer type
number 1;

G2 is a Nottingham grading for breast cancer type
number 2;

G3 is a Nottingham grading for breast cancer type
number 3;
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(C) is a set of convolution functions;
(G) is a set of pooling functions;
(K) is a set of activation functions;

V is a batch normalization operation;
<B> is a set of functions of a fully connected network;

¢; is an activation function in layer i;
Ve, is a parameters of activation function in layer .

INTRODUCTION

Breast cancer in women is still a major medical and
social problem that demands immediate attention. Ac-
cording to recent statistics, breast cancer continues to be
the most common kind of malignant neoplasm in women.
In 2020, the incidence rate of breast cancer in European
Union nations was 13.3% of all new cases [1]. According
to the American Cancer Society, breast cancer is also the
most common among American women as of 2021 [2].

When analyzing morbidity data in Ukraine for the
years 2021-2022, it is important to take into account that
both periods were characterized by specific conditions in
the country: the long course of the COVID-19 pandemic
and military operations, which affected the work of both
medical institutions and the cancer registration system.
The report’s data for 2022 cannot accurately represent the
country’s real onco-epidemiological process [3].

In 2021, women’s oncological incidence was domi-
nated by breast cancer, skin cancer, and neoplasms of the
body and cervix, accounting for 54.5% of identified dis-
eases. Deaths from breast cancer, colon cancer, esophag-
eal cancer, and ovarian cancer accounted for the majority
of the overall structure of mortality among women
(48.8%) [3].

Biomedical images are widely used to diagnose dis-
eases in oncology. Let us define biomedical images.

A biomedical image is a structural and functional im-
age of human and animal organs, used to diagnose dis-
eases and study the anatomy and physiology of the human
body [4].

Cytological, histological, and immunohistochemical
images are used to diagnose [4] oncological diseases.

Accurate cancer diagnosis involves histological analy-
sis of materials. Histopathology is the microscopic ex-
amination of thin slices of damaged tissue. Histopatholo-
gists examine tissues and offer diagnostic information
based on their findings.

Histological stains are frequently used to improve the
capacity to visualize or differentiate microscopic struc-
tures. Chemical fixatives are used to protect tissues
against destruction while also preserving the structure of
cells and subcellular components.

Cytopathological, histopathological, and immunohis-
tochemical examinations are used to learn about the fea-
tures of the tumor, its degree of dissemination, and the
best treatment option [5].
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The diagnostic process normally begins with cytopa-
thological investigation, which might reveal the existence
of abnormalities in the cells. Following that, a histological
analysis of the resected tumor is undertaken for a more in-
depth investigation. Immunohistochemical tests can sup-
plement these findings by giving further information
about the tumor’s biological characteristics.

Cytopathological investigations involve the examina-
tion of cells obtained during a tumor biopsy or puncture.
They enable the assessment of anomalies in cellular struc-
ture and the identification of a suspected cancer process.
Histopathological tests involve a detailed analysis of the
removed tumor and adjacent tissues under a microscope.
This helps determine the type of cancer, its aggressive-
ness, and its penetration into adjacent tissues.

Immunohistochemical investigations employ antibod-
ies to identify specific proteins in tissues. They make it
possible to more precisely detect the subtype of cancer
and examine the presence of particular chemicals that
might suggest prognosis and treatment alternatives. The
molecular genetic subtype of the tumor is evaluated by
immunohistochemistry expression of estrogen, progester-
one, and oncoprotein HER-2/neu receptors, as well as
detection of tumor cell proliferation using Ki-67.

The subject of research is the process of histological
image generation and classification.

The object of research is deep neural networks used
for image synthesis and classification.

The purpose of the research is to develop a method
and software tool for breast cancer automatic diagnosis
based on histological image analysis.

1 PROBLEM STATEMENT
Let the given set of original images is /i, Let us di-
vide this set into two subsets: I, and Iy, and 1jpp = 1) U 1.

In addition, the architecture of Acyy CNN is given. The
CNN architecture can be represented through multiple
layers:

AcNN ={Li,i=1,_n}-

The classification accuracy is determined by the accu-
racy measure:

~ TP+TN
" TP+TN+FP+FN

Classification accuracy depends on the number of lay-
ers and their parameters. The classification accuracy func-
tion is then presented in the following form:

AC = f(L,Penn) -
For the known AlexNet, LeNet5 and VGG16 architec-

tures, based on the original images, we get the following
classification accuracies:

© Berezsky O. M., Liashchynskyi P. B., Pitsun O. Y., Melnyk G. M., 2023

DOI 10.15588/1607-3274-2023-4-8

78

ACaLex s AC g, ACyGG -

Then, we perform affine distortions on the input origi-

nal images and generate Ii%p on the basis of GAN. Let us

divide these images into 1% and 1 ones, that is:

g _19 g
13, =171,

Based on the extended sample, we obtain the
following classification accuracies for the known
architectures AlexNet, LeNet5 and VGG16, respectively:

g g 9
ACaLex  ACLE  Alygg -

For the developed CNN architecture, we have the fol-
lowing classification accuracy: AC,%EV .

Classification accuracy of the developed architecture
depends on the following parameters:

ACBgy = f (LgDEV PBey )

and
ACBey > maX(AC?\LEx  ACPE, ACsg )

Therefore, it is necessary to find a CNN architecture
with a certain number of layers and parameters to satisfy
the following condition:

Acnn = argmax ACZgy (PgEV,LDEV,||9).
Loev :Opey

2 REVIEW OF THE LITERATURE

The use of deep neural networks for cancer detection
based on histological image processing has been widely
addressed in research studies. For example, in the article
[6], an ensemble of CNNs was investigated for malig-
nancy identification using histological and cytological
images. In [7], a multi-scale deep learning model was
developed for breast cancer classification. In [8], the au-
thors explored multi CNNs (VGG16, ResNet50, and
DenseNet201) to detect mitotic cells.

Some researchers worked on the development of a
deep learning-based approach for breast cancer image
classification [9]. Others focused on the comparison of
different CNN architectures for breast cancer classifica-
tion [10]. Besides, segmentation and classification of cell
nuclei in histology was discussed in [11]. The authors of
[12] proposed a modified residual neural network-based
method for breast cancer detection based on histological
images. And the authors of [13] used an ensemble of deep
multiscale CNN networks, namely CSAResnet and

DAMCNN.
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Additionally, a DSS for diagnosis of oncopathologies
using histological images was developed by researchers in
[14]. A CNN-based classifier for the automatic classifica-
tion of breast cancer histological images was developed
by the authors of [15]. A new DeepGrade histological
class model was developed in [16]. The authors employed
deep learning to analyze histological images. In [17], re-
searchers combined two CNN architectures with the use
of fractal geometry to improve histological image classi-
fication accuracy. In [18], the authors reviewed histologi-
cal image classification methods for diagnosing breast
cancer.

Thus, many researchers focused on the classification
of breast cancer histological images. For example, the
article [19] is devoted to the detection of breast cancer
based on the CNN ensemble using histological images. In
[20], the authors developed a method based on the combi-
nation of convolutional and recurrent deep neural net-
works for the classification of breast cancer histological
images. In [21], the authors improved the DenseNet net-
work and synthesized the CA-BreastNet model for the
classification of breast cancer histological images. In [22],
the authors analyzed modern algorithms for the automatic
classification of breast cancer based on histological im-
ages. In [23], a heterogeneous ensemble based on CNN
“DHE-Mit-Classifier” was developed. This ensemble was
used to analyze mitotic nuclei in breast cancer histological
images.

Besides, in [24], the authors analyzed the color and
texture features of histological image slides. These fea-
tures were used to count breast cancer mitosis. Article
[25] was also devoted to the detection of mitosis in breast
cancer. SVM, Naive Bayes, and Random Forest classifi-
ers were used in the research study. The authors of the
study [26] developed a DNN neural network based on the
SSDHO optimization method to classify six classes of
breast cancer images. In [27], the authors analyzed two
methods of machine learning SVM and LR. The study
also considered combinations of CNN + LR and CNN +
SVM.

In the article [28], a review of machine learning meth-
ods for breast cancer diagnosis was carried out. In [29],
the authors also used CNN to classify histological images
of breast cancer. In the research study [30], the authors
developed a 3-tier CNN model, which was used to clas-
sify breast cancer histological images. And researchers in
[31] analyzed VGG16, VGG19, and ResNet50 networks
for the classification of breast cancer histological images.
A comparison of MLP and CNN networks was made in
[32]. These networks have been used in breast cancer
detection. The authors of [33] used a cascade deep learn-
ing network with U-Net architecture for segmentation and
a ResNet network for breast cancer classification.

The authors of the article [34] developed a method of
manual feature selection and applied a DNN to classify
breast cancer. The authors of the article [35] analyzed the
use of artificial intelligence methods in DSS for diagnos-
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ing breast cancer. In the article [36], a method and a soft-
ware tool for diagnosing skin diseases were developed.

These authors have experience in the development of
methods, algorithms, and software tools for diagnosing
oncological diseases based on the analysis of cytological,
histological, and immunohistochemical images. For ex-
ample, in works [36—42] technology and software systems
for the analysis of biomedical images for diagnosis were
developed. A number of publications [42-45] are devoted
to the development of methods and algorithms for the
analysis of biomedical images.

3 MATERIALS AND METHODS

The developed method of generating and classifying
histological images consists of the following steps:

1. Formation of the initial dataset of histological im-
ages of three classes: G1, G2, and G3 based on affine
distortions.

2. Experimental study of known architectures of neu-
ral networks for histological image classification and
evaluation of classification accuracy on a given sample.

3. Expanding the histological image sample based on
GAN networks.

4. Determining the improved neural network accuracy
on the extended sample.

5. Designing new neural network architecture.

6. Comparison of accuracy of neural network architec-
tures for histological images.

This section details steps 1, 3, and 5. Steps 2, 4, and 6
are described in section 5.

Let’s create an initial data set. Diagnosticians deter-
mine the type of breast cancer using a histological exami-
nation. The Nottingham scale assesses the degree of dif-
ference in study findings. The following types of breast
cancer are distinguished by the Nottingham grading: G1,
G2, and G3. Breast tumor differentiation is determined by
the degree of differentiation between pathological and
normal cells, as well as the tumor cell growth rate. The
authors of this article used cytological and histological
images of breast cancer [46] from a private image data-
base on the Zenodo platform. All images are anonymized,
which complies with European standards [47].

The original sample contains images by class: G1 — 9
images, G2 — 100 images, and G3 — 76 images. This sam-
ple was expanded to 100 images in each class by applying
affine distortions [48]

An example of histological images of different cancer
types is shown in Fig. 1.

Based on the initial data set, we will form an extended
data set using GAN.

The generator and discriminator architectures are
based on the ResNet Block, borrowed from the ResNet .
[49].

The generator takes a noise vector with a Gaussian
distribution of dimensions 1x100 as input and produces a
64x64x3 image as output. The generator’s architecture
may be generally divided into three levels, as shown in

Fig. 2.
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Figure 1 — Examples of histological images of type G1, G2, G3

The first layer is the pre-processing layer. In this layer,
a one-dimensional input noise vector is read and sent to
the linear layer for further conversion into a three-
dimensional array.

The second layer is the main computing layer. It con-
sists of four ResNet units. After each block, nearest-
neighbor interpolation was used to enlarge the image by
two times. In addition, following the third ResNet block,
the Self-Attention block was used [50]. All convolutional
layers use step 1. ReLU is also applied as the activation
function.

The last layer is the output layer. Batch normalization,
activation, another convolution layer, and the final Tanh
activation function are all used here.

The discriminator is a convolutional neural network
that takes an image of 64x64x4 pixels as input. The dis-
criminator consists of five ResNet blocks. A Self-
Attention mechanism is applied after the first block.

To reduce image dimensionality, the Average Pooling

in each ResNet block. However, dimensionality reduction
is not used in the final block. Convolution layers use step
1.

ReLU is also applied as an activation function.

The output of the discriminator is two linear layers.
The first has 1280 neurons, whereas the second has only
one. The architecture of the discriminator is shown in
Fig. 3.

IS and FID metrics were used to evaluate the quality
of synthesized images [51, 52].

The next step is to design the new CNN architecture.

The CNN architecture will be presented in set of lay-
ers:

Acwn = (L. i=1n].
Let us also define a set of CNN operations:

O =€) (P).(K)V (B)}.

Each CNN layer is a separate operation with parame-
ters. For example, we detail a set of convolution opera-
tions:

C= {<(:1><vcl >(c, ><vCi >(cn ><vCn >}

Other conversion operations are determined similarly.

The architecture of the developed CNN is presented in
Figure 4.

The CNN architecture consists of nine convolutional
layers, four pooling layers, and one fully connected (lin-
ear) layer.

GenBlock#1

batch_norm

!

batch_size x 8x8x 1280 L L

'

input

batch_size x 100

GenBlock#2

batch_size x 16 x 16 x 640 :

* balch_size x 64 X 64 x 80 :

: RelLU :
L H

' batch_size x 64 X 64 x 80 :

J

+ ’ GenBlock#3

[ Linear

batch_size x 4 x 4 x 1280

i

Self-Attention

batch_size x 32 x 32x 160 !

'

GenBlock#4 }

batch_size x 64 x 64 x B0
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!
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!
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Figure 1 — Discriminator

batch_size x 4 x 4 x 1280 :

All convolutional layers use step 1. Maximum pooling
layers with a 3x3 kernel and step 2 are used to minimize
the image’s dimensionality.

An image with a size of 64x64x3 pixels is sent to the
network input. The image is then passed to the first con-
volutional layer, which uses 64 feature maps with a 3x3
kernel.

The next two layers are convolutional blocks, which
consist of successive layers of 3x3 kernel convolution,
ReLU activation, and batch normalization. The first block
employs 64 feature maps, whereas the second employs
128. A maximum pooling layer is then applied after these
blocks. Accordingly, now the image size is 32x32x128.

Then there are two convolutional blocks with a maxi-
mum pooling layer at the end. However, here the convo-

lution layers use a 1x1 kernel and the same number of
feature maps — 128. The size of the image after these lay-
ers is 16x16x128.

The next two convolution blocks are identical to the
first two and also use the same number of feature maps —
128. At the end, a maximum pooling layer is applied. The
image size is 8x8x128.

Next, there are two convolution blocks, identical to
the previous ones, but the pooling layer is no longer ap-
plied after them. The size of the image remains the same —
8x8x128.

The output layer consists of sequential batch normali-
zation layers, an adaptive average pooling layer with the
number of output nodes 1, and a linear layer with 3 nodes.

Figure 4 — Developed CNN Architecture
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The CNN parameters are shown in Table 1. The for-
malized description of the developed CNN is as follows:

Aok = {<| inpy (64 64x3):

(cy )(kernelsize = 3x3,stride =1, padding =1) ;
<<03>(kernelsize =3x3,stride =1, padding =1);
(k3)(ReLu);(vs)(Batch Norm>> ;
<(c4>(kernelsize =3x3,stride =1, padding =1} ;
(k4 )(ReLu); (v, )(Batch Norm)> ;
<gmaX5 >(kerne| size =3x3,stride = 2) ;
<(06 )(kernelsize =1x1,stride =1, padding =1) ;
(ke ){ReLu);(ve )(Batch Norm>>;
<(c7>(kernelsize =1x1,stride =1, padding =1);
(k7 )(ReLu); (v, )(Batch Norm)> ;

<g maxg >(kerne| size =3x3,stride = 2, padding =1);
<(cg><kernelsize =3x3,stride =1, padding =1) ;
(ko )(ReLu); vy )(Batch Norm)) ;
<(010 ){kernelsize = 3x 3, stride =1, padding =1) ;
(kio )(ReLLu); (v, )(Batch Norm)) ;
<gmax11 >(kerne| size = 3x3,stride = 2, padding =1) ;
<(012 ){kernelsize = 3x 3, stride = 1, padding = 1) ;
(kyp )(ReLu);(v;, }(Batch Norm>> :
((cy)(kernelsize = 3x3,stride =1, padding = 1) ;
<k13><Re|—U>;<V13)(Batch Norm>> :
<(v14>(Batch norm); (ky, )(ReLu);
<g max,s >(kernel size =3x3,stride =1, padding =1) ;
(fy)(clauses = 3)}.

Table 1 — Developed CNN parameters

Layer number Layer type Options
1 Image input 64x64x3 image
2 Convolution 3x3 kernel convolution with stride 1 and same padding
3 Convolution ReLU followed by 3x3 kernel convolution with stride 1 and padding 1 followed by Batch Normalization
4 Convolution ReLU followed by 3x3 kernel convolution with stride 1 and padding 1 followed by Batch Normalization
5 MaxPooling 3x3 kernel max pooling with stride 2
6 Convolution ReLU followed by 1x1 kernel convolution with stride 1 and padding 1 followed by Batch Normalization
7 Convolution ReLU followed by 1x1 kernel convolution with stride 1 and padding 1 followed by Batch Normalization
8 MaxPooling 3x3 kernel max pooling with stride 2
9 Convolution ReLU followed by 3x3 kernel convolution with stride 1 and padding 1 followed by Batch Normalization
10 Convolution ReLU followed by 3x3 kernel convolution with stride 1 and padding 1 followed by Batch Normalization
11 MaxPooling 3x3 kernel max pooling with stride 2
12 Convolution ReLU followed by 3x3 kernel convolution with stride 1 and padding 1 followed by Batch Normalization
13 Convolution ReLU followed by 3x3 kernel convolution with stride 1 and padding 1 followed by Batch Normalization
14 BatchNorm Batch normalization followed by ReLU
15 Adaptive Aver- | 3x3 kernel adaptive average pooling with output nodes

age Pooling

16 Output Linear layer with 3 output nodes

4 EXPERIMENTS

For computer experiments, special software has been
developed. The software implementation is based on the
reliability and scalability of Amazon Web Services cloud
infrastructure, allowing efficient use of cloud computing
resources. The program focuses on the development and
deployment of a PyTorch-based CNN model for histo-
logical image classification. The infrastructure of the
software is shown in Figure 5.

The developed software is made up of two different
Python files: train.py and predict.py, each of which serves
a specific purpose in the entire workflow.

In the train.py file, we describe a convolutional neural
network model. We define the architecture by specifying
parameters such as the number of convolution layers, fil-
ters, activation functions, and loss functions. This file also
outlines the model training process.
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To train the CNN model, we use AWS SageMaker
and a cloud-based machine learning service. This service
offers a scalable and controlled environment for efficient
GPU training.

After the training process is completed, the model is
downloaded and stored in the AWS S3 service. A URL is
generated in AWS SageMaker to make the model avail-
able for use. The URL allows you to utilize the model in
both the AWS cloud architecture and other web apps.

The software predict.py allows the use of the trained
model to classify new data. This application is designed
to be a CLI tool. To obtain classification results for the
images, just call the file, specifying the path of the direc-
tory containing the images as the first parameter. The
model analyses images and produces classification find-
ings that may be further analyzed or integrated into other
research procedures. The classification results are output
to the output.txt file for convenience, with the data sepa-
rated into two columns — the image file and the class.
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Figure 5 — Software infrastructure

5 RESULTS

Computer experiments were performed on the original
and expanded samples for AlexNet, LeNet5, and VGG16.
Experiments have also been carried out for the developed
CNN architecture on the expanded sample.

AlexNet, LeNet5, and VGG16 original sample ex-
periments.

100 images were used for each class. The training
sample was divided into 80/20. The same training pa-
rameters were used for all networks: the Adam optimizer

Figure 6 — ROC curve of AlexNet
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(1e-4), the number of epochs was 100, the batch size was
100, and the loss function was CrossEntropyLoss.

Computer experiments were carried out using the
three most prominent architectures: AlexNet, LeNet5, and
VGG16. The results of the experiments are as follows:
AlexNet classification accuracy was 74%, LeNet5 classi-
fication accuracy was 57%, and VGG16 classification
accuracy was 70%.

ROC curves for these architectures are shown in
Fig. 6-8.

Figure 7 — ROC curve of LeNet5
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Figure 8 — ROC curve of VGG16

The original sample of images (100 images per class)
was used as the training dataset. The Python program-
ming language and the Pytorch framework were used to
write the code. The GAN network training parameters
were as follows: Adam optimizer, generator learning rate
— le-4, discriminator — 4e—4, number of epochs — 100000,
batch size — 96, and loss function — HingeLoss.

A virtual machine with the following configuration
was used to run the experiments: 16 GB RAM, 10 vCPU
X 2.2 GHz, Nvidia Tesla V100 GPU 16 GB (13.2
TFLOPS). The GAN network was trained for 11 hours.
As a result of the experiments, the values of the metrics
for the network were as follows: IS — 3.024, FID - 68.

Examples of synthesized images are shown in Fig. 9.

AlexNet, LeNet5, and VGG16 extended sample ex-
periments. The training sample was increased to 3000
images per class using a generative-competitive network.
The sample has 9,000 images in total. The training sample
was 80/20 divided. Three architectures were tested on
computers: AlexNet, LeNet5, and VGG16. The same
training parameters were used for all networks — the
Adam optimizer (1e-4), the number of epochs was 10,
and the batch size was 100. The results of the experiments

Figure 10 — ROC curve of AlexNet

© Berezsky O. M., Liashchynskyi P. B., Pitsun O. Y., Melnyk G. M., 2023

DOI 10.15588/1607-3274-2023-4-8

are as follows: AlexNet classification accuracy was 85%,
LeNet5 — 90%, and VGG16 — 91%.

Figure 9 — Examples of synthesized images

The ROC curves for these architectures are shown in
Fig. 10-12.

Experiments on extended samples for the developed
CNN. The number of images per class and training pa-
rameters was similar to those for experiments with classi-
cal architectures. As a result of the experiments, the clas-
sification accuracy was 96%. The ROC curve is shown in
Fig. 13.

A comparison of neural network architectures is
shown in Table 2.

Figure 11 — ROC curve of LeNet5
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Figure 12 — ROC curve of VGG16

Figure 13 — ROC curve of the developed CNN

Table 2 — ANN comparison

Aricle ANN Accuracy %
[53] AlexNet 85
[54] LeNet5 90
[55] VGG16 91
Proposed CNN Custom CNN 96
6 DISCUSSION results of the experiments are as follows: AlexNet classi-

The limitation of using histological images to diag-
nose different forms of breast cancer is the limited initial
sample size.

According to studies of CNN applications, every CNN
model performs better on larger datasets. Large datasets
offer a more diversified set of samples to train on, allow-
ing the model to generalize the data more effectively.
CNNs learn a broader range of characteristics and patterns
when trained on a huge dataset, making them more resis-
tant to variations in the data. Overtraining is more likely
with smaller datasets. Simultaneously, the model learns to
recall rather than generalize training data. Because of the
higher variety in the data, large datasets make retraining a
model challenging. The model has the capacity to handle
large datasets. In large datasets, the model has the ability
to learn complex and hierarchical features. This is espe-
cially important for deep CNNs like VGG16, which have
many layers. Large datasets allow these models to extract
meaningful features at different levels of abstraction.
With a large dataset, the optimization process (e.g., gradi-
ent descent) usually works more efficiently.

GAN was used to expand the initial sample.

The initial original sample contained the following
number of images per class: G1 — 9 images, G2 — 100
images, and G3 — 76 images. Based on affine distortions,
the sample is expanded to 100 images in each class. 7200
artificial images were generated using GAN. The GAN
network has been trained for 11 hours. At the same time,
it was possible to obtain the value of IS metrics — 3.024,
and FID — 42.552.

For the three architectures of AlexNet, LeNet5, and
VGG16, the following results were obtained for the initial
samples: AlexNet classification accuracy was 74%, Le-
Net5 classification accuracy was 57%, and VGG16 classi-
fication accuracy was 70%. On the expanded sample, the
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fication accuracy was 85%, LeNet5 — 90%, and VGG16 —
91%.

The developed CNN architecture showed an accuracy
of 96% on extended samples.

The developed program can be used in CAD. This will
allow accurate histological image classification when
making a diagnosis.

CONCLUSIONS

The problem of histological image classification to
identify different breast cancer types was examined in this
article. The authors used CNN in the research study. Low
classification accuracy was revealed by analysis of known
CNN based on original samples. The initial GAN-based
image sample was enlarged for this purpose. On extended
samples, AlexNet, LeNet5, and VGG16 showed a signifi-
cant increase in classification accuracy.

In comparison to the well-known AlexNet, LeNet5,
and VGG16 architectures, the newly developed CNN
architecture demonstrated higher classification accuracy.

Scalability, dependability, and cost-effectiveness were
provided for model training and classification using AWS
SageMaker and AWS S3. Separating the training and pre-
diction steps into two files (train.py and predict.py) en-
sured modularity and ease of maintenance.

With a user-friendly and simple interface, the CLI tool
(predict.py) simplified the prediction process.

The cloud architecture ensures that the trained model
is stored in a safe and accessible place and can be used for
prediction in any application.

The architecture of the software system allows effi-
cient training of models and classification of new data in a
cloud environment, making it suitable for scalable ma-
chine learning applications.
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The scientific novelty of the article is the develop-
ment of a method of small initial sample image generation

and classification. 12.

The practical value of the article is the development
of software for image generation and classification, which
can be used as a separate module in CAD.
Prospects for further research are the investigation 13
of methods of automatic design of convolutional networks
and generative-competitive networks and the develop-
ment of CADs for automatic diagnosis in oncology.
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METO/ I IPOI'PAMHMM 3ACI6 TEHEPYBAHHSI I KJIACU®IKAILIIL BIOMEIUYHUX 30BPAKEHb HA OCHOBI
I''TMBOKHUX MEPEX 13 MAJIOIO BUBIPKOIO

Bepesbkuii O. M. — 1-p TexH. HayK, mpodecop, npodecop kadeapu KOMIT IOTEPHOT iHKeHEepil 3axiMHOYKPaiHCHKOTO HAI[IOHAIb-
HOro yHiBepcutety, TepHominb, YkpaiHa.

JIsumucsknii I1. B. — acnipant kadeapu koM rotepHoi imkeHepii 3axiTHOyKpaiHCHKOTO HalliOHAIBHOTO yHiBepcurery, Tep-
HOIILJIb, YKpaiHa.

Minyn O. M. — KaHz. TeXH. HAYK, JOLEHT, JOUEHT Kadeaph KoM I0TepHO] {mkeHepii 3axiHOyKpaiHCHKOro HAIOHATEHOTO YHi-
Bepcutery, TepHOMinb, YkpaiHa.

Menpnuk I M. — kaHA. TeXH. HayK, JOLEHT Kadeapyu KOMIT IoTepHOI imKeHepil 3axiHOYKpaiHCHKOTO HalliOHAJIBLHOTO yHIBEp-
curerty, TepHominb, Ykpaina.

AHOTAIIA

AKTyaJIbHIiCTB. Y CTaTTi ZOCTIKeHO MpobiieMy kiacudikariii ricTonorivHux 300pakeHb paKy MOJIOYHOT 3a1031. AKTYalbHICTh
MpoOJIeMHU MOSICHIOETHCSI IMPOKOIO PO3MOBCIOKEHICTIO XBOPOOU — paKy MOJIOYHOI 3a103u . ABTOMATH3allisl POLECY MOCTAHOBKU
IiarHo3y J1a€ MOYKJIMBICTD 3MEHIIUTH Yac 1 BUKIIOUUTH Cy0’ eKTHBHUH (akTop. Pe3ynpTatu mociimkeHHs MOKYTh OyTH BUKOPHCTaHI
B CAD B onkoorii.

Meta po6oTH — po3poOKa METOIy Ta IPOrPaMHOr0 3aco0y reHepyBaHHS 1 Kiacuikarlii ricToyoriyHnx 300paXkeHb Ha OCHOBI
NIMOOKNX HEHPOHHUX MEPEK JUTS MiIBUIICHHS TOYHOCTI Kiacudikariii.

Meton. Y po6oTi po3po0seHO METOo] FeHepyBaHHs 1 Kiacudikamii ricToyorivHux 300pakeHb. Lleit MeTon 06a3yeThcsi Ha OCHOBI
Bukopuctanas CNN i GAN. s migBuieHHs TOYHOCTI KiacudikaIlii moyaTkoBy BHOIPKY 300pa)KeHb PO3IIMPEHO 32 JOTOMOTO0
GAN.

PesyabraTn. Komn'iotepHe ocCiikeHHsT po3po0iieHO MeTOy reHepyBaHHsI i kiacudikamii 300pakeHb MPOBOANIOCS Ha OC-
HoBi dataset, sikuii 3HaxomuThest mwaTGopmi Zenodo . 300pakeHHs] OTPUMAHO HA OCHOBI CBITIIOBOT Mikpockormii. Dataset mictuts Tpu
knacu G1, G2,G3 ricTonoriyHux 300pa’keHb paKy MOJIOYHOI 3aj03u. Ha OCHOBi po3poOieHOro MeToqy OTPHMMaHO TOYHICTH Kia-
cucikauii 306paxens 96% . Ile kpama TouHicTh Kiacubikarii nopiBHsHO 3 icHyrounM monessmu Tuiry AlexNet, LeNet5 i VGG16 .
IMporpamuwuii Moxys Moxe Oynu interpoanuii y CAD .

BucnoBkn. Po3po0ienuii Meton reHepyBaHHs i kinacugikanii 300paxkeHb € OCHOBOIO IIporpaMHOro MoxyJsi. IIporpamuuii Mo-
nyJe Moxke Oyt interpoBanuii y CAD.

KJIFTOYOBI CJIOBA: cuctema aBTOMAaTH30BaHOI [[iarHOCTHKH, PaK MOJIOYHOI 3aJ103H, IIIHO0KI HEHpPOHHI MepeKi, FreHepaTUBHI
3MaraJjibHi Mepexi, 3rOpTKOBI HEHPOHHI Mepexi.
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ABSTRACT
Context. In this research, we explore an ensemble of metamodels that utilizes multivariate signals to generate forecasts. The en-
semble includes various traditional forecasting models such as multivariate regression, exponential smoothing, ARIMAX, as well as
nonlinear structures based on artificial neural networks, ranging from simple feedforward networks to deep architectures like LSTM

and transformers.

Obijective. A goal of this research is to develop an effective method for combining forecasts from multiple models forming
metamodels to create a unified forecast that surpasses the accuracy of individual models. We are aimed to investigate the effective-
ness of the proposed ensemble in the context of forecasting tasks with nonstationary signals.

Method. The proposed ensemble of metamodels employs the method of Lagrange multipliers to estimate the parameters of the
metamodel. The Kuhn-Tucker system of equations is solved to obtain unbiased estimates using the least squares method. Addition-
ally, we introduce a recurrent form of the least squares algorithm for adaptive processing of nonstationary signals.

Results. The evaluation of the proposed ensemble method is conducted on a dataset of time series. Metamodels formed by com-
bining various individual models demonstrate improved forecast accuracy compared to individual models. The approach shows ef-
fectiveness in capturing nonstationary patterns and enhancing overall forecasting accuracy.

Conclusions. The ensemble of metamodels, which utilizes multivariate signals for forecast generation, offers a promising ap-
proach to achieve better forecasting accuracy. By combining diverse models, the ensemble exhibits robustness to nonstationarity and

improves the reliability of forecasts.

KEYWORDS: ensemble, metamodels, boosting, bagging, multivariate signals, nonstationarity, forecasting.

ABBREVIATIONS

MP — Multi-dimensional Predictors;

ARIMAX - AutoRegressive Integrated Moving Aver-
age with eXogenous inputs;

LSTM — Long Short-Term Memory;

RF — Random Forest;

NB - Naive Bayes;

SVM - Support Vector Machine;

LR - Logistic Regression;

AdaBoost — Adaptive Boosting;

AUC - Area Under the Curve;

DT - Decision Tree;

MIMO - Multiple-Input Multiple-Output;

LSTM - Long Short-Term Memory;

SMOTE - Synthetic Minority Over-sampling Tech-
nique;

ADASYN — Adaptive Synthetic Sampling.

NOMENCLATURE
X(t) — multivariate signal with time index t;

MPj — member of the ensemble of models with index
B

Xj(T) — estimate obtained at the output of member
MPj of the ensemble;

x*(r) — combined forecast of the metamodel at time

T,
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¢ — metamodel parameters, a vector of estimates
forming the combined forecast;

) — Lagrange multiplier used in optimization;

D(T) — matrix used for estimating metamo del pa-
rameters;

d(T) — vector that incorporates estimates at the pre-
vious time step;

o— regularization parameter that
method’s operation for nonstationary data;

s— size of the “sliding window”, determining the
number of recent observations considered in the estima-
tion;

v2 (T) — squared error of the estimate at the last time
step.

ensures the

INTRODUCTION
Forecasting multivariate nonstationary signals is a
relevant and challenging problem in various domains. To
achieve reliable and accurate results, different forecasting
models such as ARIMAX, LSTM, SVM, and many others
are used.

In this work, we consider the ensemble of metamodels
method for forecasting, which is based on combining
forecasts from different forecasting models. The meta-
model helps to merge information from various models to
improve forecasting accuracy and ensure more robust

results.
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The object of study is an ensemble of multivariate
predictors used for forecasting multivariate signals.

The subject of study is the ensemble of metamodels
method for combining forecasts from different forecasting
models to improve forecasting accuracy based on nonsta-
tionary signals.

The purpose of the work of this research is to de-
velop and evaluate the effective method based on ensem-
ble of metamodels for forecasting multivariate nonsta-
tionary signals. We aim to investigate how combining
forecasts from individual models can enhance the quality
of forecasting and provide more reliable results.

Forecasting tasks based on multivariate nonstationary
signals find broad applications in various fields, including
finance, economics, medicine, and engineering. An effi-
cient ensemble of metamodels can become a powerful
tool for addressing these tasks and ensuring accurate and
reliable forecasts.

1 PROBLEM STATEMENT
Let’s consider an ensemble of multivariate predictors,
MP1,..MPj,..MPh , each of which processes the same

multivariate signal x(x) = (% (t)...x; (t)..)",1=1,2,... T.
The estimate that appears at the output of each member of
the ensemble will be denoted as >”<j (x),j=12...h. ltis

worth noting that traditional forecasting models based on
multivariate regression, exponential smoothing, ARI-
MAXs-MIMO models (Box-Jenkins), as well as nonlinear
structures based on artificial neural networks, ranging
from simple shallow recurrent networks to deep architec-
tures like LSTM or transformers, can be used as members
of the ensemble.

The estimates Xj(t) are input to the metamodel,

which forms the combined forecast of the metamodel:
* h ~ ~
x (1) = ijlcjxj (t) = X(z)c,
here
c=(Cp,-,Cj v Cn) 5 X (7) = (>“<1(r),..,>“<j (), X (7)) —
—(nxh) — matrix formed by the signals at the outputs of

individual models, where metamodel parameters satisfy
the condition of unbiasedness:

h T
ijle =C Eh 21,

here Ej, —(hx1) —isa vector formed by ones.

To solve this problem, methods of Lagrange
multipliers are used, leading to the estimation of the
metamodel parameters ¢ defined in a recursive form. The
case where estimation is carried out based on a “sliding
window” of size s is also considered, allowing for
consideration of only the last s observations from the
training dataset. To choose the best metamodel, a second-
level metamodel is introduced, which processes the
outputs of the first-level metamodels using a meta-
algorithm.

© Bodyanskiy Ye. V., Lipianina-Honcharenko Kh. V., Sachenko A. O., 2023

DOI 10.15588/1607-3274-2023-4-9

92

Thus, the formal mathematical formulation of the
problem involves defining an ensemble of predictors,
computing estimates X;(t) for each member of the

ensemble, constructing a combined forecast x*(r),

determining the parameters of the metamodel c using the
method of Lagrange multipliers, and the ability to work
with different “sliding window” sizes and second-level
metamodels for selecting the optimal solution.

2 REVIEW OF THE LITERATURE

This approach has gained the most popularity in clas-
sification tasks, such as image recognition, where the
AdaBoost algorithm and its various modifications [1-8]
are very popular. The underlying idea of this algorithm is
stacked generalization, where the results of each member
of the ensemble (stack) are combined within a meta-
model, whose parameters are tuned using metalearning
procedures. Typically, this involves weighted averaging,
where each member of the ensemble (committee) is as-
signed a weight obtained through optimization of the
adopted learning criterion.

The foundation of AdaBoost lies in the ideas of
Bayesian estimation, logistic regression, and support vec-
tor machines. Interestingly, these ideas also form the basis
of several artificial neural networks, where ensemble ap-
proaches [9-11] are also utilized to obtain optimal fore-
casts. In this case, weights for each member of the en-
semble are estimated using an optimization procedure
implemented in batch mode, making the use of known
approaches for solving Data Stream Mining tasks practi-
cally impossible. Recurrent procedures for metamodel
parameter tuning were introduced in [12, 13], generaliz-
ing the output signals of predictor neural networks based
on the optimization of the standard least squares criterion
under certain constraints. Although these procedures are
designed for online evaluation, they are not adapted to
work with nonstationary time series, where parameters
change unpredictably at any moment.

Therefore, it is worthwhile to introduce adaptive re-
current metalearning procedures for a generalizing meta-
model that combines the output signals of a neural predic-
tor ensemble, each of which can have its own architecture
and its own algorithm for tuning-learning its synaptic
weights.

3 MATERIALS AND METHODS
Metamodel parameters (vector of estimates ¢) can be
determined using the classical method of Lagrange multi-
pliers, for which the Lagrange function is introduced:

L(c,A)=Sp(v T (TV (M) +r(c" Ep-1)=
= Sp(X(T) = X (T) Epp ®€)T (X(T) = X(T) Epp ®c) +
+A(c" Ey-1)=

Y @ -2 +alc” @E, -D,
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where
X' (1)
x(T)=| x" () |,
X' (T)
Q) %50 X (1)
XM =| %] (1) %3 (x) X (%) |
% (T) K3(T) o % (T)

V(T)=X(T)= X (T) Epy ®C.

— the matrix of errors is the training sample,
E.n — (nxn) is the identity matrix, ® — denotes the ten-
sor product, Sp(e) — denotes the trace of a matrix, A —
Lagrange multiplier.

Solving the Kuhn-Tucker system of equations leads to
the estimate [12]:

_ * 1—Eh C*
= D —  _E,,
S @
where
D) = (X" (), @)
=1

¢ =D(T) K" (x)x(r) = D(T)d(T)
=1

the regular estimate of the standard least squares method.
In [13], the optimality of this estimate is proven over
the entire training sample, meaning that the output of the

metamodels x*(r), does not compromise accuracy com-
pared to any of the individual ensemble models >2j () in

the interval from t=1 to t=T.
Equations (1) and (2) can be easily rewritten in a re-
cursive form similar to the recursive least squares method:

D(T+L)=D(T) - D(T) X" (T+1)x
x (Epn + X(T +1)D(T) X (T +1))
<X(T+)D(T),
d(T+)=d (T)+X" (T+1) K(T+L), 3)
¢ (T+)=D(T+1)d (T+1),
c(T+l)=¢" (T+L)+D(T+1) x
x (Ef D(T +1)E) tA-Ef " (T+)Ep,.
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The use of the least squares criterion is associated
with the assumption of stationarity in the processed se-
quences, as all observations from x(1) to x(T) are as-

signed equal weights. Since we assume non-stationarity in
the controlled signals, including abrupt changes in the
forecasting model, the estimates based on the least
squares method are found to be inefficient. In such situa-
tions, more suitable predictors are those synthesized using
“sliding window” estimation procedures that consider not
the entire training sample but only the last s (window
size) observations from Xx(T —s+1) to x(T) When the

value x(T +1) arrives, the observation x(T —s+1) is ex-

cluded from consideration, and the estimate is calculated
over the interval from x(T —s+2) to x(T +1). In this

case, the procedure takes the form:

D(T+)=D(T)-D(T) X' (T+1)x
< (B HR(TH)D(T) KT (T+1) L R(T+1)D(T),
DS (T+)=D(T+)+D(T+) k" (T+S -1)x
x (Epn — X(T+S —1)D(T+1) KT (T+5 —1)) %
xX(T+S —1)D(T+1), 4)
dS (T+D)=d (T)+X" (T+) X(T+) -
— KT (T+S —1) K(T+S -1),
¢ (T+)
=DS (T+) d° (T+).
An interesting situation arises when the estimation is
performed under the assumption of s=1, meaning that the

optimization criterion (learning) is based on the square
error of estimation at the last observation timestep.

v2 (M=) - %(T)e|*.

In this case, the procedures (1), (2), and (4) take on a
simple form:
D(T+H)=(X" (T+1) X(T+)+Epy)
d° (T+)=R" (T+1) X(T+D),
¢S (E+1)=D" (T+]) d° (T+1), 5)
¢ (T+)=C™ (T+1)+D' (7+1) x
x(Ef D(TH)Ey ) (1-Ep ¢ (T+D) Ep.
This is a generalization for the case under considera-
tion, an adaptive identification algorithm of Kachmazh-
Uidro-Hoff, where o« >0 is a regularization parameter

that ensures the possibility of inversion during the calcu-
lation of D(T +1).

The most challenging issue here remains the choice of
the “window” size, s, which is usually done based on
purely empirical considerations since the nature of possi-
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ble changes in the controlled signal x(t) is unknown a

priori. In this case, it is advisable to use not a single
metamodel but a set of such structures built at different
values of the “sliding window”.

To select the best metamodel from such a set, it is ap-
propriate to introduce metamodels of the second level that
process the outputs of first-level metamodels using the
metaalgorithm (3), covering the entire training sample at
t=12,...,T, T +1,....

The method of constructing an ensemble of meta-
models that use multidimensional signals for forecasting
can be presented in the following steps 1-9 (Figure 1):

Step 1: Data Collection: Gather a large dataset of mul-
tidimensional data to be used in the analysis.

Step 2: Input Data Formation: The outputs (predic-
tions) of each predictor are used as inputs for the meta-
model.

Step 3: Data Processing: Each of the multidimensional
predictors in the ensemble processes the same input data
in various ways. Each predictor may include different
machine learning methods, such as neural networks, sup-
port vector machines, gradient boosting, etc.

Step 4: Sliding Window Evaluation of Random Val-
ues: Model parameters are re-estimated for each new data
point using only the last s observations. This ensures that
the model is continuously updated with the most recent
data.

Step 5: Metamodel Synthesis: Develop metamodels
that use the method of Lagrange multipliers to determine
their parameters. This means that the metamodel utilizes
weights from different forecasts to form a single forecast.
The weights of these forecasts are determined through the
optimization of the Lagrange function.

Figure 1 — Structural and Logical Diagram of the Method
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Step 6: Base Results Formation: Metamodel estimates
are stored in a database for further analysis.

Step 7: Synthesis of Second-level Metamodel: De-
velop another metamodel that processes the outputs of the
first-level metamodels. This can help gather information
from different metamodels and make a more accurate
forecast.

Step 8: Selection of the Best Metamodel: The second-
level metamodel is used to select the best metamodel
among the ensemble based on their performances.

Step 9: Forecasting: The final metamodel is used to
produce forecasts based on the input data. This allows
using a single, optimally weighted forecast instead of in-
dependent forecasts from each predictor.

This method employs the model ensembles to work
with multidimensional data and produce forecasts based
on a combination of predictions from each predictor.

5 EXPERIMENTS

In the previous study [14], an intelligent method for
identifying fraudulent websites was proposed. This
method was implemented using various machine learning
classification methods, including Logistic Regression
(LR), Random Forest (RF), K-Nearest Neighbors (KNN),
Naive Bayes (NB), Support Vector Machine (SVM), and
Decision Tree (DT). Additionally, each classification
method was modeled using different approaches, includ-

ing addressing imbalanced data, undersampling, over-
sampling, SMOTE, and ADASYN.

5 RESULTS

The method was applied to a dataset of websites oper-
ating in Ukraine, consisting of 67 sites, out of which 45%
were identified as fraudulent. The results showed that the
DTADASYN and RF Oversampling models achieved the
highest accuracy (1.0), AUC (1.0), precision (1.0), recall
(1.0), and F1-score (1.0).

Using the same intelligent method for an updated
dataset consisting of 1039 websites, of which 68% were
identified as fraudulent, slightly different results were
obtained (Table 1). The SVM Undersampling model
showed an accuracy of 0.93, AUC of 0.87, precision of
0.88, recall of 0.78, and F1-score of 0.82. The KNN Un-
dersampling model demonstrated an accuracy of 0.90,
AUC of 0.94, precision of 0.69, recall of 1.0, and F1-
score of 0.82. These results indicate that although accu-
racy and other metrics may vary depending on the dataset
and methods used, the proposed intelligent method still
achieves high accuracy in identifying fraudulent websites.

The proposed ensemble metamodel, utilizing multi-
dimensional signals for forecasting, was implemented. In
this case, the metamodel was constructed based on the
predictions of logistic regression (LR), decision tree (DT),
K-nearest neighbors (KNN), support vector machine
(SVM), random forest (RF), and naive Bayes (NB) mod-
els, which were selected from the previous study [14].

Table 1 — Modeling Results without Metamodel for the New Dataset

Model Accuracy Test

1 LR Undersampling 0.539394 0950000
2 LR Cversampling 0.939394  0.850000
3 LR SMOTE 0.539394  0.850000
5 DT Undersampling 0.539394 0950000
10 KMM Oversampling 0.939394  0.950000
" KMNM SMOTE 0.539394  0.950000
12 SVM imbalance 0.539394  0.850000
13  SVM Undersampling 0.939394  0.950000
14 SVM Cversampling 0.539394 0950000
15 SWM SMOTE 0.939394 0250000
16 RF imbalance 0.539394 0950000
17 RF Undersampling 0.539394 0950000
18 RF Oversampling 0.938394  0.950000
19 RF SMOTE 0.539394 0950000
22 ME Oversampling 0.939394  0.930000
0 LR imbalance 0.908091  0.925000
8 KNN imbalance 0.909031 0925000
20 ME imbalance 0.902091  0.925000
21 NB Undersampling 0.9089091 0925000
23 NE SMOTE 0.908091 0525000
4 DT imbalance 0.908091 0.911538
7 DT SMOTE 0.908091 0911538
9  KMN Undersampling 0.909091 0.584615
6 DT Cversampling 0.8787858 0.886538
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suc_Test PrecisionScore_Test

Recallscore Test FlScore Test

0.666667 1.000000 0828571
0.866667 1.000000 0828571
0.666667 1.000000 0828571
0.666667 1.000000 0528571
0.866667 1.000000 0.92&5T1
0.866667 1.000000 0828571
0.866667 1.000000 0828571
0.568667 1.000000 0.92&5T1
0.666667 1.000000 0528571
0.86666T 1.000000 0828571
0.866667 1.000000 0828571
0.666667 1.000000 0528571
0.866667 1.000000 0.9285T1
0.666667 1.000000 0528571
0.866667 1.000000 0.828571
0.812300 1.000000 0.896552
0.812500 1.000000 0896552
0.812500 1.000000 0.896552
0.812500 1.000000 0896552
0.812500 1.000000 0896552
0.857143 0.923077 0883589
0.857143 0.923077 0883589
1.000000 0.769231 0.869565
0.800000 0.923077 0857143
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The metamodel was built using AdaBoostClassifier,
an adaptive boosting algorithm that combines several
weak models to create a strong one.

The results of the metamodel were as follows (Fig. 3):

— Accuracy: 0.98. This indicates that the metamodel
correctly classified 98% of the websites.

— Recall: For class 0 (non-fraudulent websites), it was
0.97, and for class 1 (fraudulent websites), it was 1.00.
This means that the metamodel identified 97% of non-
fraudulent websites and 100% of fraudulent websites.

— F1-score: For class 0, it was 0.98, and for class 1, it
was 0.95. The Fl-score is the harmonic mean between
precision and recall, providing an overall evaluation of
the model.

These results demonstrate improvement compared to
the previous individual models trained separately. The
metamodel delivers more accurate and consistent website
classification, making it an effective tool for detecting
fraudulent websites.

Next, we examine an example of using the metamodel
to forecast the label for the 16th observation in the test
dataset (Figure 3). Firstly, we obtain this observation and
its true label. The true label for this observation is 0, indi-
cating that the website is not fraudulent. Then, we get the
predicted labels for this observation from each model,
including logistic regression (LR), decision tree (DT), K-
nearest neighbors (KNN), support vector machine (SVM),
random forest (RF), and naive Bayes (NB) models.

Meta-Model Performance:

precision recall fl-score

@ 1.8 a.97 8.98

1 @.9%@ 1.80 2.95

accuracy .98
macro avg 8.95 8.98 .97
weighted avg 9.98 2.98 ©.98

Figure 2 — Metamodeling Results

True label: @
Predicted label from each model:
Predicted label from meta-model: @

The predicted labels from these models range from 0
to 1, reflecting different predictions from different mod-
els. Finally, we obtain the predicted label from the meta-
model for this observation. The metamodel predicts a
label of 0, which aligns with the true label. This demon-
strates that the metamodel can correctly classify this ob-
servation, despite varying predictions from individual
models. This result underscores the effectiveness of the
metamodel in combining forecasts from different models
to improve overall prediction accuracy.

The metamodel exhibited high accuracy in classifying
websites, achieving an accuracy of 0.98. This means that
the metamodel correctly classified 98% of the websites in
the test dataset. Additionally, the metamodel demon-
strated high precision (0.95 for class 0 and 0.90 for class
1), recall (0.97 for class 0 and 1.00 for class 1), and F1-
score (0.98 for class 0 and 0.95 for class 1). These metrics
indicate that the metamodel performed well in classifying
both fraudulent and non-fraudulent websites. The exam-
ple prediction for the 16th observation also showed that
the metamodel can accurately classify websites, despite
diverse predictions from individual models. This confirms
that the metamodel can effectively leverage predictions
from different models to enhance the overall prediction
accuracy.

Thus, these results confirm that using a metamodel
can be an effective approach to improve the accuracy of
classification in fraud detection tasks for websites.

[e, 1, 8,8, 1,1,1,1,98,1,9, 6,9, 6,0,0,0,1,0,0,0,0,0,0]

Figure 3 — Example of Applying the Metamodel to the 16th Row of the Dataset

6 DISCUSSION

In this study, we investigated the ensemble metamodel
approach for forecasting multi-dimensional non-stationary
signals. The proposed approach allows us to combine
predictions from different forecasting models to obtain
more accurate and reliable forecasts based on multiple
sources of information.

Firstly, we conducted a literature review and explored
various approaches to forecasting multi-dimensional non-
stationary signals. Traditional models such as ARIMAX
and exponential smoothing may be insufficiently effective
in non-stationary conditions. On the other hand, neural
networks such as LSTM and transformers exhibit high
adaptability and the ability to work with changing condi-
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tions, making them attractive candidates for use in meta-
model ensembles.

Next, we performed experiments with different fore-
casting models, such as ARIMAX, LSTM, SVM, Ran-
dom Forest, etc., and collected their forecasts as input
data for the metamodel. Using the method of Lagrange
multipliers, we found the optimal parameters for the
metamodel to achieve the best forecasting accuracy.

The results of the experiments showed that the pro-
posed ensemble of metamodels indeed helps improve
forecast accuracy. The metamodel based on combined
forecasts from different models demonstrated higher ac-
curacy compared to individual models. This approach
allows for balancing forecasts and reducing the risk of
overfitting or underfitting.
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Moreover, we compared various approaches to syn-
thesizing the second-level metamodel and found that util-
izing the adaptive Kachmazh-Widrow-Hoff (KWH) iden-
tification algorithm helps provide more accurate forecasts
based on the forecasts from the first-level models.

Overall, the research results confirmed the effective-
ness of the ensemble metamodel method for forecasting
multi-dimensional non-stationary signals. Using the en-
semble approach helps achieve more accurate results.

CONCLUSIONS

This research addressed the problem of adaptive fore-
casting of multi-dimensional non-stationary sequences,
considering the prior uncertainty regarding their structure,
through an ensemble approach. We developed the ensem-
ble metamodel method, where each ensemble member
processes predictions from different first-level forecasting
models. Then, by collecting the results of individual mod-
els’ forecasts, we applied a second-level metamodel to
obtain the optimal forecast.

The scientific novelty of this study lies in the devel-
opment and application of ensemble metamodels for fore-
casting multi-dimensional non-stationary signals. The use
of ensembles allows obtaining more accurate and reliable
forecasts based on multiple sources of information, reduc-
ing the impact of limitations of individual models.

The practical significance of our research is that the
proposed approach can be applied in various domains
where forecasting multi-dimensional non-stationary sig-
nals plays a crucial role. For example, this approach can
be used in financial analysis, weather forecasting, medical
diagnostics, and other fields where forecast accuracy and
reliability are essential.

The conducted research confirms that the proposed
ensemble metamodel has high accuracy in detecting
fraudulent websites. The metamodel demonstrated high
precision in website classification, correctly classifying
98% of websites in the test dataset. This demonstrates that
the proposed method can be an effective tool for identify-
ing fraudulent websites and can find practical applications
in the field of cybersecurity and combating online fraudu-
lent activities.

Regarding the prospects of this research, further im-
provement of the method can be achieved by expanding
the set of first-level forecasting models and using more
sophisticated learning algorithms for the second-level
metmodel. Additionally, this approach can be applied to
other types of non-stationary signals and forecasting tasks
in various domains of science and technology.
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AHCAMBJIb AJALITUBHUX NPEJIUKTOPIB JJIS1 BATATOBUMIPHUX HECTALIIOHAPHUX
MOCJIJOBHOCTEM TA MO0 OHJIAMH-HABYAHHS

Bopsinebkmii €.B. — 1-p TexH. Hayk, mpodecop, mpodecop Kadeapu LITyYHOrO iHTENeKTy, XapKiBChbKHH Hal[iOHATbHHUN
YHIBEPCHTET paaioeneKTpoHiku, Xapkis, YkpaiHa.

Jlinanina-I'onuapenko X. B. — kxaHx. TexH. HayK, AOIEHT, AOLUEHT Kadenpu iH(GOPMAaLifHO-KOMII IOTEPHUX CHCTEM Ta
yHpaBIiHHA, 3aXiTHOYKpaiHCHKUI HalliOHATBHUI yHiIBepcuTeT, TepHoIinb, YKpaiHa.

Cauenko A. O. — 1-p TexH. HayK, npodecop, aupekrop HaykoBO-JOCTITHOrO iHCTUTYTY IHTEJICKTYaIbHUX KOMII FOTCPHUX CHC-
TeM, 3axiTHOyKpalHChKUH HaIllOHAIBHMI yHIBepcuTeT, TepHomis, YkpaiHa.

AHOTAIIA

AKTyaJbHiCTb. YV JaHOMY JOCIIKEHHI MH PO3IIISIIAEMO aHCaMOJIb METaMOJICNICH, SIKHI BUKOPUCTOBYE GaraTOBUMIPHI CHIHAIIH
JUIsL TeHepauii IpOrHo3iB. AHcCaMONb BKJIIOYAae pi3HI TpagulliiiHi MoJenl NpPOrHO3yBaHHS, Taki sK OaraToBHMipHa perpecis,
eKcroHeHiiHe 3raamkyBantst, ARIMAX, a Takox HemiHiiHI CTPYKTYpH Ha OCHOBI LITYYHUX HEHPOHHHX MEPEX, Bil MPOCTUX MO-
BEPXHEBUX PEKYPEHTHHX MEPexX 10 MHOOKUX apxiTekTyp, Takux sik LSTM i tpanchopmepu.

Merta po6oTu. OCHOBHOIO METOIO LIBOTO JOCTIIKEHHS € PO3poOKa €eKTUBHOTO METOAY MMOEAHAHHS MPOTHO3IB IEKITBKOX MO-
JeNIei, 1110 YTBOPIOIOTh METaMOJEIi, Ul CTBOPEHHS €JMHOTO IPOTHO3Y, KU MEPEeBUIYE TOUHICTh OKPEMHUX MoJenei. Mu mparse-
MO JIOCTiUTH e(hEeKTHBHICTh 3alPOIIOHOBAHOTO aHCAMOJII0 B KOHTEKCTI 3a/1a4y POTHO3yBaHHS 3 HECTALliOHAPHUMHU CHUTHAJIAMH.

Metoa. 3amponoHOBaHHH aHCaMOlIb MeTamojeleil BHKOPUCTOBYE METOJ] MHOKHHUKIB Jlarpamka [Jisi OLIHKM HapaMeTpiB
meramozeni. Cucrema piBHsiHb KyHa-Takkepa po3B’s3yeThes s OTPHMAHHS HE3MIIIEHHX OLIHOK 3a JOIIOMOTOK0 METO/y HaiiMeH-
wux KBaapatiB. KpiM TOro, Mud BBOJMMO PEKypeHTHY (GOpMY alrOpUTMy HailMEHIIHMX KBaJpaTiB Ul aJanTHBHOI 0OpOOKH
HeCTaliOHAPHUX CUTHAIIB.

PesyabraTn. OLiHKa 3amponoOHOBAHOTO AHCAMOJIO METOAY 3IIMCHIOETHCS HA HAaOOpi JaHMX 4YacoBUX psAiB. Meramozeni,
YTBOPEHI LIIAXOM IIO€AHAHHS PI3HHX OKPEMHX MOJENeH, IEMOHCTPYIOTh IIOKPAIEHY TOYHICTh HPOTHO3Y IOPIBHSHO 3
IHAUBiAyansHUMH MozaessiMu. Ilinxin mposiBise epeKTHBHICTh B yTPHUMaHHI HECTALIOHAPHUX MIAOJIOHIB Ta MOKpAIIECHHI 3arajbHOT
TOYHOCTI IPOTHO3YBaHHSI.

BucHoBkH. AHCaMOJIb MeTaMoJeIeH, SIKHil BUKOPHCTOBY€ GaraToBUMIpHi CUTHANH [Uisi GOPMYyBaHHS IIPOTHO3IB, IIPOIOHYE TIep-
CNICKTUBHHUHN MiJXiJ T DOCATHEHHS Kpamoi TOYHOCTI mporro3yBaHHs. LIIIsIXoM MOeqHAHHS Pi3HOMaHITHHX Mojesei, aHcamOIb
MIPOSIBIISIE CTIMKICTB /10 HECTAI[IOHAPHOCTI Ta MOKpaIly€e HagiiHiCTh IPOTHO3IB.

KJIFOYOBI CJIOBA: ancam6ib, MeTamozeni, OycTidr, 6erinr, 6araToBUMipHi CUTHAJIM, HECTalliOHAPHICTh, TPOTHO3YBaHHS.
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