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ABSTRACT

Context. Problem of traffic prediction in a city is closely connected to the tasks of transportations in a city as well as air pollution
detection in a city. Modern prediction models have redundant complexity when used for separate stations, require large number of
measuring stations, long measurement period when predictions are made hourly. Therefore, there is a lack of method to overcome
these constraints. The object of the study is a city traffic.

Obijective. The objective of the study is to develop a method for traffic prediction, providing models for traffic quantification at
measuring stations in the future under data and resource constraints.

Method. The method for agent-oriented traffic prediction under data and resource constraints was proposed in the paper. This
method uses biLSTM models with input features, including traffic data obtained from agent, representing target station, and other
agents, representing informative city stations. These agents are selected by ensembles of decision trees using Random Forest method.

Input time period length is proposed to set using autocorrelation data.
Results. Experimental investigation was conducted on traffic data taken in Madrid from 59 measuring stations. Models created
by the proposed method had higher prediction accuracy with lower values of MSE, MAE, RMSE and higher informativeness com-

pared to base LSTM models.

Conclusions. Obtained models as study results have optimal number of input features compared to the known models, do not re-
quire complete system of city stations for all roads. It enables to apply these models under city traffic data and resource constraints.
The proposed solutions provide high informativeness of obtained models with practically applicable accuracy level.

KEYWORDS: traffic, prediction, times series, LSTM, bidirectional LSTM.

ABBREVIATIONS
biLSTM is a bidirectional LSTM;
LSTM is a Long Short-Term Memory;
MAE is a Mean Absolute Error;

MSE is a Mean Squared Error;
RMSE is a Root Mean Square Error.

NOMENCLATURE

auto,,;, is a threshold value for autocorrelation;

B is a set of stations used for traffic quantification in
a city or stations with data available for model creation;

BS is a subset of stations selected from a set B based
on the measurement of its impact on traffic at station A;

Cr is a limit number of stations possible to select to a
subset BY;

E is a set of factors, having impact on traffic values
at station A during each of (t + 1), ..., (t + h) hours;

EX is a set of determined factors, having impact on
traffic values at station A;

EY is a set of undetermined factors, having impact on
traffic values at station A;

f is a functional dependency to be determined by

creation of traffic prediction model for station A;

HF is a number of next hours from the current mo-
ment, which defines prediction horizon;

© Lovkin V. M., Subbotin S. A., Oliinyk A. O., 2023
DOI 10.15588/1607-3274-2023-4-10

HP is a number of previous hours from the current
moment t, used for prediction;

t is a number of the current hour, i.e. moment in time
when prediction is made;

T is a length of training period:;

try is a traffic value at station A during the t-th hour;

v is a value of factor e from set try during the t-th

hour;

v} is a value of factor u from subset of undetermined

factors EY during the t -th hour.

INTRODUCTION
Traffic is defined by number of vehicles moving
through some location during some period of time [1].
Measuring stations are used to detect traffic and to quan-
tify it at different locations.

Traffic is a structurally important concept, determin-
ing corresponding related processes in a modern city.
Quality of life is closely connected to how traffic is man-
aged in a city. Related flows should be clearly directed
during city planning. Corresponding traffic rules as well
as city construction principles should be set. Principles of
construction of old cities did not take into account modern
transport requirements, therefore transportations by vehi-
cles in such cities are complicated. At the same time
every modern city with correct planning restricts vehicle
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movements according to certain principles, so it is not
also totally free [2]. However, besides long-term traffic
management, monitoring and informing about transport
flows are important in short term as well [3].

Modern city traffic has influence on ecology. Cities
set special restrictions on cars moving inside an area
within city boundaries. These restrictions are gradually
expanded. Strategic transition to electric cars is executed,
but at the moment the majority of vehicles use fossil fuel,
having negative influence on ecology.

Large part of emissions is caused by vehicles. Such air
pollutants include nitrogen dioxide, benzol etc. In differ-
ent cities percentage of influence of vehicles on air pollu-
tion varies. But the fact that vehicles are one of the main
reasons of air pollution in modern cities is widely known.
Besides, traffic is correlated with business activity. There-
fore, absent or low traffic corresponds to low business
activity and low air pollution at least in terms of concen-
tration of pollutants closely connected to vehicle emis-
sions. As a result, information about quantity of vehicles
moving through some location in a city over a period of
time helps to understand expected air pollution.

Prediction of traffic in a city may be valuable for
every citizen while seeking for optimal path for transpor-
tation to the given location. It additionally emphasizes
that city traffic has a significant influence on citizens in a
city. Information about traffic in the short term allows
citizens to plan their personal journeys in terms of its du-
ration and in terms of impact on their health as well. The
second factor is explained by causation between traffic
and air pollution as well as air pollution and negative
health impact even in the short term.

Taking it into account, it is obvious that traffic predic-
tion problem is a significant practical problem. Besides, it
is a significant scientific problem as well. A lot of factors
have influence on traffic, so it is important to determine
prediction models correctly.

The object of the study is a city traffic.

The subject of the study are traffic prediction models
based on LSTM.

The objective of the study is to develop a method for
traffic prediction, providing models for traffic quantifica-
tion at measuring stations in the future under data and
resource constraints.

1 PROBLEM STATEMENT
Problem of traffic prediction is a problem of traffic

quantification at station A during each of H hours in
the future using data on traffic at station A during previ-

ous HP hours and data on other factors from set E de-
fined by formula (1):

t-H"

P_ —
Lyl vt

i = ferk ekt v e

(1)

h=1,HF ecE.
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Solving problem (1), H values of traffic try™ at

station A should be computed. Each value represents traf-
fic over the (t + h)-th hour, determined by time period,
starting at t + h hour 0 minutes and ending at t + h hour 59
minutes in the future. These computations should be made

using functional dependence fand H P values of traffic at
station A in the past: trl,trit,..trH 1. As current

moment defines finish of historical period, value of HP
comprises current hour with number t. Traffic at the mo-
ment t is quantified and known, so the last value (or called
the first one otherwise) of input time period has number
HP -1

In this paper traffic is considered at hourly intervals.
Therefore, every feature of observation should represent
data collected over an hour. It includes data collected for
all directions. If vehicles are moving in two directions
through some location, then corresponding value of traffic
is calculated as sum of number of vehicles moving to-
wards a sensor called measuring station and in the oppo-
site direction. If measuring station is located at cross-
roads, traffic should be computed as sum of all values
determined for every direction. It enables to determine
activeness of transport flows in general. If a vehicle
moved twice or more times through some location in one
or several directions over an hour, then it has to be calcu-
lated corresponding number of times. Therefore, this
problem is connected with calculation of general number
of vehicle drives through a location but not with identifi-
cation of unique vehicles. Different approaches were pro-
posed to organize work of measuring stations [4].

Set of factors E comprises subset of determined fac-

tors EX, which impact was corroborated, and subset of

undetermined factors EV , representing impact of uncer-
tainty. Solving problem (1) by creating traffic prediction

model, subset EY should be decreased at the expense of

increasing subset EX . But it is impossible to take into
account all factors, which have influence on output, in the
current state of development of world science. Therefore,

influence of factors from subset EV is active. It causes
differences between output got by trained model and ac-
tual values of traffic for the same station over the same
period of time.

2 REVIEW OF THE LITERATURE

Review of the literature was conducted based on the
sequence of sources [5-14], taking into account results,
represented in reviews of literature [5-6]. Results of the
review demonstrate that big part of studies is directed at
unification of models based on deep neural networks and
models, applicable for taking into account spatial depend-
encies between measuring stations. This approach enables
to create model, capable to process data from all stations
simultaneously and to make predictions about future
states of these stations. It is considered in the following

studies in particular.
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In the paper [7] it was proposed to use combined
model based on graph convolutional neural network to
extract characteristics of topological structure from traffic
data, LSTM to extract characteristics of temporal struc-
ture and convolutional neural network to optimize general
model. 5, 15 and 30 minutes were investigated as possible
length of input time intervals. Model performance was
evaluated by MAE, MSE and R% The longer input time
interval was, the worse results were obtained. Experimen-
tal investigation was conducted on data collected in Cali-
fornia (USA), using 39000 sensors.

In the paper [8] hybrid graph model was created.
Unlike the previous model, it applies dynamic graph be-
sides static one, representing topology of the traffic sys-
tem as well as enabling to update it according to the cur-
rent conditions. The proposed model combines graph neu-
ral network and convolutional neural network, applying
attention mechanism. This solution enables to extract spa-
tio-temporal characteristics. Experimental investigation is
conducted on two datasets collected in California (USA).
Obtained results were evaluated by MAE, RMSE and
mean absolute percentage error as well.

Authors in the paper [9] proposed to use spatio-
temporal graph convolutional network. Investigation was
conducted for input time period of 60 previous minutes
and prediction was executed for 15, 30 or 45 minutes.
Results obtained on data collected in Beijing as well as in
California demonstrate accuracy decrease for longer pre-
diction periods. Accuracy for prediction period of 15
minutes is more than 1.5 times as much as accuracy for
prediction period of 45 minutes.

Besides, there is a number of researches on traffic
prediction where other traffic indicators are used. In par-
ticular speed prediction is researched in the paper [10].
It’s not strictly a problem considered, but similar struc-
tures are used for problem solving. The proposed model is
based on convolutional neural network, LSTM, attention
mechanism and 2 biLSTM. Similar solutions are pro-
posed in the paper [11].

However practical applicability of these models is
questionable in some cases. It demands high-performance
computing, because resulting models have relatively
complex structure, and data access which may be hard to
provide. The last obstacle may be caused by absence of
necessary historical data as it should have appropriate
period which is possibly long. The more complex model
structure, the longer period should be. Cities in develop-
ing countries may have fragmented traffic data, which do
not cover all streets and crossroads or even a subsystem of
roads. Therefore, it is hard to create a complete model. As
a result, spatial dependencies are broken, because some
locations in entire road system are absent. Besides, data
may be inaccessible over a long period of time. For ex-
ample, martial law can prohibit transmitting traffic data
partially or completely, so open access services are re-
stricted.

Moreover, prediction of traffic for every location in a
city can be unnecessary. Then potential number of input
features is far more than number of outputs. At the same
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time not all input features are necessary, so model com-
plexity is excessive. It means that part of data is noisy and
is separated by model structure. So, part of model struc-
ture is used not for prediction purposes but for separation
of noisy data. On the other hand, when traffic prediction
models give inputs for air pollution prediction, it should
be taken into account that air pollution measuring stations
are located at particular positions and its quantity is lim-
ited. Then approach proposed in papers [7]-[11] is inap-
plicable. In addition, it should be noted that results of
conducted researches and other studies which were ana-
lysed demonstrate that traffic prediction for more than an
hour is an individual problem and needs detailed investi-
gation for improvement of results.

However, there is a number of studies which do not
take into account spatial dependencies, being applicable
for solving problem (1) under constraints on traffic data in
a city. This approach is represented in the papers [12]-
[14], and such technologies are applied for different prob-
lems, in particular [15-16].

In the paper [12] traffic is predicted based on LSTM
models for 15, 30, 45, 60 minutes.

Traffic prediction for a period up to 60 minutes is in-
vestigated in the paper [13], using biLSTM models with 1
input feature and simulation data.

In the paper [14] biLSTM prediction is executed for 5
minutes, taking into account precipitation and visibility as
additional features.

Therefore, it is necessary to develop results of re-
searches [12-14]. Usage of additional features, principles
of feature selection, investigation of input time period
should be researched.

3 MATERIALS AND METHODS
Based on the problem statement (1), traffic prediction
problem was analysed and general principles of problem
solving were set. Time horizon for prediction was set
equal to 6 hours in this study. However, the method for
traffic prediction presented in this chapter uses principles

of hourly data and making predictions for H" hours
ahead. So, it is applicable for other time periods.

Target measuring station A for which prediction is
made has to be set as an input parameter for the method.
All following stages are executed for this station. It
should be presented by corresponding agent when predic-
tion is made by for real-time data. Logic sequence of the
proposed stages defines method for traffic prediction pre-
sented in Fig. 1.

At the initial stage of the method training dataset has
to be created. Training dataset should contain data from
all available stations from set B. All observations for each
station have to represent each possible date and hour from
training period. Every observation is defined by time se-

ries containing H” + HF sequential hours.

Therefore, it is necessary to determine all hours in pe-
riod of time defined as training to set training dataset.
Training period is defined by time interval for which traf-
fic data is available for all stations included in this data-

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, indpopmatrka, ynpasninss. 2023. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 4

set. Values for some hours may be missed. For that rea-
son, starting from the earliest available date and time
(hour) every timestamp should be created with a step of 1
hour until the latest available date and time. Only when it
is finished, each created timestamp should be connected
with corresponding number of vehicles moved through
location defined by each station over this period of time.
After all available observations are set, missed values
should be filled by linear interpolation.

i '

start

v

i '

group trafiic data by stations from
the set B in the period T

¥

fill missed data values

¥

sef time period H by analysing
autocorrelation of traffic data for the
station A

.

normalize data for each station in
the set B

¥

create training time series dataset
with 7 inputs and 57 outputs

¥

select informative stations 8%
for the station A by
applying Random Forest

!

create biLSTM model

¥

train created biLSTM model on
fraining dataset with observations of

size (|B5+1xH"

predict traffic in real time

!

end

Figure 1 — Sequence of traffic prediction model training stages

Then value of H” should be set. This parameter is in-
fluenced by value of H" and it impacts on accuracy of
predictions made by created models. So, this choice is
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important. The following procedure was defined to make
this choice. Autocorrelation should be computed for val-
ues of traffic for station A with appropriate maximum lag.

Maximum lag is a maximum possible value of HP.
Value of HP should be set in such a way that autocorre-

lation with lag HP is equal or higher than threshold
value auto,,. Threshold value auto.;, should be set

based on data analysis conducted for all available measur-
ing stations. Otherwise it should be chosen to fulfill spe-
cial requirements for predictions.

Then maximum and minimum values have to be got
from training dataset for each station to normalize data.
After normalization is finished, time series is created for
every observation by appending elements for the next

HP + HF —1 hours. These elements are created by data
shift.

Problem (1) is a problem of time series forecasting.
So, values of traffic at a station over previous hours are
used as values of input features. But every station is not
totally separate. It is dependent on some other stations and
it possibly has influence on some other stations. When
entire set of stations is considered as input, it complicates
model. However, it does not mean that existing depend-
ence should not take into account at all. When optimal
number of input features is investigated, dependence be-
tween values of traffic at station A, for which prediction is
made, and at all other available stations from set B should

be considered. As a result of this stage subset BS B

should be set. Subset B® comprises stations selected
from set B based on degree of influence of traffic at the
selected stations on traffic at station A. This degree should
be considered as significant.

Subset of stations B® has to be created from set of
stations B excluding station A at the following stage. It is
proposed to use ensembles of decision trees using Ran-
dom Forest method for this purpose.

Limit (maximum) number of stations Cr has to be set
while method is applied. This number determines maxi-
mum number of additional features for final model and

power of set BS. Set of power ‘Bs‘ has to be got as an

output. It has to be not larger than the given limit number
of stations Cr.

At the next stage biLSTM model [17-18] has to be
created for station A with the next structure:

— input layer which corresponds to the structure de-
scribed below;

— the first hidden bidirectional layer;

— dropout;

— the second hidden bidirectional layer;

— fully connected layer with H" neurons for getting
output values.

This model should detail dependence defined by the
problem statement (1) in a way defined by formula (2):
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h=1,HF beB®,B° cB,ecE.
So, input data for this model has to be determined by
matrix of size (‘BS‘+1)>< HP. Rows of matrix contain

traffic data from ‘BS‘ stations and from station A4, for

which model is created.

At the next stage model created at the previous stage
has to be trained. Early stopping should be applied for
training procedure to prevent overfitting.

When model is applied for real-time predictions, data
is collected from agents, representing stations. These
steps should be applied every hour. Every agent enables
access to data, collected for the last hour. Agent should
aggregate data, collected by sensor or any appropriate
device located at station. When request is received, agent
should send aggregated data to agent requested data.
Connections are created between agents representing
relevant stations. When data from all relevant stations is
received, it should be united with data from target station
and necessary historical data. Then prediction should be
made using trained model. An observation presented as

matrix of size (‘BS‘+1)>< HP has to be used as input

data. Every agent represents one station and has trained
model for predictions. Corresponding sequence of real-
time traffic prediction stages is presented in Fig. 2.
Results of the method include a trained model appli-
cable for traffic prediction as well as number of hours

H " and subset of stations B®.

collect data for the last
hour for target station

connect to agent connect to agent,
representing station 1 representing station 2

connect to agent,
representing station |59

request observation for request observation for request observation for
the last hour the last hour the last hour

get observation for the get observation for the
last hour last hour

) )

unite observations
process observation

get observation for the
last hour

make prediction

Figure 2 — Sequence of real-time traffic prediction stages
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4 EXPERIMENTS

Experimental investigation was conducted on dataset
created from traffic data taken in Madrid (Spain) from 59
measuring stations and published in open access at Open
data portal [19] of Madrid City Council [20]. The data
was collected at 60 stations in Madrid. Data from
1.01.2019 until 30.09.2022 was used for investigation. As
data analysis revealed absence of data at Calle Arenal
station for the given period, it was excluded from the fol-
lowing investigation. Data from 59 stations was used for
experimental investigation as a result. Each station pro-
vided quantification of traffic in two directions. There-
fore, downloaded dataset was processed and aggregated,
accumulating values in two directions for obtaining each
station’s hourly values.

Every file of initial dataset contains traffic data col-
lected over a month. Every row in a file has a structure
with the following columns:

— datemark, determining date when data observation
was made;

— number of measuring station;

— additional mark (the first part of the day and forward
traffic direction, the first part of the day and reverse traf-
fic direction, the second part of the day and forward traf-
fic direction, the second part of the day and reverse traffic
direction);

— sequence of columns presenting traffic values for 12
hours separately.

Data was aggregated and saved to the united dataset.
The dataset contains data for each station separately as
well as a list of timestamps presenting date and time (hour
and minutes) when corresponding observation was made.
Every observation for every station contains normalized
quantity of vehicles moved through location defined by
measuring station in forward and reverse directions dur-
ing time moment defined by corresponding timestamp.
Quantity of vehicles moved through location was com-
puted for hours until 12 as a sum of number of vehicles
moved through location in forward and reverse directions
per corresponding hour of the first part of a day (the first
and the second marks were applied). The same procedure
was used for hours of the second part of a day (the third
and the fourth marks were applied).

80 % of data observations from the final dataset were
used to create training dataset, other 20 % were used for
test dataset. This separation was executed, taking into
account batch size. The value of correspondent parameter
BATCH_SIZE was set for training. The value of this pa-
rameter was set to 32. Therefore, number of observations
in training dataset was coordinated with batch size to be
divided without a remainder. If it wasn’t true from the
beginning, then number of observations in dataset was
decreased by adding observations to test dataset. After
this procedure was finished, number of observations in
training dataset had to become divided by batch size
without a remainder.

Creation of prediction models was based on the num-
ber of common principles: every model had an input
layer, 2 hidden layers with dropout between layers, fully
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connected layer for getting output value. Optimization
was done using Adam optimizer. Loss function was de-
termined by MSE. Maximum number of training itera-
tions was set to 500. Early stopping criterion was deter-
mined for preventing model overfitting: if 40 iterations in
a row didn’t improve training results (loss function value
didn’t decrease), then training had to be stopped.

Final biLSTM models were created with 32 cells in
two hidden bidirectional layers. Dropout was set to 0.1.
Limit number Cr was set to 2 when Random Forest
method was applied for selection of relevant stations.
That is why maximum number of input features model
could have was 3 with corresponding length of input time
period.

Training dataset was divided into the part used for
training directly (75 % of training dataset or 60 % of the
united dataset) and the part used for validation (25 % of
training dataset or 20 % of the united dataset).

The following models were investigated:

— LSTM models which use traffic data values for the
previous 6 hours collected at target station as an input
feature;

— biLSTM models which use traffic data values for the
previous 6 hours collected at target station as an input
feature;

— biLSTM models which use traffic data values for the
previous 6 hours collected at target station and at selected
stations considered relevant for target station as input
features;

—biLSTM models which use traffic data values for the
previous 24 hours collected at target station and at se-
lected stations considered relevant for target station as
input features;

— final biLSTM models created by the proposed
method which use traffic data values for the optimal
number of previous hours collected at target station and at
selected stations considered relevant for target station as
input features (marked by 3 features, adjusted 24/6 previ-
ous hours).

The following indicators were used for evaluation of
model performance: MSE, RMSE, MAE, R?.

Evaluation was executed using output values of each
hour predicted by model separately. These values were
compared with corresponding values from test dataset to
compute values of model performance indicators (MSE,
RMSE, MAE). Besides average values of model perform-
ance evaluation indicators for each station, average values
of MSE were computed for each hour separately. Using
computed values of model performance evaluation indica-
tors for each station, minimum, maximum and average
values were computed for each indicator.

5 RESULTS
All results were obtained only on test dataset. Obser-
vations from training dataset were used only for model
training.
Distribution of MSE values is important for interpreta-
tion of results. Overall distribution of MSE values for
biLSTM models (3 features, 6 hours), containing all 6
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hours, is presented in Fig. 3. These models have 3 input
features based on data traffic determined for the previous
6 hours. 3 features include target station and 2 additional
stations selected as relevant for station of the first feature.

Each histogram defines number of models with certain
characteristics created and trained for different stations (it
should be represented as number of stations or models for
these stations).

Figure 3 — Histogram visualizing distribution of MSE values
obtained by biLSTM maodels (3 features, 6 hours) for all stations

The corresponding distribution of MSE values for
models, created by the proposed method (with adjusted
time period) for different stations, is demonstrated by
histogram in Fig. 4.

Figure 4 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, adjusted 24/6 hours)
for all stations

The previous tables and figures contain results con-
cerning all hours for which prediction was made. But
there could be different trends in prediction for different
step (number of corresponding hour). As prediction hori-
zon was 6 hours, distribution of MSE values for biLSTM
models (3 features, 6 hours) is presented for each hour in

Fig. 5-10.
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Figure 5 — Histogram visualizing distribution of MSE values Figure 8 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, 6 hours) for all stations  obtained by biLSTM models (3 features, 6 hours) for all stations
in an hour in 4 hours
Figure 6 — Histogram visualizing distribution of MSE values Figure 9 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, 6 hours) for all stations  gbtained by biLSTM models (3 features, 6 hours) for all stations
in 2 hours in 5 hours

Figure 7 — Histogram visualizing distribution of MSE values

obtained by biLSTM models (3 features, 6 hours) for all stations Figure 10 — Histogram visualizing distribution of MSE values

obtained by biLSTM maodels (3 features, 6 hours) for all stations

in 3 hours .
in 6 hours
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Distribution of MSE values for biLSTM models (3
features, adjusted 24/6 previous hours) is presented in

Fig. 11-16 hour by hour.

Figure 11 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, adjusted 24/6 hours)
for all stations in an hour

Figure 12 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, adjusted 24/6 hours)
for all stations in 2 hours

Figure 13 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, adjusted 24/6 hours)
for all stations in 3 hours
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Figure 14 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, adjusted 24/6 hours)
for all stations in 4 hours

Figure 15 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, adjusted 24/6 hours)
for all stations in 5 hours

Figure 16 — Histogram visualizing distribution of MSE values
obtained by biLSTM models (3 features, adjusted 24/6 hours)
for all stations in 6 hours

Each histogram in Fig. 5-16 represents data for an

hour.
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Histograms were built with a step computed as
0.00821 (maximum observed value of MSE), divided by
21 to create 20 intervals of MSE values.

Results, representing values of MSE, MAE, RMSE
(accuracy), R? (informativeness), for each of 59 stations
were aggregated in Table 1 by computing average values
of each indicator for all models being investigated.

Table 1 — Average results of traffic prediction by different

models
Model characteristics MSE MAE RMSE R?
thr';;' (1feature, 6 | 102908 | 0.032192 |0.049139 | 0.818415
EL'L?ST)M (1feature, 6 |6 502195 | 0.027964 |0.041744 | 0.863663
E::IL?;M (3 features, 6 | 611924 | 0.026616 |0.039862 | 0.873622
DILSTM (3 features, | 101636 | 0.024937 |0.036757 | 0.884319
24 hours)
biLSTM (3 features,
D jostod o4/6 nours] |0:001631 | 0024942 | 0.036556| 0.891

As absolute values of each model performance evalua-
tion indicator may not completely reflect a relative differ-
ence in values for some stations even when normalized,
results obtained by biLSTM models with different charac-
teristics were compared to base LSTM model (1 feature, 6
hours) for each station. The results were computed as
percentage of these comparisons. Average obtained val-
ues of the indicators are presented in Table 2 grouped by
biLSTM models with different characteristics (number of
input features and length of time period).

Table 2 — Average relative results of traffic prediction by

different models compared to LSTM model

Model characteristics Relative | Relative | Relative | Relative
MSE, % | MAE, % |RMSE,%| R? %

DILSTM (1 feature, 6 | g 44 12.54 1461 | 6.02

hours)

biLSTM (3 features, 6 3269 16.72 18.43 719

hours)

biLSTM (3 features, 30.9 29 45 29,06 8.65

24 hours)

biLSTM (3 features,

adjusted 24/6 hours) 43.26 2224 2526 9.41
6 DISCUSSION

Average results (Table 1) computed over all 59 sta-
tions demonstrated that biLSTM models with 3 features
and input time period set to 24 hours for 56 stations or to
6 hours for 3 stations allowed to decrease MSE by 43.91
% compared to base LSTM models and MAE by 22.52 %.
Informativeness of models increased by 8.87 % on aver-
age. So average results of final models emphasize signifi-
cant improvement in terms of all model performance
evaluation indicators.

biLSTM maodels with input time period of 24 hours al-
lowed to decrease MSE by 14.97 %, MAE by 6.31 %,
RMSE by 7.79 % and increase informativeness by 1.22 %
compared to biLSTM models with shorter period. Usage
of relevant stations as 2 additional input features allowed
to decrease MSE by 9.46 %, MAE by 4.82 % and RMSE
by 4.51 % compared to biLSTM model with 1 input fea-
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ture on average. Informativeness of these models was
higher by 1.15 %.

Comparison of results demonstrate that bidirectional
architecture of LSTM models allowed to decrease MSE
by 26.93 %, MAE by 13.13 %, RMSE by 15.05 %, and to
increase R? by 5.53 %.

However average results do not reflect all broadness
of information about efficiency of models. Despite data
normalization adjusting input data to the same interval
(traffic varies from station to station), values of MSE,
RMSE, MAE and R? significantly differ from station to
station. In some cases, average results can’t distinguish
improvements for some stations. These cases are charac-
terized by low error if compared to the majority of sta-
tions. That’s why even significant decrease in such an
error may be unnoticed. So, it was important to analyse
not only average absolute results of each indicator but its
distribution in general, hour by hour and relative results as
well.

Therefore, relative changes of indicator values be-
tween stations were considered, using base LSTM model
as a basis for comparison. In this case difference in values
of indicator is computed as percentage. Having percent-
ages for each station and each indicator, it was possible to
compute average (Table 2) results. In this case results
represent relative values, so difference between error lev-
els for various stations does not affect results. It makes
possible to compare results between different architec-
tures and structures of models.

In general results in Table 2 are close to the results in
Table 1. But biLSTM (3 features, 24 hours) has relative
MSE of 30.9 %, and percentage of change between its
value in Table 1 and the same value of base LSTM equals
to 43.74 %. It emphasizes significant change, taking into
account that all other indicators for all other models have
difference in values less than 1 % and only in one case it
is slightly higher. Such a difference is explained by the
worst case, when biLSTM (3 features, 24 hours) was
worse than base LSTM model. It impacts on average rela-
tive value in Table 2 but it is impossible to detect such a
situation in Table 1, as absolute value of MSE for this
station is lower than for other stations. It is additionally
emphasized by values of RMSE and R, At the same time
even the worst value of accuracy obtained by resulting
model was better than the one obtained by base LSTM
model. So, usage of static input interval in some cases can
reflect in results worse than base LSTM model. It makes
application of more complex model unnecessary, so its
usage for certain station in the case of this dataset or some
stations in general is in doubt. But biLSTM models with
adjusted input time period have more stable results. It
means that resulting biLSTM models allow to obtain bet-
ter results in terms of MSE, MAE, RMSE, R? not only in
general but also for individual stations.

Histograms were used for comparative analysis of two
biLSTM models with 3 features both but with different
length of input time period: with static length of 6 hours
and with dynamic adjustment. Distribution of results in
terms of MSE according to Fig. 3-4 comes to our notice
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that dynamic adjustment of input time period length for
biLSTM models allows to improve obtained results by
slightly moving distribution towards less values of error.
It additionally underlines and corroborates statements
made using average results.

When distribution of MSE is analysed hour by hour, it
is noticeably that values of MSE are increasing hour by
hour for both variants of biLSTM model. The curve rep-
resenting changes in columns of histogram is becoming
right-skewed as a result. So, the bigger the number of
hour is, the lower prediction accuracy is.

But detailed comparison of distribution of MSE for
biLSTM models with static input period of 6 hours and
with dynamic input period hour by hour comes to our
notice some differences. Comparison of Fig. 5 and Fig. 11
demonstrates that there are slightly better results in the
first case (Fig. 5). It is noticeable when values in each
column for both variants of models are compared from
left to right. Number of models (stations) for the first
variant is slightly bigger for left intervals and otherwise.
But when histograms for the next hours are compared
between both variants of models, the trend is different.
Dynamic adjustment of input time period (actually be-
tween 6 and 24 hours) allowed to decrease MSE in re-
verse to the first statement. So, the first statement is com-
pletely true only for the first hour of prediction.

Therefore, in cases when predictions are made for
some number of hours in the future but accuracy of pre-
dictions for the first hour is critical, input time period
should be decreased and static length of 6 hours should be
used. When it is not critical, length of input time period
should be adjusted dynamically at the stage of the method
described in chapter 3. At the same time, it is worth not-
ing that value of auto.;, enables to impact on this choice

in an appropriate way.

CONCLUSIONS

The problem of traffic prediction was investigated in
the paper. Modern traffic prediction methods are charac-
terized by the complexity of models created. These mod-
els have large number of input features, require complete
system of traffic measuring stations for spatial recognition
based on road system in a city. However, not all cities
have complete system of traffic measuring stations. Oth-
erwise data may be inaccessible. Besides, resource restric-
tions should be taken into account for models created.
Therefore, this powerful toolkit is not applicable to all
practical cases where traffic is predicted.

Method for traffic prediction was proposed in the pa-
per. This method is applicable under data and resource
restrictions. It is based on biLSTM models with additional
input features determined by other stations in a city con-
sidered relevant. These stations create a subset of the most
informative stations selected by ensembles of decision
trees using Random Forest method. When real-time pre-
dictions are made, data should be collected from different
stations. The proposed prediction procedure is based on
agent-oriented principles. It represents all stations by
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software agents. Every agent collects data for its target
station, uses trained model for predictions and requests
data of relevant stations from corresponding agents. These
requests can be realized in parallel. Input time period
length is proposed to set using autocorrelation data as a
stage of the proposed method.

Experimental investigation was conducted on traffic
data taken in Madrid from 59 measuring stations. The
obtained results demonstrate significant improvement in
traffic prediction using models, created by the proposed
method, in terms of accuracy as well as informativeness.
Improvement was achieved in terms of MSE (the value is
43 % lower compared to base LSTM model), MAE (22 %
lower), RMSE (25 % lower) and R? (8-9 % higher). Be-
sides, improvement in all indicators for biLSTM models
compared to base LSTM was corroborated as well as for
additional input features determined by traffic data of
other measuring stations and increasing input time period.
Experimental investigation demonstrated that in cases
when predictions are made for some number of hours in
the future but accuracy of predictions for the first hour is
critical, the method should be adjusted to decrease input
time period.

Models created by the method application have more
optimal number of input features compared to the known
models, therefore need less data and do not require com-
plete system of city stations for all roads. It enables to
apply these models under city traffic data and resource
constraints. The proposed solutions provide high informa-
tiveness of obtained models with accuracy level which is
significantly higher than accuracy of LSTM models in
particular.

The scientific novelty of the obtained results is in the
proposed method of traffic prediction.

The practical significance of the obtained results is
in the created and trained models enabling to predict traf-
fic at measuring stations for the next 6 hours based on the
previous 24 hours or 6 hours in some cases.

Prospects for the further research are to integrate
the proposed method for air pollution prediction.

ACKNOWLEDGEMENTS
The work was done as part of the state budget research
project “Development of methods and tools for analysis
and prediction of dynamic behavior of nonlinear objects”
(state registration number 0121U107499) of Software
Tools Department of National University “Zaporizhzhia
Polytechnic”.

REFERENCES

1. Bruntlett C., Bruntlett M. Curbing Traffic: The Human Case
for Fewer Cars in Our Lives. Washington, Island Press,
2021, 240 p. DOI: 10.1080/07352166.2022.2155440.

2. Boltze M., Tuan V. A. Approaches to Achieve Sustainability
in Traffic Management, Procedia Engineering, 2016, Vol-
ume 142, pp. 205-212. DOI: 10.1016/j.proeng.2016.02.033.

3. Moumen I., Abouchabaka J., Najat R. Adaptive traffic lights
based on traffic flow prediction using machine learning
models, International Journal of Electrical and Computer

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, indpopmatrka, ynpasninss. 2023. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 4

Engineering (IJECE), 2023, Volume 13, No. 5, pp. 5813—-  13. Abduljabbar R., Dia H., Tsai P.-W. Development and

5823. DOI: 10.11591/ijece.v13i5.pp5813-5823. evaluation of bidirectional LSTM freeway traffic forecasting

4. Tan D.M,, Kieu L.-M. TRAMON: An automated traffic models using simulation data, Scientific Reports, 2021, Vol-
monitoring system for high density, mixed and lane-free ume 11, 23899. DOI: 10.1038/s41598-021-03282-z.
traffic, IATSS Research, Volume 47, Issue 4, pp. 468-481.  14. Kouziokas G. Deep Bidirectional and Unidirectional LSTM
DOI: 10.1016/j.iatssr.2023.10.001. Neural Networks in Traffic Flow Forecasting from Envi-

5. Medina-Salgado B., Sanchez-DelaCruz E., Pozos-Parra P., ronmental Factors, Advances in Intelligent Systems and
Sierra J. Urban traffic flow prediction techniques: A review, Computing, 2020, Volume 1278, pp. 171-180. DOI:
Sustainable Computing: Informatics and Systems, 2022, 10.1007/978-3-030-61075-3_17.

Volume 35, 100739. DOI: 10.1016/j.suscom.2022.100739. 15. Lovkin V., Oliinyk A., Lukashenko Y. Air Pollution Predic-

6. Vlahogianni E., Karlaftis M., Golias J. Short-term traffic tion as a Source for Decision Making Framework in Medical
forecasting: Where we are and where we’re going, Trans- Diagnosis [Electronic resource], IntelITSIS’2021: 2nd Inter-
portation Research Part C, 2014, Volume 43, pp. 3-19. national Workshop on Intelligent Information Technologies
DOI: 10.1016/j.trc.2014.01.005. and Systems of Information Security, 2021, Khmelnytskyi,

7. Wu Z., Huang M., Zhao A., lan Z. Traffic prediction based Ukraine, 2021, pp. 295-302.
on GCN-LSTM model, Journal of Physics: Conference Se-  16. Lovkin V., Oliinyk A., Fedoronchak T., Lukashenko Y.
ries, 2021, Volume 1972, 012107. DOI: 10.1088/1742- Information Model of Outdoor Air Pollution Prediction for
6596/1972/1/012107. Medical Diagnosis System, 4th IEEE International Confer-

8. Chen R., Yao H. Hybrid Graph Models for Traffic Predic- ence on Advanced Information and Communication Tech-
tion, Applied Sciences, 2023, Volume 13 (15), 8673. DOI: nologies (AICT) — 2021. Lviv, LPNU, 2021, pp. 141-144.
10.3390/app13158673. DOI: 10.1109/AICT52120.2021.9628981.

9. Yu B, Yin H., Zhu Z. Spatio-Temporal Graph Convolu-  17. Aggarwal C. Neural Networks and Deep Learning: A Text-
tional Networks: A Deep Learning Framework for Traffic book, Springer, 2018, 520 p. DOI: 10.1007/978-3-319-
Forecasting, Proceedings of the 27th International Joint 94463-0.

Conference on Atrtificial Intelligence, 2018, pp. 3634-3640.  18. Goodfellow I., Bengio Y., Courville A. Deep Learning, The
DOI: 10.48550/arXiv.1709.04875. MIT Press, 2016, 800 p. DOI: doi.org/10.1007/s10710-017-

10. Bai L., Yao L., Li C., Wang X., Wang C. Adaptive Graph 9314-z.

Convolutional Recurrent Network for Traffic Forecasting, 19. En portada — Portal de datos abiertos del Ayuntamiento de
34th Conference on Neural Information Processing Systems Madrid [Electronic resource]. 2023. Access mode:
(NeurlPS2020). Vancouver, Canada, 2020, pp. 17804-— https://datos.madrid.es/portal/site/egob.

17815. DOI: 10.48550/arXiv.2007.02842. 20. Aforos de trafico en la ciudad de Madrid permanentes —

11. Hu X., Liu T., Hao X. Attention-based Conv-LSTM and Bi- Portal de datos abiertos del Ayuntamiento de Madrid [Elec-
LSTM networks for large-scale traffic speed prediction, The tronic resource]. 2023. Access mode:
Journal of Supercomputing, 2022, Volume 78, pp. 12686- https://datos.madrid.es/sites/v/index.jsp?vgnextoid=fabbf3el
12709. DOI: 10.1007/s11227-022-04386-7. de124610VgnVVCM2000001f4a900aRCRD&vgnextchannel

12. Tian Y., Pan L. Predicting Short-term Traffic Flow by Long =374512h9ace9f310VgnVCM100000171f5a0aRCRD.
Short-Term Memory Recurrent Neural Network, 2015 IEEE Received 26.09.2023.
International Conference on Smart Accepted 30.10.2023.

City/SocialCom/SustainCom (SmartCity). Chengdu, China,
2015, pp. 153-158. DOI: 10.1109/SmartCity.2015.63.

YJIK 004.896

METOA ATEHTHO-OPIEHTOBAHOI'O TIPOTHO3YBAHHA ABTOMOBIJIBHOI'O TPA®IKY B YMOBAX
OBMEXEHOCTI JAHUX TA PECYPCIB
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AHOTAIIA

AkTyaabHicTb. [Ipobrema mporao3yBaHHs aBTOMOOUIEHOTO Tpadiky B MiICTI MMOB’si3aHa 3 PO3B’SA3aHHAM OJHOYACHO 1 3aBJaHb
MepeMIIeHHS B MICTi, i BU3HaUEHHS 3a0pyIHEHOCTI MOBITPs B MicTi. CydacHi MOJENI MPOrHO3YBaHHA MAlOTh HAIMIpHY CKIaJHICTH
IIPY BUKOPUCTAHHI JUISl OKPEMHUX CTaHI(iH, MOTPeOyIOTh BEJIMKOI KiJbKOCTI CTAaHIIN CHOCTEPEKSHHs, TPHBAJIOTO MIEPioy CIocTepe-
JKEHHS 30KpeMa y BUITAJIKy ITOTOANHHOTO IIPOTHO3YBaHHA. ToMy iCHye IOTpe0a B CTBOPEHHI BiJIIOBIJHOTO METOMA, SIKHH J103BOJIUThH
noponarty i oomexeHHs. O0’ekToM poOOTH € aBTOMOOUIBHUIT Tpadik y MicTi.

Meta podoTH — po3poOHTH METO]] IIPOrHO3yBaHHSI aBTOMOOITLHOTO TpadiKy, SIKHH JO3BOJUTH CTBOPUTH MOJIENI JUIs BU3HAUYCH-
Hs TpadiKy 3a CTaHLIsIMU Y MaifOyTHBOMY B yMOBaX OOMEKECHOCTI IaHHUX Ta PECypCiB.

Meton. ¥V crarTi 3anponoHOBaHO METO]] areHTHO-OPIEHTOBAHOIO MPOTrHO3YBAaHHS aBTOMOOITBHOTO Tpadiky B yMOBax oOMexe-
HOCTI HasBHUX JTaHHUX 1 OOUMCITIOBAILHUX pecypciB. JaHuit MEeTO IPYyHTYEThCS HA BUKOPHCTaHHI ABoHanpaBieHnx LSTM moxeneii 3
BXIIHUMH O3HaKaMH, SKHMH € JaHi, OTPHMaHi BiJ areHTa, OI0 BiANOBiAa€e CTaHLIl MPOTHO3YBaHHS, Ta BiJl areHTIB, IO MPEICTABI-
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I0Th iHIII iH)OPMATUBHI CTaHIIl Y MiCTi, SIKi OOMPAIOTHCS Ha OCHOBI BUKOPHCTAHHS aHCAMOJIIB JIepeB PIIlIeHb 3a JJOMOMOT0I0 METOIY
Random Forest. JIoBkrHa BXi{HOT'O 4aCOBOTO iHTEpBAaTy B METO/i OGHPAETHCS HA OCHOBI JJAHUX aBTOKOPEIISLLIT.

Pe3yasTaTn. ExcriepuMeHTaNbHe TOCHIIIKEHHS IPOBOAMIIOCS Ha OCHOBI TaHUX Ipo Tpadik y MicTi Maapua, BUKOPUCTOBYIOUYH
naHi, 3i0pani 3a 59 craHIisME criocTepekeHHs. Y pe3yJbTaTi 3aCTOCYBaHHSI CTBOPSHHX Ha OCHOBI 3alIPOIIOHOBAHOIO METOAY MOJE-
Jeil OyJio OTPHUMaHO MiJBHIIEHY TOYHICTh MPOTHO3YBaHHs, Ky OyJIO MiATBep/KEeHO 3MeHIIeHHsM 3HadyeHb MSE, MAE, RMSE, ta

MiABUIICHY iHPOPMATHBHICTH MOPIBHAHO 3 6a30BMMHU LSTM-Mozensimu.

10

BucnoBku. OTprMmani B pe3ybTaTi MPOBEACHOTO JOCIIHKEHHS MOACTI BiIPI3HAIOTHCS ONTHMAIBHOIO KiTBKICTIO BX1THHX O3HAK
MIOPIiBHSHO 3 BiIOMHUMH, HE NOTPeOYIOTh BUKOPHUCTAHHS IUTICHOI CHCTEMH CTaHIliHM y MicTi Ha BCiX aBTOMOOUIBHIX foporax. Le mo-
3BOJISIE BUKOPHCTOBYBATH JaHI MOJIEIIi B yMOBaX 0OMEXEHHs pecypciB Ta 0OMEXEHOI JOCTYIHOCTI JaHUX Ipo Tpadik y micti. [Ipu
LbOMY 3a0€31e4y€eThCsl JOCTAaTHBO BHCOKA IH(GOPMATHBHICTH CTBOPEHHX MOJIEJIeH 3 NPUIATHUM ISl 3aCTOCYBAaHHS Ha IMPAKTHLI PiB-
HEM TOYHOCTI IPOTHO3YBaHH:L.
KJIFOYOBI CJIOBA: tpadik, mporao3yBanssi, yacoBuii psa, LSTM, nBonanpasiena LSTM.
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ABSTRACT

Context. Autonomous vehicles are becoming increasingly popular, and one of the important modern challenges in their
development is ensuring their effective navigation in space and movement within designated lanes. This paper examines a method of
spatial orientation for vehicles using computer vision and artificial neural networks. The research focused on the navigation system
of an autonomous vehicle, which incorporates the use of modern distributed and parallel computing technologies.

Objective. The aim of this work is to enhance modern autonomous vehicle navigation algorithms through parallel training of
artificial neural networks and to determine the optimal combination of technologies and nodes of devices to increase speed and
enable real-time decision-making capabilities in spatial navigation for autonomous vehicles.

Method. The research establishes that the utilization of computer vision and neural networks for road lane segmentation proves
to be an effective method for spatial orientation of autonomous vehicles. For multi-core computing systems, the application of
parallel programming technology, OpenMP, for neural network training on processors with varying numbers of parallel threads
increases the algorithm’s execution speed. However, the use of CUDA technology for neural network training on a graphics
processing unit significantly enhances prediction speeds compared to OpenMP. Additionally, the feasibility of employing PyTorch
Distributed Data Parallel (DDP) technology for training the neural network across multiple graphics processing units (nodes)
simultaneously was explored. This approach further improved prediction execution times compared to using a single graphics
processing unit.

Results. An algorithm for training and prediction of an artificial neural network was developed using two independent nodes,
each equipped with separate graphics processing units, and their synchronization for exchanging training results after each epoch,
employing PyTorch Distributed Data Parallel (DDP) technology. This approach allows for scalable computations across a higher
number of resources, significantly expediting the model training process.

Conclusions. The conducted experiments have affirmed the effectiveness of the proposed algorithm, warranting the recommen-
dation of this research for further advancement in autonomous vehicles and enhancement of their navigational capabilities. Notably,
the research outcomes can find applications in various domains, encompassing automotive manufacturing, logistics, and urban trans-
portation infrastructure. The obtained results are expected to assist future researchers in understanding the most efficient hardware
and software resources to employ for implementing Al-based navigation systems in autonomous vehicles. Prospects for future inves-
tigations may encompass refining the accuracy of the proposed parallel algorithm without compromising its efficiency metrics. Fur-
thermore, there is potential for experimental exploration of the proposed algorithm in more intricate practical scenarios of diverse
nature and dimensions.

KEYWORDS: computer vision, neural networks, navigation methods, CUDA technology, PyTorch DDP technology.

ABBREVIATIONS
NN is a Neural Network;
OpenMP is an Open Multi-Processing;
CUDA is a Compute Unified Device Architecture;
DDP is a Distributed Data Parallel;
LiDAR is a Light Detection and Ranging;
ACO is an Ant Colony Optimization;
CNN is a Convolutional Neural Network;
10T is an Internet of Things;
FPN is a Feature Pyramid Network;
CPU is a central processing unit;
GPU is a graphics processing unit.

NOMENCLATURE

N is the number of records in the dataset;
p is the cores count;

T, () is an execution time of a sequential algorithm;
Ty () is an execution time of a parallel algorithm.

INTRODUCTION
With the advancement of autonomous vehicles, the
demand for high-precision navigation systems and

© Mochurad L. I., Mamchur M. V., 2023
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efficient algorithms is becoming increasingly crucial.
Optimization and enhancement of existing artificial
intelligence methods to improve navigation accuracy,
along with the application of parallel computing to boost
algorithm speed, have the potential to unlock new
opportunities and contribute significantly to the
development of the autonomous transportation
sector [1,2]. Algorithm and navigation method
optimization can contribute to ecological and economic
development as autonomous vehicles have the potential to
reduce fuel costs and facilitate efficient infrastructure
utilization.

Improvements in navigation algorithms can have a
positive impact on various sectors, including logistics,
automated warehouses, and robotics, where precise
localization and navigation are critically important for
effective operations [3, 4].

Since autonomous vehicles must react to real-time
road situations, parallel computing helps ensure the swift
execution of algorithms, which is vital for road safety and

efficiency [5].
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This work investigates the effectiveness of
parallelizing the training and prediction algorithm of an
artificial neural network for road lane segmentation across
various devices: processor, graphics processing unit
(GPU), and two GPUs simultaneously. Different
distributed and parallel computing technologies are
considered, including OpenMP [6], CUDA [7], and
PyTorch DDP [8].

The object of this research is the navigation system
of an autonomous vehicle, which encompasses various
contemporary distributed and parallel computing
technologies.

The subject of investigation comprises existing
algorithms utilized for enhancing spatial navigation in
autonomous vehicles, as well as parallel computing
technologies aimed at improving the performance of these
algorithms.

The purpose of this work is to enhance current
navigation algorithms for autonomous vehicles in space
by means of parallel training of artificial neural networks,
and to determine the optimal combination of technologies
and devices to increase speed and enable real-time
decision-making capabilities.

1 PROBLEM STATEMENT
Let Dipain ={(%. ¥i )}i'\il be the training dataset,
where X; denotes the input data and y; denotes the cor-
responding ground truth lane segmentation labels for S

samples, i.e., X ={x s} and y; ={y; s}s1, by analogy
let D, be the test dataset.

test

Suppose 6 represents the parameters of the artificial
neural network model, C represents the configuration
space, encompassing parameters such as thread counts
and parallel programming methodologies.

The functions J(D,,,,0,C) and J(D..0, C)
quantify the optimization criterion for the training and test
dataset, encapsulating metrics that measure the efficiency
of the parallelized algorithm. These metrics include
aspects such as training duration, and prediction error.

In summary, the problem is to determine optimal pa-
rameters of the artificial neural network model 6 and
configuration space C that lead to the most efficient
parallelization of the artificial neural network-based lane
segmentation on test dataset, o) that
J (Dyegt, 6, C) = min.

est !

2 REVIEW OF THE LITERATURE

During the analysis of scientific papers and sources, a
list of facts that served as the foundation for this research
was identified. The first fact is that artificial intelligence
methods are finding increasing applications in
autonomous vehicles. This is due to their potential to
significantly enhance road safety and make vehicle
control more efficient and comfortable for drivers.

According to a study, the use of autonomous vehicles
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with a 50% share can reduce the number of road accidents
by 29% [9]. The second fact is that spatial navigation in
autonomous vehicles relies on a combination of various
technologies, including computer vision and artificial
neural networks [10]. The third fact is that different
parallel computing technologies are employed for training
artificial neural networks [11, 12]. Other navigation
methods for autonomous vehicles that utilize artificial
intelligence include deep learning and image recognition-
based techniques, such as the use of LiDAR sensors and
cameras to gather environment data and create a 3D road
map. This enables the vehicle to determine its location
and identify surrounding objects [10].

Convolutional neural networks are effective when
working with input data like images, including those from
autonomous  vehicle cameras [13]. Convolutional
encoder-decoder architectures, on the other hand, are used
to reduce the dimensionality of images and are often
employed for image segmentation tasks [14].

For training neural networks used in autonomous
vehicles, large datasets are required, particularly images
of roads and road markings. One way to increase data
volume is through data augmentation, which involves
applying random transformations to images, such as
scaling and rotation [15]. When using neural networks for
vehicle navigation, factors like changes in lighting and
atmospheric conditions must be considered. To address
this, neural network models with additional layers
responsible for data normalization (Batch Normalization)
and the introduction of random noise to input data can be
used [16]. To combine data from different sensors,
Kalman filters and enhanced versions of these filters can
be employed [17].

In [18], a method for lane boundary detection is pre-
sented, which operates by extracting candidate lane seg-
ments from an image and subsequently selecting the most
prominent lane using dynamic programming. The authors
utilize real road videos for experiments, demonstrating the
effectiveness of their proposed approach. However, this
method is considered outdated and does not account for
factors such as changes in lighting and atmospheric condi-
tions.

In [19], authors propose a hybrid approach based on
Ant Colony Optimization (ACO) for line detection in
images, using the Canny edge detection method and
Hough transform for line extraction. The proposed system
operates quickly but, as noted by the authors, is confi-
dently applicable only on straight roads.

In [20], authors address road scene segmentation for
RGB images using recent advancements in semantic seg-
mentation through convolutional neural networks (CNN)
and convolutional encoder-decoders. They introduce sev-
eral architecture improvements that balance segmentation
quality and computational speed. Experimental results
indicate that their model provides accurate lane predic-
tions in the original image size..

In [21], the authors addressed the problem of lane
detection using an Internet of Things (loT) system for
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interaction between different modules, including the car
module, cloud module, and remote car controller. The
method for lane detection and tracking is executed
initially on the car module and then transmitted to the
cloud module for additional processing. The authors
achieved a processing speed of approximately 31 ms per
frame. An explicit drawback of this approach is the
requirement for the car to be within the cellular network
coverage area and have access to the internet, which is not
always guaranteed, particularly on remote highways.

In [22], the authors utilize deep learning to tackle the
lane  segmentation  problem, employing  deep
convolutional neural networks. The system achieves a
respectable accuracy of 96%, but it requires 132 ms for
processing a single frame.

One of the limitations of the previously presented
algorithm and many others analyzed by us is that authors
consider training and operating neural networks on a
single powerful node (video processor) for lane
segmentation, which can significantly limit the speed of
learning and predictions of such networks in real-world
scenarios. Our approach involves multiple independent
nodes with separate video processors for parallel training
and prediction, ensuring greater scalability and speed.
Additionally, our approach utilizes PyTorch DDP
technology  for  efficient ~ communication  and
synchronization between nodes.

In summary, while the literature review reveals
several promising approaches to lane segmentation in
autonomous driving, most of them do not explore multi-
node (video processor) training. Our proposed algorithm,
based on parallel training and prediction on multiple
independent nodes with separate video processors and
PyTorch DDP communication, represents significant
progress in terms of efficiency and scalability.

3 MATERIALS AND METHODS

To solve image processing tasks, CNNSs
(Convolutional Neural Networks) are widely used,
including for object segmentation in images [13]. CNN
consists of a sequence of convolutional and pooling
layers, allowing the model to automatically identify
important features of images at different levels.

Convolutional layers perform the convolution
operation, which involves moving filters (of varying sizes
and shapes) over the image to extract different image
features such as edges, corners, textures, and more. The
result of convolution is a feature map that highlights
important regions of the image. Pooling layers reduce the
size of the feature map and retain the most important
features from each region, reducing the number of
network parameters and preventing overfitting. CNNs
leverage internal pixel relationships within the image for
effective object segmentation. Operations of this type
form the basis of convolutional encoders-decoders and
Feature Pyramid Networks (FPN), which are used to
address the lane segmentation task in the present study.
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This network was proposed in 2017 with the aim of
improving the object segmentation process in images.
FPN (Feature Pyramid Network) consists of several con-
volutional layers that interact with the object in the image
at different scales [23].

For the segmentation task, a slightly modified version
of the FPN network is used, where each FPN level is
gradually increased using convolutional functions and
bilinear upscaling until it reaches a scale of 1/4. Then,
these outputs are added and finally transformed into pixel-
level output [24]. In general, the use of the FPN network
for segmentation tasks allows for improved accuracy of
results by optimally utilizing features at different scales of
image resolution.

The time complexity of the convolutional encoder-
decoder (FPN network) depends on the size of the input
and output data, as well as the number of layers and filters
in the network. In general, the time complexity can be
expressed as a function of the number of operations re-
quired to process the input data.

Assuming that the convolutional encoder-decoder has
L layers, filters with a size of FxF at each layer, and
input data with a size of DxD, then the general time
complexity of the algorithm is:

O(N*L*D?*F?),

Due to the fact that for each layer, the input data is
processed by filters of size FxF , each of size and this
process is repeated L times (number of layers).

During parallelization using the CPU, the time
complexity decreases proportionally to the number of
physical threads engaged in computing mathematical
operations during training (for example, calculating
activation functions), where N = N /THREADS.

During parallelization using a GPU, the time
complexity decreases proportionally to the number of
computational units (CUDA cores) on the graphics
processor and their speed, where N = N /GRID _SIZE.

During parallelization using GPU and additionally
PyTorch DDP, the time complexity decreases
proportionally to the CUDA cores and is further divided
by the number of nodes with video processors used, since
the data (N) is shared among them for processing, where
N =N /(GRID _SIZE * N _ DEVIES).

For training the neural network, the PyTorch library
was utilized, which achieves parallelization of the training
process through OpenMP. During the course of the re-
search, the specific directives that were employed and the
manner in which basic operations are parallelized during
training were analyzed, specifically:

— To determine the number of used threads, the func-
tion omp_set_num_threads() is employed;

— The #pragma omp parallel for directive is used
for parallelizing the ReLU activation function;
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— The #pragme omp parallel for schedule(static)

directive is utilized for parallelizing the loop of the Adam
optimizer;

— The #pragma omp parallel directive is applied for
parallelizing the operations of the convolutional layer;

— Matrix multiplication operations (batch_matmul) are
parallelized using the

#pragma omp parallel for collapse(Z) directive.

Regarding the parallelization of the algorithm using
CUDA technology, in our case, we utilized the CUDA
kernel implementation in PyTorch, which, in turn,
leverages existing NVIDIA solutions such as CUBLAS
and CUDNN.

Since we have a single kernel, PyTorch by default
employs the following values for constructing the grid:

THREADS_PER_BLOCK = 512;
BLOCKS_PER_SM = 4;

As a result of parallelizing the algorithm using CUDA
technology:

— For parallelizing the operations of the convolutional
layer, cudnnConvolutionBackwardFilter was used, which
is a part of CUDNN;

— For parallelizing pooling operations, we utilize
cudnnPoolingForward, which is provided with an array of
tensors;

— For batch normalization, we employ cudnnBatch-
NormalizationForward and cudnnBatchNormalization-
Backward.

The PyTorch DistributedDataParallel (DDP) technol-
ogy allows distributing computations across multiple de-
vices, such as servers or GPUSs, to accelerate the training
speed of models. PyTorch DDP employs an asynchronous
approach to data and computation distribution among
devices. It utilizes collective communication mechanisms,
enabling each device to exchange data with others in the
group. Additionally, PyTorch DDP ensures automatic
parameter synchronization among devices during training.
With PyTorch DDP, computations can be distributed
across multiple servers or nodes, thereby enhancing com-

putational power and reducing model training time.
Moreover, PyTorch DDP supports automatic scaling of
computational resources based on demand, facilitating
efficient utilization of limited resources. DDP follows the
CUDA algorithm, with the only difference being that the
dataset is evenly split between two nodes, and the weights
are synchronized using gradient aggregation at the end of
each epoch, resulting in a 2x acceleration.

In the process of training machine learning models,
input data plays a significant role. The quality and quan-
tity of data can impact the accuracy and performance of
the model. Therefore, it is crucial to properly select and
prepare input data for model training.

One of the most popular applications for creating
datasets for autonomous driving models is the CARLA
Simulator [25]. This open-source software allows simulat-
ing urban traffic and autonomous vehicles. CARLA en-
ables the creation of diverse scenarios for model training
and testing, including simulations of various weather con-
ditions, road traffic, pedestrian behavior, and other objects
on the road.

The dataset created using the CARLA Simulator con-
sists of images of road lanes with markings and other road
elements. Each image is sized 1024x512 pixels and is
presented in color. The total size of the dataset is
2.05 GB.

The images for training are captured by a camera
mounted on a simulated vehicle. The annotated images
provide segmentation masks. Each pixel in the annotated
image is classified as:

— part of the left lane boundary;

— part of the right lane boundary;

- none of the above (background).

The dataset was intentionally divided into a training
and validation set: 3075 images for training and 129 for
validation, along with 3075 and 129 corresponding mask
images, respectively.

The challenge associated with this dataset is to train
the model to accurately predict the segmentation masks
for the validation dataset (see Fig. 1).

Figure 1 — The example of training samples:
a — original image; b — corresponding image-mask
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Data augmentation can be used to increase the amount
of training data and improve the quality of the model [26].
For example, images can be altered using techniques such
as cropping, different positioning, color adjustments,
resizing, and other transformations. Data augmentation
can be particularly useful when working with limited
data. In cases where the dataset lacks sufficient data for a
specific task, augmentation can create new data by
manipulating existing examples. This can help prevent
overfitting, provide a more diverse dataset, and enhance
the model’s generalization ability.

One tool for data augmentation is the Python library
“imgaug”. It offers a variety of functions for image
transformations, including rotation, scaling, color
changes, noise addition, and more. Additionally, there are
other libraries and tools available for data augmentation
that can be used to enhance the quality of both data and
machine learning models.

The developed algorithm performs data augmentation
before training the network to enhance the accuracy of
network training (an example of this is illustrated in
Figure 2). The operations used in this sequence are as
follows:

— ShiftScaleRotate: shifts, scales, and rotates the
image with random parameters.

— IAAAdditiveGaussianNoise: adds Gaussian noise
to the image with a probability of 0.2.

— CLAHE: applies the Contrast Limited Adaptive
Histogram Equalization algorithm to enhance image
contrast.

— RandomBrightness: changes the brightness of the
image by a random amount.

— RandomGamma: adjusts the gamma of the image
to a random value.

— IAASharpen: sharpens the image.

— Blur: applies blurring to the image to reduce
sharpness.

— MotionBlur: adds mation blur to the image.

— RandomContrast: changes the contrast of the
image by a random amount.

— HueSaturationValue: changes the hue and
saturation of the image to random values.

After applying this sequence of operations, the images
will slightly differ from each other, which allowed us to
improve the model’s performance on the validation data-
set.

Step-by-Step Description of the Proposed Algorithm:

1. Import necessary libraries.

Figure 2 — Resulting augmented input image (left) and corresponding masks (right)
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2. Declare the class CarlaLanesDataset with methods
T init__", " getitem__", and "__len__", which will be
used to retrieve and preprocess the data.

3.Load the dataset into memory (training and
validation sets).

4. Declare methods  get_training_augmentation,
get_validation_augmentation, and get_preprocessing to
define transformations for data augmentation and
preprocessing.

5. Apply augmentation to the loaded training dataset.

6. Initialize the artificial neural network model object.

7. Initialize the loss function and optimizer objects.

8. Parallel execution of the training process:

— On CPU using OpenMP technology.

— On GPU using CUDA technology.

— On multiple GPUs using CUDA technology and
PyTorch DDP.

9. Validate on the testing dataset.

Next step taken is to calculate the theoretical
acceleration and efficiency metrics for parallel algorithms
using different numbers of threads when parallel
computations are performed on the CPU. Additionally,
we calculated the acceleration metrics for parallel
algorithms on the GPU. To compute these metrics, we
used the following formulas:

Ti(N)
S (N):1—1 1
p Tp(N) ()
S,(N
Ep(N)= ), 2

Here, Equation (1) is used to calculate the speedup,
and Equation (2) — the efficiency.

First, let’s perform a theoretical speedup estimation
for various numbers of processors used for training the
neural network. It should be noted that calculating the
theoretical speedup for training a model on the GPU is
analytically impossible since the number of graphic cores
used during training is unknown.

T,(3075)  O(3075*L*D?*F?)

Sp(N) = = )
T2(3075) 0(30275*L*D2*|:2]
2.2
54(N):T1(3075) _ O(3075+L+D*+F?)
14(3079) O(?’(ZS*L*DZ*FZJ
2.2
SB(N):T1(3075) _ O(3075*L*D“*F*) s

Tg(3075) 0(3075* L +D2 sz
8

Let’s derive the theoretical estimates of efficiency:

£ (N) =2 =1
£ () =240 =g
Eg(N) = 88g\')=1.

It should be noted that the provided estimates apply to
a system with p processor (core) computational units.

4 EXPERIMENTS

During the research, the training of the neural network
was conducted on a CPU using the OpenMP technology.
For this purpose, a computer with an Intel(R) Xeon(R)
CPU @ 2.20GHz processor with 2 cores and 4 threads
was utilized. The network training was carried out over 5
epochs.

Parallelization was achieved through the inter-op
functionality of OpenMP — a specific thread pool is
allocated for performing individual tasks, such as
processing one of the input parameters. Inter-op allows us
to handle micro-operations like pooling, batch operations,
or matrix multiplication by dividing sub-tasks among
threads. As a result of inter-op, the tasks of an iteration
are synchronized, marking its completion.

The results of training the neural network on the CPU
using OpenMP technology revealed a test dataset
accuracy of approximately 96%. The network’s prediction
results are depicted in Fig. 3.

Figure 3 — The prediction results of the trained neural network. The first column displays images from the test dataset, the middle
column shows the corresponding ground truth lane masks, and the left column presents the predicted lane masks
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The training algorithm was also parallelized on GPU
using CUDA technology. Specifically, the network
training was conducted on an NVIDIA T4 graphics card,
a professional GPU released in 2018 designed for high-
performance computing and artificial intelligence
applications. It is built on the Nvidia Turing architecture
and boasts 2560 CUDA cores, enabling it to handle large
datasets and perform tasks such as deep learning and
machine learning with high precision. The GPU comes
equipped with 16 gigabytes of fast video memory.

PyTorch leverages pre-existing NVIDIA cores along
with CUBLAS and CUDNN frameworks. These cores
receive requests for executing intra-op tasks from
CUBLAS and inter-op tasks from the CUDNN
framework, and then perform these operations using
available CUDA cores.

By utilizing PyTorch DDP technology, we were able
to utilize a second device with a similar GPU module,
effectively harnessing a total of 5120 CUDA cores for
training. This parallel execution approach not only allows
us to combine different GPUs but also avoids being
restricted to a single physical device [27], which might
limit the number of GPUs that can be attached. This
approach enables us to scale the network to any desired
size. The primary device serves as a synchronization
point, while other nodes are launched with specified IP
addresses, and they receive work ranges and necessary
computation data from the controlling device to perform
calculations.

5 RESULTS
In Table 1, we will present the time costs of sequential
and parallel implementations on CPU using OpenMP
technology, on GPU with CUDA, and on GPU with

‘ I r\

CPU: 1 THREAD

CPU: 2 THREADS CPU: 4 THREADS CPU: 8 THREADS GPU

PyTorch DDP technology. The results of Table 1 are also
visualized in Fig. 4.

Table 1 — Training Time of Neural Network on CPU, Single
GPU, and Dual GPUs (in minutes)

Sequential CPU + OpenMP GPU + 2XGPU +
excution CUDA DDP
2 4 8
3335 144 | 123.6 | 144.6 9.1 4.8

From Table 1 and Figure 4, it is evident that the
results of multi-threaded training demonstrate that
increasing the number of threads up to 4 leads to
improved performance, followed by a decline at 8 threads.
Transitioning from 1 to 2 threads doubles the speed due to
the presence of only 2 physical cores, indicating the
validity of the obtained results. Moving from 2 to 4
threads results in a slight speed increase since the number
of physical cores remains the same, but the logical cores
provide additional cache memory for the threads.
However, utilizing 8 threads depletes the available cache
memory, prompting the processor to reload data to allow
both threads to share a cache memory, resulting in cache
miss penalties.

6 DISCUSSION

Considering the achieved speedup through the use of
OpenMP technology, it can be concluded that employing
OpenMP for neural network training on CPU is an
effective method to reduce training time, especially in
cases where GPU usage is not feasible.

Training the neural network using GPU is 36.6 times
more efficient than sequential CPU training and 14 times
more efficient than CPU training with 4 threads. With two
GPUs, the training time per epoch is reduced to 4.8

I : :
| —

2XGPU

Figure 4 — Comparative diagram illustrating the training time dependency of a neural network on CPU with the involvement of
threads, on a single GPU, and on two GPUs
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minutes, which is 1.86 times more efficient compared to
using a single GPU. However, the acceleration is not
precisely twofold, as each device has independent video
memory, and we need to synchronize training results
between the devices in our local network of compute
nodes after each epoch, which consumes some time.

Table 2 — Actual acceleration metrics of the parallel algorithm
depending on the number of utilized threads on CPU, as well as
the parallel algorithm on GPU and on two GPUs simultaneously

CPU, number of threads

GPU | 2xGPU

2 4 8

2.33 2.69 231 36.6 69.5

From Table 2, we observe that we achieved higher
acceleration metrics for two threads compared to the
theoretical values, which is due to the specifics of the
Linux kernel scheduler prioritizing tasks with multiple
active threads, thereby resulting in a single-threaded
program having significantly lower computational speed
than expected.

Since the process with one thread resulted in reduced
performance, parallel execution with two threads yielded
higher acceleration metrics.

When transitioning from 2 to 4 threads, the efficiency
growth is marginal, as the number of physical cores
remains unchanged, but the logical cores provide
additional cache memory for threads.

With the utilization of 8 threads, the available cache
memory is exhausted, prompting the processor to reload
data to allow both threads to use the same cache memory,
resulting in cache miss penalties.

Consequently, training the neural network using DDP
is 69.5 times more efficient than sequential CPU training
and 25.8 times more efficient than CPU training with 4
threads. Furthermore, it is 1.86 times more efficient than
training with a single GPU.

Table 3 — Actual efficiency metrics of the parallel algorithm
depending on the number of threads used on CPU
Number of threads

2 4 8

1.16 0.67 0.29

Analyzing the results of Table 3, it can be observed
that the actual efficiency metrics do not align with the
theoretical ones. This discrepancy arises from the fact that
the considered CPU has only 2 physical cores, but 4
logical cores provide additional cache memory for
threads. However, as the number of threads increases to 8,
the overhead of supporting these threads becomes
predominant. Hence, the obtained results are reliable.
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CONCLUSIONS

The paper analyzes contemporary approaches and
methods for solving the problem of road lane
segmentation to localize vehicles. During the analysis of
scientific articles and sources, a list of facts was identified
upon which this research is based.

It has been found that the utilization of modern
parallel and distributed computing technologies on both
CPU and GPU can significantly reduce the training time
of neural networks for addressing the problem outlined in
this study.

The scientific novelty of the obtained results lies in
the introduction of a parallel algorithm for solving the
road lane segmentation task using multiple GPUs with
CUDA technology and PyTorch DDP. It has been
established that the use of DDP expands computational
capabilities by adding new independent nodes that can
utilize both GPUs and CPUs. Therefore, this technology
allows bypassing the limitations of calculations on a
single device and achieving acceleration by orders of
magnitude, sacrificing time only for exchanging
intermediate training results between nodes.

In this work, based on the proposed algorithm, it was
possible to achieve approximately a 90% increase in
acceleration when using training on two nodes with
NVIDIA T4 GPUs compared to one node. This is around
25 times faster compared to using the OpenMP
technology for multi-core computer systems.

Furthermore, it was found that the time required for
lane prediction for a single road frame by the model
reached 19 ms, which is 1.63 times faster than in [20] and
6 times faster than in [21].

The algorithm employed in this study enabled
achieving an accuracy of 96%, which is similar to [22].
However, it can be confidently stated that without
compromising accuracy, significant acceleration of
solving the road lane segmentation task for vehicle
localization was achieved, specifically by a factor of 7.

The practical significance of the obtained results lies
in the development of software that implements the
proposed algorithm, as well as conducting a series of
numerical experiments aimed at comparing the use of
modern distributed and parallel computing technologies
for autonomous vehicle navigation. The findings of this
research can have a positive impact on road safety, cost-
effectiveness, environmental friendliness, and
transportation accessibility. Furthermore, they can
contribute to the advancement of smart cities, integration
of  transportation  systems, and enhance the
competitiveness of automotive manufacturers. This
research can also provide insights into the most efficient
hardware and software tools to employ for implementing
Al-based navigation systems in autonomous vehicles,
depending on the situation [28].

The prospects for further research involve exploring
the proposed parallel algorithm for a wide range of

practical tasks.
OPEN 8 ACCESS
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TEXHOJIOT'TI ITAPAJIEJIBHUX I PO3HNOAITEHNX OBUMCJIEHD JJIsI ABTOHOMHOI HABITAIIIT
TPAHCIIOPTHHUX 3ACOBIB

Mouypan JI. I. — xaHA. TeXH. HayK, JOLEHT, JOLEHT KadeOpH CHCTEM IITYYHOIO IHTENEKTy HAlllOHAIBHOTO YHIBEpPCHTETY
«JIpBiBCBKA MOMiTEXHiKa», JIBBIB, YKpaiHa.

Mamuyp M. B. — cTyneHT xadeapu CHCTEM MITyYHOTO iHTEJIEKTY HAliOHAIBHOTO YHIBEpPCHUTETY «JIbBIBCHKA MONITEXHIKa»,
JIbBiB, YKpaiHa.

AHOTAIIA

AKTyaJIbHiCTB. ABTOHOMHI aBTOMOO1JIi CTalOTh BCe OLITBII HOIMYJISIPHUMH 1 OJJHUM 3 Ba)XKJIMBUX CyYacHHX 3aBJaHb pO3pOOKH Ta-
KHX aBTOMOOLIIB € 3a0e3nedeHHs e()eKTHBHOI HaBiralii OCTaHHIX y IPOCTOpi Ta IX pyxy y CBOIi BUALIEHIN IPOi3HiK cMy3i. YV naHiit
Ppo6OTi PO3IIIIHYTO METOZ OPIEHTYBAaHHS y IPOCTOPi aBTOMOOLNIS 32 JOMOMOI0I0 KOMIT IOTEPHOr0 30py Ta IITYYHUX HEHPOHHUX Me-
pex. O6’ekToM jociipKeHHs Oya cucTeMa HaBirauii aBTOHOMHOTO aBTOMOOIIIS, 110 BKJIFOYA€E B ce0e BUKOPHCTAHHS CYyYaCHUX TEX-
HOJIOT1H PO3NOAUICHUX Ta MapalieIbHIX OOYHCIICHb.

Meta po60TH — BJOCKOHAJICHHS CyYacCHUX AJITOPUTMIB HaBiralii aBTOHOMHOTO aBTOMOOIJIS Y IPOCTOPi HA OCHOBI MapajieIbHOTO
HaBYaHHS MITYYHUX HEHPOHHUX MEPEeX Ta BH3HAUCHHS HAMONTHMAJbHIIIOI KOMOIHAIIT TEXHOJIOTIH Ta MPHUCTPOIB Ul 30LIBIICHHS
IIBUKOCTI Ta MOXKJIMBOCTI OTPUMAaHHS PILlICHHS B PEXKUMI PEaIbHOTO Yacy.

MeTtoa. Y poGOTi BCTaHOBJIECHO, 0 BUKOPHCTAHHS KOMIT FOTEPHOTO 30pY Ta HEHPOHHUX MEPEeX Ul CerMEeHTalii CMyTH JJOPOXK-
HBOTO PyXy € e(peKTMBHHM METOIOM Opi€HTallii aBTOHOMHOr0 aBTOoMOOLIs1 y ipocTopi. [Ipu nboMy 1t GaratosiepHUX 004HCITIOBA-
JIBHUX CHCTEM 3aCTOCYBaHHs TEXHOJIOTII mapasienbHoro mporpamysanus OpenMP s TpenyBaHHS HEHpOHHOT Mepexi Ha IpoLecopi
3 pi3HMM YHCIIOM Mapalie/IbHUX MOTOKIB 301IbILIy€E NIBUAKICTh BUKOHAHHS anroputMy. [Ipore Bukopuctanus texxonorii CUDA st
HaBYaHHS HEHPOHHOI Mepeski Ha BiZCOMPOLECOpPi JO3BOIMIO 3HAUYHO 301IBIINTH MIBHAKICTH MepeadadeHs B mopiBHsHHI 3 OpenMP.
TakoX JOCIIHKEHO MOXKJIHMBICTh BUuKkopucTanus TexHousorii PyTorch DDP st HaBuaHHS HEHPOHHOT Mepexi Ha JeKiTbKOX Bigeor-
porecopax (By3iiax) OHOYACHO, LIO , B CBOKO Yepry, Lie OLIBII MOKPAIMIO YaCc BUKOHAHHS Hepe10ayeHb B MOPIBHSHHI 3 BUKOPHC-
TaHHSIM OJJHOTO BiJ€OIpOoIIecopa.

Pe3yabTaTn. Po3pobieHo anroputM HaBYaHHS Ta nepenbadeHHs MITyYHOI HEHMPOHHOI Mepexi Ha JIBOX HE3aJeHHHUX By3Jax 3
OKPEMHMH BiJICONpoLecOpaMu Ta iX CHHXPOHI3aLi€I0 3311 0OMiHYy pe3yJbTaTaMH HaBUYAHHS IICJISI KOXKHOT €MOXH 13 BUKOPUCTAHHSIM
texnosorii PyTorch DDP, 110 103BoJisie MaciTabyBaTi po3paxyHKH [PH HAIBHOCTI GiIBIIOI KUTBKOCTI MOTYKHOCTEH 1 3HAYHO TPH-
IIBU/ILINTY HABYaHHS MOJIEII.

BucnoBku. [IpoBeaeHi ekciepuMeHTH TiATBEPAMIHA €()EeKTHBHICTD 3aPONOHOBAHOTO AITOPUTMY 1 TO3BOJISIOTH PEKOMEHIYBATH
JaHEe TOCIIHKEHHS s OAAJbIIOr0 PO3BUTKY aBTOHOMHUX aBTOMOOLTIB Ta MOKPALICHHS iX HaBiramiiHMX MOMJIMBOCTEH. 30Kpema
Ppe3yJIbTaTH JIOCIIKEHHSI MOXKYTh 3HAHTH 3aCTOCYBaHH y Pi3HUX cdepax, BKIIIOYaUi aBTOMOGIIBHY TPAHCIIOPTHY [IPOMHUCIIOBICTS,
JIOTICTHKY Ta TPAHCIIOPTHY iHQpacTpyKTypy MicT. OTpHMaHi pe3yIbTaTH MOBUHHI JOIOMOTITH HACTYITHUM JOCIITHHKAM 3PO3yMiTH,
SIKi armaparHi Ta mporpaMHi 3aco0u Hale()eKTHBHIIIe BUKOPHCTOBYBATH ISl peasti3anii HaBirauifHUX CHCTEM Ha OCHOBI LITYYHOTO
IHTEJIEKTYy B aBTOHOMHHX aBTOMOOUIX. [lepcrieKTMBaMy MOJANBIIMX JTOCHIIIKEHb MOXKe OyTH IOKpAIIeHHs: TOYHOCTI 3alpoIoOHOBa-
HOTO MapajeibHOro ajJropuTMy He MOTiPIIYI0YH MOKa3HUKIB €()EKTUBHOCTI, a TAKOXK SKCIEPHMEHTAIbHE JOCIIIKSHHS 3apOIOHO-
BAHOT'O aJIFOPUTMY Ha GLIbII CKIJHKUX NPAKTUYHUX 337a4ax Pi3HOT IPUPOJH Ta PO3MIPHOCTI.

KJIOYOBI CJIOBA: koMIT I0TepHHIA 3ip, HelpoHHI Mepexki, Meroau Hasirauii, rexuomnoris CUDA, texuomorii PyTorch DDP.
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RCF-ST: RICHER CONVOLUTIONAL FEATURES NETWORK WITH
STRUCTURAL TUNING FOR THE EDGE DETECTION ON NATURAL
IMAGES
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Information Technologies, National University “Odessa Polytechnic”, Odessa, Ukraine.

ABSTRACT
Context. The problem of automating of the edge detection on natural images in intelligent systems is considered. The subject of
the research is the deep learning convolutional neural networks for edge detection on natural images.
Objective. The objective of the research is to improve the edge detection performance of natural images by structural tuning the
richer convolutional features network architecture.

Method. In general, the edge detection performance is influenced by a neural network architecture. To automate the design of the
network structure in the paper a structural tuning of a neural network is applied. Computational costs of a structural tuning are
incomparably less compared with neural architecture search, but a higher qualification of the researcher is required, and the resulting
solution will be suboptimal. In this research it is successively applied first a destructive approach and then a constructive approach to
structural tuning of the based architecture of the RCF neural network. The constructive approach starts with a simple architecture
network. Hidden layers, nodes, and connections are added to expand the network. The destructive approach starts with a complex
architecture network. Hidden layers, nodes, and connections are then deleted to contract the network. The structural tuning of the
richer convolutional features network includes: (1) reducing the number of convolutional layers; (2) reducing the number of
convolutions in convolutional layers; (3) removing at each stage the sigmoid activation function with subsequent calculation of the
loss function; (4) addition of the batch normalization layers after convolutional layers; (5) including the ReLU activation functions
after the added batch normalization layers. The obtained neural network is named RCF-ST. The initial color images were scaled to
the specified size and then inputted in the neural network. The advisability of each of the proposed stages of network structural
tuning was reseached by estimating the edge detection performance using the confusion matrix elements and Figure of Merit. The
advisability of a structural tuning of the neural network as a whole was estimated by comparing it with methods known from the
literature using the Optimal Dataset Scale and Optimal Image Scale.

Results. The proposed convolutional neural network has been implemented in software and researched for solving the problem
of edge detection on natural images. The structural tuning technique may be used for informed design of the neural network
architectures for other artificial intelligence problems.

Conclusions. The obtained RCF-ST network allows to improve the performance of edge detection on natural images. RCF-ST
network is characterized by a significantly fewer parameters compared to the RCF network, which makes it possible to reduce the
resource consumption of the network. Besides, RCF-ST network ensures the enhancing of the robustness of edge detection on texture
background.

KEYWORDS: natural image, edge detection, convolutional network, richer convolutional features, structural tuning, batch
normalization.

ABBREVIATIONS m is a number of columns of the image;
CNN is a convolutional neural network; (x,y) are coordinates of the image pixel;
RCF is a Richer convolutional features; I(x,y) is a vector function representing an image by
HED is a Holistically-nested edge detection; color components;
LPCB is a Learning to predict crisp boundaries; IR(XY), la(Xy), Is(x,y) are the functions of intensity of
BDCN is a Bi-directional cascade network; the red, green, blue color components respectively;
DexiNed is a Dense extreme inception network; structgcr is an architecture of the RCF network;
DSCD is a Deep structural contour detection; paramgce is a set of parameters of the RCF network;
PiDiNet is a Pixel difference network; Whrer is a subset of RCF network layer weights;
ReLU is a rectified linear unit; Brcr is a subset of RCF network bias values;
RCF-ST is a Richer convolutional features with Xni 1s @ nth normalized output of the ith network layer;
structural tuning; vi is @ compression of the Xy; ;
BSDS500 is a Berkeley Segmentation Dataset with Bi is a shift of the X, ;
500 images; y.i is a transformed with y; and B; output of the
FOMisa Figure of Merlt, network |ayer;
ODS is an Optimal Dataset Scale; TP is apercentage of image background pixels that are
OIS is an Optimal Image Scale. correctly labeled as background:;
TN is a percentage of image edge pixels that are
NOMENCLATURE correctly labeled as edge.
n is a number of rows of the image; Fg is aFg-score;
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B is a Fg-score constant from O to infinity;
Pr is a precision;
Rc is a recall.

INTRODUCTION

The problem of edge detection on images remains
relevant in the development of intelligence systems for a
number of applications. These applications include
technical and medical diagnostics, image search in
databases and the Internet, face recognition, non-
destructive testing, process control. The selection of the
object edge detector for the implementing an intelligent
system is determined primarily by the properties of the
processed images, the noise level, as well as the
requirements for the edge detection performance. So, in
systems for monitoring the environment, transport and
infrastructure, searching for images in databases and the
Internet, and others, it becomes necessary to process
natural images.

Natural images are characterized by a low level of
noise. Objects on such images may contain texture areas
or areas of smooth color change. When detecting the
object edges on natural images, one should take into
account not only color differences, but also the
boundaries of texture areas. Then it is necessary to
establish a correspondence between color differences and
the boundaries of objects on natural images, ignoring the
background texture and noisy pixels [1].

The object of research is the process of edge detection
on natural images in intelligent systems.

In recent years, considering the problems of thick
image edge contour, inaccurate positioning, and poor
detection accuracy, a variety of edge detection methods
based on deep learning CNN have been proposed. With
the development of technology, the CNN edge detection
accuracy has been increased. However, at the same time,
the depth of the networks has been deepened, leading to
problems such as a very large number of parameters,
training difficulties, and model complexity [1].

For the effective use of a neural network, it is
necessary to design its architecture and to train the weight
coefficients. Network architectures are usually selected
heuristically based on the experience of the developer.
When image edge detecting, networks of too simple
architecture are not able to adequately model the target
dependence between the pixels of the original image and
the edge map. Too complex architectures of neural
networks imply an excessive number of free parameters,
which in the learning process are tuned not only to restore
the target dependence, but also noise [2]. One way to
solve this problem is the structural tuning of CNN [3, 4].

The subject of the research is the structural tuning of
the convolutional neural networks for edge detection on
natural images.

When processing images of real scenes, the RCF
network proved to be effective for edge detection [1].
However, the quality of the results of edge detection using
this network is determined by the number of processing
scales and by the network architecture. The latter implies
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the selection of such hyperparameters as the number and
size of filter kernels in a layer, the adding and removing
layers, including activation functions.

The aim of the research is to improve the edge
detection performance of natural images by structural
tuning the RCF deep learning network architecture.

1 PROBLEM STATEMENT

The color natural image is represented as
1(x,y)=(1r(x,y), la(X,y), Ia(X,y)}, where x=1, ..., n; y=1, ...,
m. Then each pixel of the image is described by three
features Ir(x,y), lc(X,y), Is(X,y) which take values from the
interval [0, 1]. To detect edges on the image, each pixel of
the original image must be associated with the value of
the target feature. There is a label of one of two classes,
specifically, 0 for boundary pixels, 1 for pixels inside
homogeneous areas. The values of the target feature for
the natural image should be represented as a binary image
which is the result of edge detection [5].

Let an RCF network RCF={structgcr, paramgce} was
preliminarily synthesized to detect the image edges. The
set structrcr includes layers of the synthesized network
with layer hyperparameters such as the size of the
convolution kernel and the number of convolutions. The
set paramgcr={Wrcr, Brcr }6]-

The problem of structural tuning of the RCF network
is as follows. It is necessary to make structural changes to
the existing architecture of the RCF network structgpcr.
These changes should improve the image edge detection
performance compared to the initial RCF network after
training the parameters of the resulting network. At the
same time, the number of parameters of the resulting
network should not increase [2].

2 REVIEW OF THE LITERATURE

To solve the problem of object edge detection on
natural images, the deep learning CNN have been widely
used recently. In [1] such methods in terms of model
structure, technical difficulties, method advantages, and
backbone networks are classified into three types. These
are codec-based CNN, network reconstruction-based
methods, and multi-scale feature fusion-based CNN.

Edge detection methods based on codec were
introduced, as they can accept input images of any size
and produce output images of the same size [7-9]. Since
CNNs reduce the size of an image after convolutions and
pooling, their final output in fact does not correspond to
every pixel in the original image. Fully convolutional
networks are used to retain better low-level edge
information, suppress non-edge pixels, and provide
detailed edge location [7]. The encoder layers are produce
feature maps with semantic information. The decoder
layers are transform the low-resolution feature maps
which outputted by the encoder back to the size of the
input image by pixel classification [1].

Edge detection methods based on network
reconstruction integrate various network modules based
on deep learning [10-12]. Different modules show
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different advantages for edge detection, so the
combination of such modules through network
reconstruction is an important way to improve the edge
detection results [13, 14].

The edge detection methods based on multi-scale
feature fusion combine features of different scales. The
higher layer of the network has a larger perceptual field
and a strong ability to characterize semantic information
while the lower layer of the network has a smaller
perceptual field but a strong ability to characterize
geometric details. Then combining of the local and global
information of the image improves the edge detection
performance [1].

This paper is focused on the edge detection methods
based on multi-scale feature fusion. The backbone
networks of these methods are the HED [15] and RCF
[16]. The LPCB [17], BDCN [18], DexiNed [19], DSCD
[20], PiDiNet [21] and other networks are proposed based
on the HED and RCF networks, as well as by combining
with the architectures of other networks to improve the
edge detection performance.

The HED algorithm is proposed in [15], where a fully
convolutional network is used to resolve ambiguity in
edge and object boundary detection. Deeply-supervised
side replies were interpolated to initial image size and
fused to obtain nested multi-scale features. Thus HED
develops rich hierarchical representation automatically
directed by deep supervision on side replies [15].

In [17] the HED network is improved to solve the
problem of thick contour in edge detection. The obtained
LPCB network is based on VGG16 network [22] and uses
the fully convolutional network of bottom-up/top-down
architecture [23]. Based on image similarity a new loss
function is also proposed, which is very effective for
classifying unbalanced data. The LPCB network resolves
ambiguities in edge detection, and obtains accurate results
without post-processing. Compared to the HED network,
LPBC uses fewer parameters although the last network
shows better edge detection performance.

Inspired by HED [15] and Xception [24] networks, in
[19] the deep learning-based edge detector DexiNed is
elaborated to generate thin edges without prior training or
finetuning process. DexiNed can be regarded as two sub-
networks: extremely dense initial network and up-
sampling block. This network includes six encoders, and
each of them outputs the corresponding feature for
generating intermediate edge maps using the up-sampling
block, which consists mainly of convolutional and
deconvolutional layers. All edge maps generated by the
up-sampling block are connected at the end of the
network to produce the fusion edges.

In [16] the RCF network for accurate edge detection is
designed as a fully convolutional network based on the
VGG16 network [22], removing the fully connected layer
and the fifth pooling layer. While RCF edge detection the
network estimates multi-scale features of the image by
convolutional layers which have different perceptual
fields and pooling layers. Then fusing the layer level
features, all the weight parameters are done by automatic
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learning. Thus RCF network bases on the pyramid
architecture, and combines the underlying feature maps
for edge detection [25].

In [18] the BDCN network is proposed to detect edges
using multiscale information of images. The basic
components of BDCN are ID Blocks. Each ID Block is
learned by a bidirectional cascade structure, thus the
output of two edge detections is passed separately to the
shallow and high-level structures of the network. To
enhance the features output from each layer, a Scale
Enhancement Module is used. It consists of multiple
parallel convolutions with different perceptual field [26],
and finally outputting the result to multiple multi-scale
feature fusion.

In [20] the proposed DSCD network uses a VGG16
encoder [22] to extract multi-scale and multi-level
features. On top of the encoder a super-convolutional
module is constructed to directly abstract the high-level
features and avoid overfitting problem. The decoder is
fused the high-level features and restored them to the
original image size. A novel loss function based on the
structural similarity of two images is proposed to
minimize the distance between predicted and true values.
The DSCD network better classifies the background
texture and noisy pixels as compared with another codec
networks, and generates clear and accurate image edges.

In [21] the elaborated PiDiNet integrates a novel pixel
difference convolution into network convolutional layer.
As a result this network can easily capture image gradient
information conducive to edge detection, while retaining
the powerful learning ability of deep CNN to extract
information with semantic significance. Then the direct
integration of the gradient estimation into the convolution
operation results in the better robustness and edge
detection accuracy.

As a result of the analysis of the literature, the
following was observed. Methods of the first type have a
similar encoder-decoder architecture, which has been
effectively used to solve a number of applied problems.
This architecture assumes a relatively small number of
parameters compared to other convolutional networks.
However, the inclusion of pooling layers reduces the
image edge detection performance. Therefore, it is
advisable to use methods of the first type when solving
problems that do not require a high edge detection
performance, for example, for localizing objects on
images.

The methods of the second type are characterized by
the use of additional modules that improve the edge
detection performance after or together with the use of
CNN. Difficulties arise in the development and
configuration of these modules, as well as the combining
of additional modules with the architecture of the basic
CNN. However, with a rational choice of additional
modules and architecture of the CNN, it is possible to
achieve high image edge detection performance.

Methods of the third type implement the ideas of the
two previous types of methods. A set of scale values is
defined, which depends on the size, as well as the content

OPEN ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, indpopmatrka, ynpasninss. 2023. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 4

of the image. For each scale value, the boundaries of
objects of a certain size are identified. These methods do
not require additional modules to improve the quality of
the contour. But there is a need to elaborate an approach
to evaluate multi-scale features and to fuse the results of
edge detection at different scales.

The analysis of edge detection methods based on
multi-scale feature fusion showed that the directions for
improving the existing basic HED and RCF architectures
and their combination with other architectures are as
follows. Firstly, it is the elaboration of the classifier with
the best separation of pixel classes by changing the loss
function, as in LPCB and DSCD. Secondly, this is the
evaluation of features with the better class separation,
since the result of edge detection is determined by the
shape of pixel clusters and the presence of data outliers.
Along the way, integration gradient estimation into the
convolution identifying is offered, as in the PiDiNet
network, or blocks that take into account information
about the edges is added, as in BDCN and DexiNed. In
this context in the paper it is proposed to use the structural
tuning of the RCF network. This approach allows to select
the features of natural images and a way of them fusion
with the better separation of edge and background pixels.

3 MATERIALS AND METHODS

In general, the edge detection performance is
influenced by a neural network architecture. A simple
architecture network may not provide good performance
owing to its limited information processing power. A
network of complex architecture may have high
implementation cost and some of its elements are
redundant. At the last time neural architecture search is
applied to automate the defining the network structure
[27]. Although this technique yields an optimal solution,
its computational cost is enormous. Therefore, a different
technique is used in the paper. This is a structural tuning
of a neural network. Computational costs of a structural
tuning are incomparably less, but a higher qualification of
the researcher is required, and the resulting solution will
be suboptimal.

To tune the network structure, constructive and
destructive approaches can be used [28]. The constructive
approach starts with a simple architecture network.
Hidden layers, nodes, and connections are added to
expand the network. The destructive approach starts with
a complex architecture network. Hidden layers, nodes,
and connections are then deleted to contract the network
[28].

In this research author successively applies first a
destructive approach and then a constructive approach to
structural tuning of the based architecture of the RCF
neural network (Fig. 1).

Thus, as a structural tuning of the RCF network, the
following is proposed: (1) reducing the number of
convolutional layers; (2) reducing the number of
convolutions in convolutional layers; (3) removing at
each stage the sigmoid activation function with
subsequent calculation of the loss function; (4) addition of
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the batch normalization layers after convolutional layers;
(5) including the ReLU activation functions after the
added batch normalization layers. Let’s explain these
steps in more detail.

Figure 1 — The RCF architecture [16]

As a result of the destructive approach, the number of
convolution layers and the number of convolutions in the
remaining convolution layers were reduced (Fig. 2). Such
operation is known as thinning of CNN [29].

Deep learning convolutional networks extract the
image features in convolutional layers. For each such
layer, the number of features to be evaluated is specified
by the number of convolutions in the layer. Each feature
is identified by a convolution kernel, as well as a kernel
shift, and these same parameters determine the image
scale on which this feature is extracted.

The redundant or poorly informative features in the
resulting set reduce the rate of convergence of the
network training, in particular, increases the variance of
network parameter estimates. To increase the edge
detection performance the noisy features can been
discarded, as well as similar features. The last are
processed as one feature with a large weight. The feature
space dimension can be reduct by reducing the number of
convolutions of CNN. This makes it possible to use a
smaller training set, reduce training time, and reduce the
network overfitting probability. The evaluation of features
for edge detection on images influences on the
separability of image classes, taking into account the fact
that the number of edge pixels differs significantly from
the number of background pixels. Therefore, the
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structural tuning of the RCF network in this paper
includes altering the number of convolutional layers and
the number of convolutions in convolutional layers.

Figure 2 — The result of applying a destructive approach to the
structural tuning of the RCF architecture

In addition, the layer containing the sigmoid activation
function, followed by the calculation of the loss function,
was removed from the architecture of the basic RCF
neural network at each stage of processing (Fig. 2). This
is due to the following. At each stage of edge detection by
the basic RCF network edge probability map was formed
as result of applying the sigmoid activation function.
Then all obtaining probability edge maps were bilinear
interpolated to the size of the original image. Further, for
each stage, the value of the loss function was calculated
taking into account the result of interpolation of the edge
probability map and the ground-truth image. The values
of the loss function at different stages were summed
during network training.

Removing at each stage the layer containing the
sigmoid activation function with subsequent calculation
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of the loss function avoids additional computational costs
for determining the values of the loss function at different
scales and introduces redundancy into the multiscale
representation of the image. The latter contributes to an
increase in the robustness of edge detection on natural
images. In such images, it is often necessary to determine
the intensity or color edges on the texture background.
Natural images contain mostly statistical textures, which
can be considered as noise and negatively affect the edge
detection performance.

Further in the process of structural tuning of the RCF
neural network, a constructive approach was used after
applying the destructive approach. Namely, the layers of
batch normalization and nonlinearity in the form of the
ReLU activation function were added after the
convolutional layers.

Batch normalization layer solves vanishing gradient
problem. It is known that the error backpropagation
algorithm converges faster if the input data is normalized
(has zero mean and unit variance) [5, 30]. However, when
a signal propagates through a neural network, its mean
value and variance can change significantly. To avoid
this, the standard normalization of the outputs of the
convolutional layer is applied. Nevertheless, normalizing
the output of a convolutional layer can change the
representation of the data in the next layer. Therefore, two
additional parameters vy; and f; are adjusted in the learning
process along with the rest of the parameters and
transform xp; as yni=yiXni+Bi [5].

The applying of batch normalization actually
corresponds to edge contrasting which improves the edge
detection performance. For CNNs, batch normalization
reduces training time and reduces the chance of
overfitting.

The ReLU activation function returns 0 for a negative
argument, and in the case of a positive argument, returns
the same. The applying of this function actually
corresponds to thresholding in gradient edge detection
methods. ReL.U sharps object edges on an image because
the advantage of this function over the sigmoid is the
sparseness of activation (fewer neurons being activated).

The obtained neural network is named RCF-ST. It
processes a three-channel image with a size of 320(480
pixels. Therefore, the initial color images were scaled to
the specified size and then each image was inputted to the
proposed neural network (Fig. 3). It is assumed that
deconvolution and transposed convolution are the same
operations. The architecture of RCF-ST network for the
edge detection is shown in Table 1.

4 EXPERIMENTS

For experimental research of the results of each stage
of the structural tuning of the neural network, the edge
detection performance was evaluated for natural images
from the BSDS500 dataset [31]. The dataset contains a
total of 500 images, including 200 training images and
200 test images, and the remaining 100 validation images.
The true values of the image edges are also presented on
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ground-truth images which are binary images with
contours selected by 5-8 experts (edge maps) [31]. The
performance of edge detection was evaluated by
comparing edges obtained in the RGB color space using

the proposed CNN, with edges labeled by experts.
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Figure 3 — The proposed RCF-ST network architecture for three
stages of processing. It is assumed that deconvolution and

transposed convolution are the same operations

The Adam method with an initial learning rate of
0.005 was used to train the RCF-ST network. A cross-
entropy loss function was used, for which relative
frequencies of the appearance of edge pixels and
background pixels were taken into account [5].

To characterize the edge detection results the
elements of confusion matrix TP and TN were used. In
addition the FOM value [5] was estimated for the edge
detection results. The FOM value is varied from 0 to 1
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and normalized such that FOM=1 for a well detected
edge.

For evaluation of edge detection results ODS and OIS
are the widely used [1]. The ODS and OIS are defined
based on Fg-score which is expressed as

Fs= (1+B%) Pr Rc / (B*Pr+Rc),

where Pr = TP/(TP+FP), Rc = TP/(TP+FN). The degree
of significance of precision Pr and recall Rc can be
controlled by adjusting the value of B. ODS and OIS
indicate different ways of setting the threshold B in this
formula. ODS is equal to Fg-score if a fixed threshold B is
selected and applied to all images so that the Fg-score on
the whole dataset is maximized. OIS is estimated from Fg-
score if a different threshold B is selected on each image
that maximizes the Fg-score of that image [1].

The experiment was conducted in accordance with the
stages of structural tuning of the neural network. The
advisability of each of the proposed stages was researched
by estimating the edge detection performance using the
TP, TN, FOM. The advisability of a structural tuning of
the neural network as a whole was estimated by
comparing it with methods known from the literature
using the ODS and OIS.

First of all, as part of the experiment, the advisability
of addition of the batch normalization layers after
convolutional layers, and including the ReLU activation
functions after the added batch normalization layers is
researched. For this the proposed RCF-ST network, and
RCF network were used to detect the object edges on
natural images [31]. A number of stages of the RCF-ST
network, and RCF network is varied from 3 to 5.

Further, the values of the selected indexes of the edge
detection were evaluated depending on the number of
convolutions in convolutional layers.

At the next stage of the experiment, as an alternative
to transposed convolution, bicubic interpolation of image
feature maps at different scales was used. The
interpolated feature maps (layers 6, 12, 19 from Table 1)
were concatenated. Then 1x1 convolutional layer,
Softmax activation function, and pixel classification layer
(layers 21-24 from Table 1) were applied.

Then the edge detection performance of the proposed
RCF-ST network, and methods known from the literature
is compared using ODS and OIS.

At the last part of experiment a number of parameters
and the processing time of the edge detection on
BSDS500 images was estimated for networks with
considered architectures.

5 RESULTS
The elements of confusion matrices and FOM values
for the results of 3, 4, 5 processing stages with the
proposed RCF-ST network, and RCF network is shown in
Table 2. Values in this table were obtained by averaging
the FOM, TP, and TN for the edge detection on BSDS500

natural images.
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Table 1 — The proposed RCF-ST network architecture

Layer Type Comment Activations Learnables
number
1 Image input 320x480x3 image with zero center 300x480x3 _
normalization
: 32 3x3x3 convolutions with stride [1 Weights: 3x3x3x32
2 Convolution 1] and same padding 320~480x32 Bias: 1x1x32
3 Batch normalization and Batch normalization with 32 channels 300x480x32 Offset: 1x1x32
ReLU and activation function XAGEX Scale: 1x1x32
: 32 3x3x32 convolutions with stride [1 Weights: 3x3x32x32
4 Convolution 1] and same padding 320x480x32 Bias: 1x1x32
5 Batch normalization and Batch normalization with 32 channels 300x480x32 Offset: 1x1x32
RelLU and activation function XaoUX Scale: 1x1x32
6 Convolution 2 1x1x32 convolutions wn_th stride [1 300x480x2 Welghts: 1x1x32x2
1] and same padding Bias: 1x1x2
. 2x2 average pooling with stride [2 2] _
7 Average pooling and padding [0 0 0 0] 160x240x32
: 64 3x3x32 convolutions with stride [1 Weights: 3x3x32x64
8 Convolution 1] and same padding 160~240~64 Bias: 1x1x64
9 Batch normalization and Batch normalization with 64 channels 160x240x64 Offset: 1x1x64
ReLU and activation function e Scale: 1x1x64
: 64 3x3x64 convolutions with stride [1 Weights: 3x3x64x64
10 Convolution 1] and same padding 160x240x64 Bias: 1x1x64
Batch normalization and Batch normalization with 64 channels Offset: 1x1x64
1 RelLU and activation function 160~240~64 Scale: 1x1x64
12 Convolution 2 1x1x64 convolutions wn_th stride [1 160x240x2 Welghts: 1x1x64x2
1] and same padding Bias: 1x1x2
" 2 2x2x2 transposed convolutions with Weights: 2x2x2x2
13 Transposed convolution stride [2 2] and output cropping [0 0] 320~480x2 Bias: 1x1x2
. 2x2 average pooling with stride [2 2] B
14 Average pooling and padding [0 0 0 0] 80x120x64
- 128 3x3x64 convolutions with stride Weights: 3x3x64x128
5 Convolution [1 1] and same padding 80x120x128 Bias: 1x1x128
16 Batch normalization and Batch normalization with 128 channels 80x120x128 Offset: 1x1x128
ReLU and activation function Scale: 1x1x128
. 128 3x3x128 convolutions with stride Weights: 3x3x128x128
17 Convolution [1 1] and same padding 80x120x128 Bias: 1x1x128
18 Batch normalization and Batch normalization with 128 channels 80x120x128 Offset: 1x1x128
RelLU and activation function Scale: 1x1x128
19 Convolution 2 1x1x128 convolutions w_|th stride [1 80x120x2 Welghts: 1x1x128x2
1] and same padding Bias: 1x1x2
- 2 4x4x2 transposed convolutions with Weights: 4x4x2x2
20 Transposed convolution stride [4 4] and output cropping [0 0] 320x480x2 Bias: 1x1x2
. Concatenate the resulting feature maps
21 Concatenation from the output of the layers 6, 13, 20 320x480x6 -
22 Convolution 2 1x1x6 convolutions W|t_h stride [1 1] 300x480x2 Welghts: 1x1x6x2
and same padding Bias: 1x1x2
23 Softmax Activation function 320x480x2 -
24 Pixel classification Class welg“hted (iross-t?‘n tropy loss V.\."th - -
classes “edge” and “background

Table 2 — The values of TP, TN, and FOM for the results of edge
detection with the RCF-ST network (with batch normalization),
and RCF network (without batch normalization)

Fig. 4 shows the initial BSDS500 images, the ground-
truth images, edge maps, obtained by RCF-ST network
with transposed convolution, and edge maps, obtained by

Stages number Wi | TN | FoM RCF-ST network with interpolation. The multi-scale
ith batch normalization . . .
3 97374 92304 0.492 representation of BSDS500 images obtained by RCF-ST
4 99.368 91.621 0512 network is shown on Fig. 5. It can be seen from the Fig. 4
5 98.691 91.087 0.508 that edge detection by the RCF-ST network with
Without batch normalization transposed convolution is characterized by high
3 84.892 84.214 0.337 performance.
4 82.369 78.315 0.301 In Table 3 the results of edge detection by the RCF-ST
5 77.270 74.454 0.295 network with three processing stages is shown. The

number of convolutions in convolutional layers is varied.
The transposed convolution is applied for up-sampling of
feature maps of initial image on different scales.
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Figure 4 — The edge detection results by proposed RCF-ST network:
a, e i, m,q,u,y-the initial BSDS500 images; b, f, j, n, r, v, z — the ground-truth images; c, g, k, 0, s, w, A — edge maps, obtained by
RCF-ST network with transposed convolution; d, h, I, p, t, X, B— edge maps, obtained by RCF-ST network with interpolation
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Figure 5 — The multi-scale representation of BSDS500 images from Fig. 4 obtained by RCF-ST network:
a, d, g — the fine scale images; b, e, h — the middle scale images; c, f, i — the coarse scale images

Table 3 — The results of edge detection by the RCF-ST network
with the different number of convolutions in convolutional
layers (three processing stages)

The edge detection performance of the BSDS500
images by the proposed RCF-ST network, and methods
known from the literature are given in Table 5.

The number of TP TN FOM
convolutions in Table 5 — The ODS and OIS obtained from the BSDS500
convolutional layers . by th d K and hods K
8,16, 32 96.423 86.705 0343 images by the proposed RCF-ST network, and methods known
16,32, 64 98.062 91.219 0.445 from the literature [1, 21]
32, 64, 128 97.374 92.304 0492 Reference, publication year, network name ODS oIS
[15], 2017, HED 0.788 0.808
) [16], 2017, RCF 0.808 0.823
The results of edge detection performance by the [17], 2018, LPCB 0.808 0.824
RCF-ST network with bicubic interpolation of image [18], 2022, BDCN 0.820 | 0.838
feature maps at different stages are presented in Table 4. [19], 2020, DexiNed 0831 | 0845
[20], 2020, DSCD 0.826 0.857
Table 4 — The values of TP, TN, and FOM for the results of edge [21], 2021, PiDiNet 0807 0823
detection with the RCF-ST network with interpolation 5 5 RéF ST' 3 55 0853
Stages number [ 7 | TN [ FOM ropose -ST network, 3 stages : :
With batch normalization Proposed RCF-ST network, 4 stages 0.887 0.894
3 96.383 87.292 0.344 Proposed RCF-ST network, 5 stages 0.862 0.872
4 95.149 87.026 0.377
5 95.926 86.299 0.369 . .
- — For comparison, the edge detection performance of the
Without batch normalization . .
Multicue dataset images by the methods known from the
3 80.036 75.616 0.313 . . .
literature are given in Table 6.
4 79.693 79.211 0.308
S 72408 71305 0.311 Table 6 — The ODS and OIS obtained from Multicue dataset

For comparison, the results of edge detection by the
RCF network with similar architecture and bicubic
interpolation of image feature maps at different stages is
shown as well. The number of network processing stages
is varied.
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[32] images by the methods known from the literature [21]

Reference, publication year, network name ODS OIS
[15], 2017, HED 0.851 0.864

[16], 2017, RCF 0.857 0.862

[18], 2022, BDCN 0.891 0.898

[21], 2021, PiDiNet 0.858 0.863

OPEN ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, indpopmatrka, ynpasninss. 2023. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 4

6 DISCUSSIONS

Analysis of the indexes given in Table 2 showed that
the using of batch normalization improves the edge
detection performance. Specifically, TP, TN, and FOM
have increased by 14-27%, 9-23%, 48-76%
respectively. For reseached images more often
background pixels were incorrectly assigned to the image
edge.

Analysing Table 3 it should be noted the follow. If the
number of convolutions in convolutional layers is
decreased by two times then FOM are less by 9-32%. TP
and TN mainly differed within the statistical error.

In addition, it is preferable to use average pooling than
max pooling. The latter can enhance TP and TN by 0.5-
1% depending on a number of processing stages.

The using of the interpolation instead of transposed
convoluton of image feature maps at different processing
stages is not advisability because the edge detection
performance reduces. Specifically, TP is less by up to 4%,
TN is less by 4-5%, FOM is less by up to 33%.

Analysis of the edge detection performance of the
proposed RCF-ST network and the known methods [15-
21] showed the following (Table 5). The ODS and OIS of
the proposed RCF-ST network exceeds the known
methods by 9-10% for BSDS500 images. The data given
in Table 6 show that similar values of ODS and OIS are
achievable by methods known from the literature, but on
Multicue dataset [32].

A comparison of a number of parameters was made
for the proposed RCF-ST network and RCF network with
three processing stages. The basic RCF network with the
architecture on Fig. 1 contains 1,758,600 parameters. The
proposed RCF-ST network with the architecture in Table
1 contains 288,456 parameters. Thus, the number of
parameters of the proposed RCF-ST network is 6 times
less than the number of parameters of the basic RCF
network, provided that the number of processing stages is
equal.

A comparison of processing time was made for the
edge detection on natural images by the proposed RCF-
ST network with different number of processing stages.
The researched natural images were cutted to a size of
320x480 pixels. Then the processing time of the RCF-ST
network was calculated on average per image when
training the network using the Adam method. It was
0.708-0.733; 0.921-0.982; 1.505-1.678 seconds per
image when 3, 4, 5 processing stages are used
correspondingly. The number of convolutions in
convolutional layers was chosen as 32, 64, 128, 256, 512.
The RCF network with similar architecture, that is, with
the architecture as in Fig. 3, only without the batch
normalization layers is also considered. It’s average
processing time for one image with 3, 4, 5 processing
stages was 0.563-0.571; 0.640-0.653; 0.708-0.771
seconds correspondingly when trained by the Adam
method. The research was performed using an Intel Core
i5-7400 processor, 3 GHz CPU, 16GB memory, Windows
10 operating system, 64 bit. Thus, the proposed RCF-ST

© Polyakova M. V., 2023
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network requires on average 26-28, 44-50, 113-118
percents more time to process one image with 3, 4, 5
stages correspondingly than the RCF network. The
number of training epochs of the RCF-ST network and
RCF network for this edge detection problem is similar on
average.

CONCLUSIONS

The actual scientific and applied problem of a
structural tuning of a pre-synthesized neural network for
edge detection on natural images has been solved.

The scientific novelty is the proposed technique of
structural tuning of a deep learning neural network, which
uses a sequentially destructive and constructive approach.
According to the proposed technique, the network
thinning and then removing at each stage the sigmoid
activation function with subsequent calculation of the loss
function were first performed as part of the destructive
approach. Then, as part of a constructive approach, the
batch normalization and ReLU layers are added after
convolutional layers. As a result of applying this
technique, the obtained RCF-ST network allows to
improve the performance of edge detection on natural
images. RCF-ST network is characterized by a
significantly fewer parameters compared to the RCF
network, which makes it possible to reduce the resource
consumption of the network. Besides, RCF-ST network
ensures the enhancing of the robustness of edge detection
on texture background.

The practical significance of obtained results is that
the software realizing the proposed RCF-ST network is
developed, as well as experiments to research its edge
detection performance are conducted. The experimental
results allow to recommend the proposed RCF-ST for use
in practice, as well as to determine effective conditions
for the application of this network. The structural tuning
technique may be used for informed design of the neural
network architectures for other artificial intelligence
problems.

Prospects for further research are to elaborate the
postprocessing module which will thin and smooth the
contours detected by the proposed RCF-ST network.
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RCF-ST: CTPYKTYPHE HAJIAIITYBAHHS HEMPOHHOI MEPEXH 3 HACHYEHIINWUMHA 3rOPTKOBAMM
O3HAKAMM JJIA BUAIJIEHHSA KOHTYPIB HA 305PA’KEHHAX PEAJIBHUX CIHEH

IMoasikoBa M. B. — 1-p TexH. Hayk, JOLEHT, mpodecop kadeapu MPHKIAAHOT MAaTeMaTHKH Ta IHGOpPMaUiiiHUX TEXHOJOTiH
HaunionansHoro yHiBepcutety «Opecbka nojitexHika», Oneca, YkpaiHa.

AHOTANIA

AKTyanbHicTb. Po3risiHyTO nIpobiieMy aBTOMaTH3aLlii BUIIJICHHS KOHTYPIiB Ha 300paXeHHSX PEalbHUX CLEH B IHTEICKTYalbHUX
cucremax. [IpeamMeToM OCTIIKEHHS € 3rOPTKOBI HEHPOHHI Mepeki IITMO0KOro HaBUaHHS JUIsl BUIUICHHS KOHTYPIiB Ha 300paKeHHIX
peanbHUX CieH. MeToro NOCHUKEHHS € IiJBHMIIEHHS SKOCTI BHIUICHHS KOHTYPIB Ha 300paKeHHSX pealbHHX CLEH MUISIXOM
CTPYKTYpPHOT'O HaJAIITYBaHHs apXiTEKTYpH HEHPOHHOI Mepexki 3 HACHYEHIIIMMH 3rOPTKOBHMH O3HaKaMH.

Metoa. [lns aBromMaru3awil NMPOEKTYBaHHsS apXiTEKTYpH HEHPOHHOI MEpeXkH, IO BIUIMBAE HA SIKICTh BHJAUICHHS KOHTYPIB
300pakeHb, B pOOOTI 3aCTOCOBAHO CTPYKTypHE HamamTtyBaHHs. OOYMCIIIOBaJIbHI BHTpAaTH Ha CTPYKTypHE HAaJaIliTyBaHHSI
HE3pIBHSHHO MEHIII MOPIBHSHO 3 MOIIYKOM HEWPOHHOI apXiTeKTypu, aje MoTpiOHa Oinmbln BHCOKa KBamidikaiis IOCIiAHHKA, i
OoTpuMaHe pilreHHs Oyae cyOonTHManbHUM. Y HBOMY JAOCTIKEHHI MOCHIJOBHO 3aCTOCOBAHO CIIOYATKY NECTPYKTHBHUM, a MOTIM
KOHCTPYKTHBHHUH MiJIXiJ 0 CTPYKTYPHOTO HaJAIITyBaHHS apXiTeKkTypu 0a3zoBoi HeliporHOI Mepexki RCF. 3rigiHO KOHCTPYKTUBHOMY
MIXOAY IS PO3IIMPEHHST MEPEXi MPOCTOT apXiTEKTypH J0JAI0ThCS IPUXOBAHI LIapH, BY3JIH Ta 3’ €HaHHs. J[eCTPYKTUBHHUHN MiXix 3
MEpexi CKJIaJHOI apXiTeKTypH BHAAIISE IPUXOBAHI LIapH, BY3JIH Ta 3’ €IHAHHSI 1100 CIPOCTUTH Mepexy. CTpyKTypHE HallallITyBaHHS
HeiiponHoT Mepexi RCF 3 HacHueHIMMMH 3rOpTKOBHMH O3HakKaMH BKioudae: (1) 3MEHIICHHS KiJbKOCTI 3rOpPTKOBHX Iapis; (2)
3MEHILCHHS KiJIBKOCTI 3rOPTOK y 3rOPTKOBHX Miapax; (3) BuAaCHHs HAa KOXKHOMY €Talli CHTMOIHOI GyHKIIiT akTHBALil 3 HOJaIbIIHM
obuncneHHsM (GyHKIi BTpar; (4) moAaBaHHs IIapiB MakeTHOI HOpMaiizauil micist 3roptkoBux mapis; (5) momaBaHHS (yHKII
aktuBauii ReLU micns mapis nakersoi Hopmaizauii. Orpumana HeiiponHa Mepexa RCF-ST notpebye MaciuTabyBaHHs MOYaTKOBHX
KOJIbOPOBUX 300pakeHb J0 33AaHOTO PO3Mipy Hepel MOJaHHSAM Ha BXiJ Mepexi. JomiIbHICTh KOKHOTO i3 3alpONOHOBAHMX €TAIliB
CTPYKTYPHOTO HAaJIAIITYBaHHA MEpEkXi IOCHIIKYBaHO MHUISXOM OILIHKK SKOCTI BHAUICHHS KOHTYpIB 3a JOMOMOTOIO EJIEMEHTIB
MaTpHLi MOMHIOK Ta Kputepis IIperrta. JIOUiNbHICTh CTPYKTYPHOTO HAJAIITYBaHHS HEHPOHHOT MepeXi B LIJIOMY OLIHEHO HUIXOM ii
MOPIBHSHHS 3 BIJOMUMH 3 JIiTepaTypu MeToamu 3a gornomororo Optimal Dataset Scale Ta Optimal Image Scale.

Pe3yabTaTn. 3anponoHOBaHy 3rOpTKOBY HEHPOHHY MEpPEXXy IPOrpaMHO peaizoBaHO Ta JOCHIIIKEHO IS PO3B’I3aHHS 3aBIaHHS
BUJIUIEHHS KOHTYPIB Ha 300paXeHHSAX pEAIbHUX CIIeH. 3alpOllOHOBaHI €TalmM CTPYKTYPHOTO HANAIUTYBaHHS MOXKHA
BHKOPHUCTOBYBAaTH MiJ 4ac OOIPYHTOBAHOTO IIPOEKTYBAHHS apXiTEKTypH HEHPOHHOI Mepexi Ui pO3B’sA3aHHA IHIIUX 3aBJaHb
HITyYHOTO 1HTENCKTY.

BucnoBku. Otpumana mMepesxxa RCF-ST no3Bossie migBUIUTH SKICTh BHAUICHHS KOHTYpPIiB Ha 300pakeHHsAX. Mepexa RCF-ST
XapaKTePU3YETbCS 3HAYHO MEHIIOK KUTBKICTIO mapaMeTpiB y mopiBHSHHI 3 Mepexero RCF, mo mo3Bonse 3HH3UTH
pecypcocnokuBanHs Mepexi. Kpim Toro, mepexxa RCF-ST 3abe3neuye mifBUILEHHS 3aBaJ0CTIIKOCT] BUAINCHHS KOHTYpIB Ha (oHi
TEKCTYPH.

KJIIOYOBI CJIOBA: 300pakeHHs! peajbHUX CLEH, BUAIJICHHS KOHTYPIB, 3rOPTKOBA Mepeka, HACHYCHIII 3rOPTKOBI O3HAKH,
CTPYKTypHE HaJlallTyBaHHs, [TaKeTHA HOpMaJIi3aris.
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ABSTRACT

Context. The problem of building a program model of a finite state machine with datapath of transitions using VHDL language
is considered. The model synthesis process is identified with the synthesis of this type of finite state machine, since the built model
can be used both for the analysis of the device’s behavior and for the synthesis of its logic circuit in the FPGA basis. The object of
the research is the automated synthesis of the logic circuit of the finite state machine with the datapath of transitions, based on the
results of which numerical characteristics of the hardware expenses for the implementation of the state machine circuit can be ob-
tained. This makes it possible to evaluate the effectiveness of using this structure of the finite state machine when implementing a
given control algorithm.

Obijective. Development and research of a VHDL model of a finite state machine with datapath of transitions for the analysis of
the behavior of the state machine and the quantitative assessment of hardware expenses in its logic circuit.

Method. The research is based on the structural diagram of a finite state machine with datapath of transitions. The synthesis of
individual blocks of the structure of the state machine is carried out according to a certain procedure by the given graph-scheme of
the con-trol algorithm. It is proposed to present the result of the synthesis in the form of a VHDL description based on the fixed val-
ues of the states codes of the state machine. The process of synthesizing the datapath of transitions, the block of formation of codes
of transitions operations and the block of formation of microoperations is demonstrated. VHDL description of that blocks is carried
out in a synthesizable style, which allows synthesis of the logic circuit of the finite state machine based on FPGA with the help of
modern CAD and obtaining numerical characteristics of the circuit, in particular, the value of hardware expenses. To analyze the
correctness of the synthesized circuit, the process of developing the behavioral component of the VHDL model, the function of
which is the generation of input signals of the finite state machine, is considered. The classical combination of the synthesizable and
behavioral parts of the model allows presenting the results of the synthesis of a finite state machine with datapath of transitions as a
separate project that can be used as a structural component of the designed digital system.

Results. Using the example of an abstract graph-scheme of the control algorithm, a VHDL model of a finite state machine with
datapath of transitions was developed. With the help of CAD AMD Vivado, a synthesis of the developed model was carried out and
behavioral modeling of the operation of the finite state machine circuit was carried out. The results of the circuit synthesis made it
possible to obtain the value of hardware expenses when implementing the circuit in the FPGA basis. According to the results of be-
havioral modeling, time diagrams were obtained, which testify to the correctness of the implementation of the functions of transitions
and outputs of the synthesized state machine.

Conclusions. In traditional VHDL models of finite state machines, the states do not contain specific codes and are identified us-
ing literals. This allows CAD to encode states at its own discretion. However, this approach is not suitable for describing a finite state
machine with datapath of transitions. The transformation of states codes using a set of arithmetic and logic operations requires the
use of fixed values of states codes, which determines the specifics of the VHDL model proposed in this paper. This and similar mod-
els can be used, in particular, in the study of the effectiveness of a finite state machine according to the criterion of hardware ex-
penses in the device circuit.

KEYWORDS: finite state machine, datapath of transitions, VHDL model, hardware expenses, AMD Vivado CAD.

ABBREVIATIONS NOMENCLATURE
CPLD is a complex programmable logic device; A, X, Y — sets of FSM states, logical conditions and
FSM is a finite state machine; microoperations accordingly;
DT is a datapath of transitions; M, L, N — number of FSM states, logical conditions
GSA is a graph-scheme of algorithm; and microoperations accordingly;
LUT is a look-up table; R — bit depth of state code;
TO - transitions operation. B — number of FSM transitions;
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O - set of transitions operations;

I — number of transitions operations;

Rw — bit depth of code of transitions operation;

am, Ki(am), Ka(am) — current state and its scalar and
vector codes;

as, Ki(as), Ky(as) — transition state and its scalar and
vector codes;

X — logical conditions that ensure the transition h;

Yy, — microoperations formed during the transition h;

Dy, — signals of code of transition state;

W), — signals of code of transitions operations.

INTRODUCTION

Digital systems are widely used in human activity [1].
One of the central units of a digital systems is a control
unit that coordinates the functioning of all system compo-
nents [2, 3]. The control unit can be implemented in the
form of a finite state machine (FSM), in which the control
algorithm is implemented schematically [4, 5]. FSM can
be implemented in the form of a Mealy FSM model or a
Moore FSM model [2-5]. In comparison with other
classes of control units, the FSM is characterized by
maximum speed and maximum hardware expenses [2, 3].
Higher hardware expenses worsen such characteristics of
the FSM circuit as cost, dimensions, energy consumption,
reliability [6]. Therefore, the task of reducing hardware
expenses in the finite state machine circuit is an important
scientific and practical problem, forming a corresponding
scientific direction [1-7].

One of the FSM types is a finite state machine with
datapath of transitions (FSM with DT). Its structure in-
cludes a special datapath that converts states codes by a
set of operations [8]. This approach allows, under certain
conditions, to reduce hardware expenses in comparison
with other FSM structures.

The design of the circuit of a digital device in the
FPGA basis is carried out using specialized CAD based
on the VHDL model of the device. At the moment, the
problem of developing a VHDL model of the FSM with
DT remains unresolved. This complicates the practical
application of this class of finite state machines. This pa-
per proposes a solution to the problem of building a
VHDL model of an FSM with DT given by a graph-
scheme (GSA) of control algorithm.

The object of the study is the automated synthesis of
the logic circuit of a finite state machine with datapath of
transitions in CAD AMD Vivado according to a VHDL
model that corresponds to a given GSA.

The synthesis of a canonical finite state machine can
be carried out in automatic mode using the XST tool built
into CAD according to the VHDL model recommended
by Xilinx [9]. In the case of FSM with DT, a VHDL
model should be used, in the synthesis of which the capa-
bilities of the XST tool are not used. One of the features
of this model is the assignment of states codes of the FSM
in the form of binary constants.

The subject of the study is a VHDL model of a finite
state machine with datapath of transitions, which allows
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both the synthesis of the FSM circuit in the FPGA basis
and the verification of the correctness of the functioning
of the circuit by means of behavioral modeling in AMD
Vivado CAD.

The purpose of the work is the development and re-
search of the structure and methods of building a VHDL
model of a finite state machine with datapath of transi-
tions with the aim of systematizing approaches to the
automated design of this class of finite state machines in
the FPGA basis.

1 PROBLEM STATEMENT

Let us assume that a finite state machine with datapath
of transitions is given by the graph-scheme of the algo-
rithm G and is characterized by sets of states
A={ay, ..., au}, input signals X={x,, ..., .} and microop-
erations Y={y, ..., yn}. The design of the FSM logic cir-
cuit involves the implementation of the transition function
T=T(X, T) and the output function Y=Y(X, T) in the FPGA
element basis using AMD Vivado CAD (until 2023 —
Xilinx Vivado CAD). The input data for design is the
VHDL model of the designed device, which contains syn-
thesized and behavioral parts and allows obtaining a
quantitative value of hardware expenses for the imple-
mentation of the circuit of the state machine in a given
element basis.

The work solves the problem of developing a VHDL
model of an FSM with DT according to a given GSA and
its investigation by means of AMD Vivado CAD.

2 REVIEW OF THE LITERATURE

In the modern theory of finite state machines, a wide
range of methods for optimizing hardware expenses in the
FSM circuit is known. For example, such methods are
methods of structural decomposition [7], the essence of
which consists in multiple transformation of logical sig-
nals, which leads to corresponding changes in the struc-
tural diagram of the FSM.

In this article, the method of operational transforma-
tion of states codes is considered as a method of hardware
expenses optimization [8]. According to it, the conversion
of states codes in the system of FSM transitions is carried
out not by means of a system of canonical Boolean equa-
tions, but by means of a set of arithmetic and logical op-
erations. Combinational circuits that implement these
operations form the so-called datapath of transitions (DT).
As a result, a structure of FSM with DT is formed, the
synthesis of which is discussed in [10].

In paper [11], the justification of the effectiveness of
FSM with DT in comparison with the canonical FSM
structure according to the criterion of hardware expenses
is presented. However, the canonical structure of FSM
today has a rather theoretical value, while the practical
implementation of FSM circuits is carried out with the
help of appropriate CAD software, for example, AMD
Vivado CAD. This is primarily due to the use of the
FPGA element basis supported by CAD.
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Since FSM is often included in designed digital sys-
tems, support for its synthesis is implemented at the AMD
Vivado CAD level as part of the XST tool [9]. This tool
supports several FSM synthesis methods aimed at opti-
mizing various characteristics of the device circuit when
implemented in the FPGA basis. Modeling the process of
synthesizing the circuit of the state machine allows you to
obtain the numerical values of the hardware expenses in
the circuit of the device, expressed in the number of used
LUT-elements.

The XST synthesis tool, built into the AMD Vivado
CAD, is able, under certain conditions, to find code frag-
ments in the VHDL model of the device that correspond
to the description of the finite state machine (by state ma-
chine we mean a machine with undefined states codes).
This process is called finite state machine extraction
(FSM extraction). For the found state machine, the XST
tool performs the following actions:

— states coding according to the chosen method,;

— synthesis of the register circuit in accordance with
the chosen method of states encoding;

— synthesis and optimization of the circuit for transi-
tion and output functions.

To ensure the possibility of automatic extraction of the
state machine, in its VHDL description the following pro-
visions should be observed:

1. The FSM states are specified in the form of a set of
literals combined in an element of the enumerated type.

2. The memory register must be synchronous and have
the ability to be reset to the initial state by a Reset signal.

3. Implementation of the transition and output func-
tion systems is realized using the case operator.

These requirements make it possible to specify an
FSM in the form of a VHDL model using one, two or
three processes [9, 12-14]. Regardless of how many proc-
esses uses the state machine, the XST tool is capable of
extracting the state machine from the VHDL code and
coding the states according to the chosen coding method.

The disadvantage of using the XST tool is that it is not
possible to set specific values of states codes during the
FSM synthesis. This makes it impossible to use optimiza-
tion methods that are based on special coding of states.
These methods also include the method of operational
transformation of states codes. Therefore, the XST tool
cannot be used for the synthesis of an FSM with DT cir-
cuit. As a result, the requirements for the VHDL model of
the FSM given in [9, 12-14] cannot be directly applied to
the FSM with DT and need to be adjusted.

3 MATERIALS AND METHODS
The structural diagram of an FSM with DT is shown
in Fig. 1 and contains the following blocks [10].

BMO|—»y

Figure 1 — Structural diagram of an FSM with DT
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1. Block DT realizes the following function:
T=T(T, W), 1)

that is, converts the current state code T to a transition
state code using a transitions operation with the W code.
2. Block W realizes the following function:

W =W (T, X), (2)

that is, it forms transitions operations codes that control
the operations of the DT.
3. Block BMO realizes the function

Y=Y(XT) ®)
in the case of Mealy FSM or function
Y=Y (T) (4)

in the case of a Moore FSM, that is, it provides the im-
plementation of FSM output function. In fig. 1, the pres-
ence of a connection marked with a dashed line allows
you to consider the structure as a Mealy FSM, the absence
of a connection — as a Moore FSM.

The internal structure of the DT is shown in Fig. 2
[10].

—» C; > 1
2 D
T
> C, > | —» RG »
MUX J A
—»  C, W_T Reset
Clock —-

Figure 2 — Internal structure of DT

Blocks C; —C, correspond to combinational circuits
implementing a set of transitions operations (TO)
0={0y, ..., O;}. In general, each TO can be arithmetic,
logical or combined. When designing these blocks, if pos-
sible, each block should be optimized in order to increase
performance and reduce hardware expenses.

The MUX block is an R-bit multiplexer with I-
directions. Under the guidance of the W signals at the
output of the multiplexer, the R-bit code D of the next
FSM state is formed, which enters the input of the mem-
ory register RG.

The RG block is an R-bit synchronous register with
the function of resetting to the initial state by the Reset
signal. It should be noted that in the case of FSM with
DT, the initial state does not necessarily have a zero code.
This register performs the function of the memory of the
datapath of transitions and the function of the memory
register of the finite state machine.

Let FSM be given by GSA G (Fig. 3). This GSA is
marked by states of Moore FSM and contains the set of
states of the states A={ay, ..., ax} with cardinality M=21,
the set of logical conditions X={X;, x5, X3} with cardinality
L=3, multiple set of microoperations (output signals)
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Y={ys, ..., Y7} with cardinality N=7 and B=29 FSM transi-
tions. GSA has an abstract structure and content of opera-
tor vertices and is intended to demonstrate the process of
building a VHDL model of an FSM with DT.

The main and most difficult stage of the synthesis of
an FSM with DT is the so-called algebraic synthesis of
FSM. In the process of algebraic synthesis, the following
occurs [10]:

1. The FSM states are matched with unique codes
from a certain set of states codes. In the case of GSA G,
R=5 binary digits are enough to encode M=21 states.

2. FSM transitions correspond to certain transitions
operations from a given set of TOs. The use of one TO for
the implementation of several state machine transitions is
permissible and contributes to the reduction of the total

number of used TOs and, accordingly, to the reduction of
hardware expenses in the FSM circuit. Those transitions
that cannot be implemented by any of the specified TOs
should be implemented in a canonical way using a system
of Boolean equations.

We will carry out an algebraic synthesis for GSA G
under the condition that the set of transitions operations is
formed by the following ones: O = {O4, O,, Os}:

O D=T+ Ty, 5)
O:: D =T ® 00011,. @)

do

l

[ vy Ja

»
P

0

aiy

YaYs

END

azo

do

Figure 3 — Graph-scheme of algorithm G
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In these expressions, T is the code of the current FSM
state, D is the code of the state of the transition, which is
formed at the output of the multiplexer and enters the RG
(Fig. 2).

TO O, corresponds to the operation of adding the
decimal constant 7 to the code of the current state. The
code of the current state T is interpreted as an unsigned
decimal number of 5 binary digits size. The operation is
implemented on the basis of a 5-digit binary adder, in
which the carry from the higher bit is discarded. This is
equivalent to the operation “(T + 7) mod 32”. For exam-
ple, (25+10) mod 32 = 3.

TO O, is a bitwise logical conjunction operation on
the binary value of the current state code T and the binary
constant 01001.

TO O3 is a bitwise logical operation XOR on the bi-
nary value of the current state code T and the binary con-

stant 00011.
16=10000

In general, some FSM transitions can be implemented
in a canonical way without using the specified transitions
operations. The circuit that implements all such transi-
tions will act as a separate combinational circuit C; as part
of the DT (Fig. 2). In order for the multiplexer to be able
to pass through the result of the operation of this circuit,
we must consider it as a separate TO Og4, which has its
own code. Formally, O, is some function ® of the code of
the current state of the automaton:

Oy T=0 (T). (8)

Successful execution of algebraic synthesis gives us a

formal solution of the algebraic synthesis problem [10]. In

general, there may be several formal solutions. As an ex-

ample, consider the formal solution shown in Fig. 4 (the
method of obtaining it is not considered in this paper).

do

@ 00011«
19=10011,
» & 01001

ai

24=11000 | a4

> +7
31=11111 | as

6=00110 | a9
@ 00011

5=00101 |ayo

+7

+7

® 00011
&
& 01001 ag
7:0(%1 %2 g 00011
a3 12=001100] ay;
®00011 1,0 &01001 &01001 1 ", 0
14 a16
+
aus @ 00011
11=01011 | ass

& 01001

0 +7
27=11011 | a7

15=01111 | a9

& 01001

& 01001

+7

9=01001 | ax

do

Figure 4 — Formal solution of problem of algebraic synthesis of an FSM with DT for GSA G (example)
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Since the operational transformation of states codes
does not affect the FSM output function, in Fig. 4 inside
operational vertices, microoperations are not shown. In-
stead of them, selected decimal values of states codes and
their binary equivalents are shown. Each FSM transition
is marked by a transitions operation that is mapped to it.
Operation Oy is marked with “+7”, O, - “& 01001”, O3 —
“@ 00011” for clarity. Transitions implemented in the
canonical way (a,—ay, as—as, ag—>ay) are marked with
the symbol O,.

Let’s explain the operational implementation of transi-
tions in Fig. 4. Transition from state a, coded with
K(ag)=16,,=10000, to state a; coded with
K(a1)=19,,=10011, is carried out using Os. Transition
from state a;¢ coded with K(a)=810=01000, to state ajq
coded with K(a;9)=15,0=01111, is carried out using O;.
Transition from state a; coded with K(a3)=2,,=00010, to
state a5 coded with K(as)=0,,=00000, is carried out using
0,.

Let’s encode operations of transitions O; — O, with
unique binary codes of bit depth Rw= 1log, 4] =2,
formed by variables W = {w;, w,}. The result of coding is
presented in Table 1.

Table 1 — Coding of transitions operations

O; Wi Wy
(o]} 00
0, 01
O3 10
Oy 11

Let us present the result of algebraic synthesis in the
form of an operational table of transitions (OTT) [10],
which for our example has the form of a Table 2.

In the Table 4, each row corresponds to a separate
FSM transition, the number of which is indicated in col-
umn h. The W, column contains codes of transitions op-
erations according to the table 1. In each cell of the W,
column, only those variables w that are equal to 1 in the
code of the corresponding TO, are shown. For example,
the transition h=5 is implemented using operation Oz with
binary code 10 (w;=1, w,=0), so in the row h=5 in the
column W, only the variable w; is indicated, which is
equal to 1 in binary code 10.

Let’s proceed to the construction of the VHDL model
of the FSM with DT, the OTT of which corresponds to
the table. 2. We will present the model in the form of syn-
thesizable and behavioral parts [5, 12, 14]. Consider the
description of the synthesized part.

Table 2 — Operational table of transitions (GSA G)

an Ki(am) Ko(am) as Ki(as) Ka(as) Xn Wh Yh h
EY 16 10000 a 19 10011 1 Wy - 1
a 19 10011 a, 1 00001 1 W, Vi Y2 2
a 1 00001 a3 00010 X1 Wi Y3 Ya ¥s 3

a 24 11000 X1 Wi Wy 4
as 2 00010 a 1 00001 X2 Wi Y3 Ve 5

as 0 00000 X2 Wy 6
ay 24 11000 as 31 11111 1 - Yo 7
as 0 00000 ag 28 11100 X3 Wi Wy Vi Y2 8

an 7 00111 X3 - 9
as 31 11111 az 21 10101 X2 Wi Wy Y13 10

ag 6 00110 X2 - 11
az 21 10101 ag 28 11100 1 - Vs 12
as 28 11100 as 31 11111 1 Wy Y3 Ya 13
Qg 6 00110 a 5 00101 1 Wy Ya Y7 14
amo 5 00101 an 12 01100 1 - Y2 Ya Vs 15
an 12 01100 a6 8 01000 X3 W, Y2 ¥s 16

a; 19 10011 X3 - 17
) 7 00111 ais 14 01110 1 - Y1 Ya Vs 18
ans 14 01110 ay 13 01101 X1 Wy Y7 19

e 8 01000 X1 Wy 20
au 13 01101 ais 20 10100 1 - Ya 21
as 20 10100 as 0 00000 X2 W, Vi Vs 22

ary 27 11011 X2 - 23
ae 8 01000 ag 11 01011 X2 A Y3 Ve 24

aig 15 01111 X2 - 25
a7 27 11011 az 9 01001 1 W, Vs Y5 Y7 26
ais 11 01011 ax 01001 1 Wy Vi 27
a9 15 01111 ax 9 01001 1 W, Yo V7 28
ax 9 01001 ao 16 10000 1 - Ya Y5 29
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entity FSM is

generic(R: integer := 5; -
Rw: integer := 2;
L: integer := 3; -

N: integer := 5); -
port (X: in std_logic_vector(l to L); -
Y: out std_logic_vector(l to N); --
C: in std_logic; -
Reset: in std_logic); -—
end FSM;

State code capacity

-- W code capacity

Number of input signals
Number of microoperations
Input signals
Microoperations

Clock

Reset

In the “generic” section, the setting constants that de-
termine the bit depth of the signal buses are defined. The
“port” section contains the bus of input signals X, the bus
of output microoperations Y, the synchronization signal
Clock and the Reset signal, by which the code of the ini-
tial state of the FSM is written into the memory register.

The architecture section contains a description of the
internal FSM signals, as well as a description of the struc-
tural blocks in the view of processes in accordance with
Fig. 1 and 2. The beginning of the description of the ar-
chitecture block looks like next:

architecture FSM_A of FSM is

signal T, D: unsigned(1 to R);
signal Canonic : unsigned(l to R);
signal nT: unsigned(l to R);

signal nX: std_logic_vector(l to L);
signal W: std_logic_vector(l to Rw);

begin

nT <= not T;
nX <= not X;

-- State code and Next state code

-- Result of "canonical® transitions
-- Negative values of State code

-- Negative values of input signals
-- Code of datapath operation

Here, the “Canonic” signal is the code of the next
state, formed in a canonical way. Its use will be discussed
later.

Below a process block describing the FSM memory
register is shown. The register switches synchronously
with the rising edge of the Clock signal.

process(C) -- Memory Register
begin
if rising_edge(C) then
if Reset = "1" then
T <= "10000";
else
T <= D;
end if;
end if;
end process;

The peculiarity of this description is that by a Reset
signal equal to one, the register is transferred to the initial
state, the code of which, according to the results of alge-
braic synthesis (Table 2), is equal to 10000,.

Let’s synthesize the block W, which forms the signals
wy, W, of the transitions operation code (Fig. 1). We im-
plement these signals using canonical Boolean equations
according to the table 2 and expression (2).
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Wy =8 V @sX| V agXs V @5X3 V @gXp v ag V ag Vv
v agaXy V pXo;

Wy =3y Vv apX v agXy vagXo VagXg v aggXy v
vV ay5Xy v ag7 v agg V dg.

We will use binary vectors <T, ..., Ts> to represent
the FSM states codes. Then, according to the coding of
the states given in the Table 2, the Boolean equations for
signals w;, w, take the following form:

Wy =TiToT3TyTs v T, TaTTeXy v TiTpTaTTsX, v
v TiToTaTaTsXg v TiToT3TaTsXp v TiToTaTyTs v
VT ToTaT4Ts v TiToTaTaTeX v TiToTaT4TsXy;
Wy =TiT,T5TyTs v TiToTaTTs% v TiToTaTaTs%, v
vTIToTaTaTsXp v TiToTaTToXg v TiToTaTTs% v
VAT, TaTTsXp v TiToTTyTs v TiToTaT,Ts v
v TT,TaT,Ts.
In general, these equations can be minimized in any
convenient way. In this paper, we will not perform mini-

mization and will immediately present block W in the
form of the following VHDL process:
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process (T, X, nT, nX) -- Block W
begin

W(1) <= (T() and nT(2) and nT(3) and nT(4) and nT(5)) or
(nT(1) and nT(2) and nT(3) and nT(4) and T(5)) or
(nT(1) and nT(2) and nT(3) and T(4) and nT(5) and X(2)) or
(nT(1) and nT(2) and nT(3) and nT(4) and nT(5) and X(3)) or
(T() and T(2) and T(3) and T(4) and T(5) and X(2)) or
(T(1) and T(2) and T(3) and nT(4) and nT(5)) or
(nT(1) and nT(2) and T(3) and T(4) and nT(5)) or
(nT(1) and T(2) and T(3) and T(4) and nT(5) and X(1)) or
(nT(1) and T(2) and nT(3) and nT(4) and nT(5) and X(2));

W(2) <= (T(@) and nT(2) and nT(3) and T(4) and T(5)) or
(nT(1) and nT(2) and nT(3) and nT(4) and T(5) and nX(1)) or
(nT(1) and nT(2) and nT(3) and T(4) and nT(5) and nX(2)) or
(nT(1) and nT(2) and nT(3) and nT(4) and nT(5) and X(3)) or
(T(@) and T(2) and T(3) and T(4) and T(5) and X(2)) or
(nT(1) and T(2) and T(3) and nT(4) and nT(5) and X(3)) or
(nT(1) and T(2) and T(3) and T(4) and nT(5) and nX(1)) or
(T(1) and nT(2) and T(3) and nT(4) and nT(5) and X(2)) or
(T(@) and T(2) and nT(3) and T(4) and T(5)) or
(nT(Q) and T(2) and nT(3) and T(4) and T(5)) or
(nT(1) and T(2) and T(3) and T(4) and T(5)):;

end process;

Please note that to ensure the correctness of the simu-
lation, the process sensitivity list contains both direct and
inverse values of the X and T signals.

Let’s proceed to the synthesis of the datapath of tran-
sition. Let’s clarify the structure of the DT shown in Fig.
2, according to the results of algebraic synthesis. The
clarification of the structure consists in the fact that it
contains four combinational circuits C; — C4, which corre-
spond to transitions operations O; — Q,4, and the multi-
plexer is controlled by a two-bit binary code W=<w;, wy>.

As will be shown below, combinational circuits C; —
C; have a trivial implementation using operators from the
synthesizable subset of VHDL. However, block C, is non-
standard, as it represents a canonical implementation of a
certain part of an FSM transitions. In the general case, the
code of the current state T and signals of logical condi-
tions X are received at its inputs. So the refined structure
of the OAP for GSA G is shown in Fig. 5.

Before developing the VHDL description of the DT,
let’s synthesize the C4 block. For this purpose, we will use
the technique discussed in [2, 3].

Transitions implemented in the canonical way, in Ta-
ble 2, have numbers 4, 8 and 10. Let’s do the following.

1. Let’s agree to use the Boolean vector <Dy, ..., Ds>
to encode the transition state code.
—» C > 1
2 D
» 3 T
RG >
> C, J NV
MUX Y
—»  Cs A
W Reset
W3 Clock —
| C4
w1

Figure 5 — Clarified structure of DT (GSA G)

2. Let’s form a separate table of transitions from these
lines, in which instead of the column W,, there is a column
Dy,. This column indicates those components of the vector
<D;, ..., Ds> which are equal to 1 in the binary code of the
transition state K,(as) of this row of the table.

As a result, we will get a table of transitions imple-
mented in the canonical way (Table 3).

Table 3 — Table of transitions implemented in the canonical way (GSA G)

an Ki(am) Ka(am) as Ki(as) Ka(as) Xn Dn Yh h
a 1 00001 2 24 11000 % D. D, Vs Va Vo 1
as 0 00000 ag 28 11100 X3 D; D, Dy Y1 Y2 2
as 31 11111 as 21 10101 X2 D; D3 Ds Y1 VY3 3

Each of the three transitions presented in the Table 3,
corresponds to the own term formed by the conjunction of
signals Ty, ..., Ts of the code of the current state (column
K,(am)) and the corresponding signal of the logical condi-
tion (column Xp). Let’s form these terms:

Q =TiToT3TgTsXy ;
Qp =TiToT3T4T5x3;
Q3 =TyToT3T4TsX; .
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Now we can form the equation for signals D; — Ds ac-
cording to the contents of column Dy, Since the D, signal
is not present in the Dy, column, we will consider it always
equal to O.

D1 =Q;vQyvQs;
D, =Q;vQy;
D3=Q, vQs;

D, =0;
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Ds = Q3.
The VHDL code for the combinational circuit C, is
given below. As you can see, the vector <Dy, ..., Ds> in
this model corresponds to the “Canonic” signal. Although

this signal is declared as “unsigned (1 to R) ”, each bit is
generated separately. Also, pay attention to the presence
in the process sensitivity list of both direct and inverse
values of T and X signals.

variable Q1: std_logic;
variable Q2: std_logic;
variable Q3: std_logic;
begin
Q1 :
Q2
Q3 :

Canonic(l) <= Q1 or Q2 or Q3;
Canonic(2) <= Q1 or Q2;
Canonic(3) <= Q2 or Q3;
Canonic(4) <= "0";
Canonic(5) <= Q3;

end process;

process (T, X, nT, nX) -- Canonical transitions

nT(1) and nT(2) and nT(3) and nT(4) and T(5) and nX(1);
nT(1) and nT(2) and nT(3) and nT(4) and nT(5) and X(3);
T(1) and T(2) and T(3) and T(4) and T(5) and X(2);

Although the combinational circuit C, is described as
a separate process, structurally it is part of the DT block
(Fig. 5). The description of the DT block in VHDL is as
follows:

process (T, W, Canonic) -- Datapath

begin
case W is

when 00" => -- 01
D<=T+ 7;

when 01" => -- 02
D <= T and "01001";

when 10" => -- 03
D <= T xor "00011";

when 11" => -- 04

D <= Canonic;
when others =>
D <= "00000";
end case;
end process;

The basis of this process is the “case” operator, which
has four branches corresponding to operation codes of
transitions O; — O,4. Operations O; — O,4 are implemented
with the help of “+”, “and” and “xor” operators, which
are included in the synthesized subset of VHDL and can
work directly with the “unsigned” data type. In the case of
04, to the output bus D the result obtained from the output
of the combinational circuit C4 (input signal “Canonic”) is
passed through.

The following fragment of the VHDL code describes
the BMO block that forms FSM output signals according
to (4). The method of describing this block is not funda-
mental and can be implemented both with the help of the
*“case” operator and by setting a system of canonical Boo-
lean equations by analogy with the considered blocks W
and C,. Also, this block can be synthesized using various
methods of output function optimization [2—4, 7].

© Barkalov A. A., Titarenko L. A., Babakov R. M., 2023
DOI 10.15588/1607-3274-2023-4-13

process (T, nT)
begin
case T is
when 10011 =>
when ""00001" =>
when ""00010"" =>
when "'11000" =>
when ""00000"" =>
when "11111" =>
when 10101 =>
when ""11100" =>
when ""00110" =>
when ""00101" =>
when 01100 =>
when 00111 =>
when ""01110" =>
when ""01101" =>
when 10100 =>
when ""01000" =>
when "11011" =>
when ""01011" =>
when 01111 =>
when "01001" =>
when others =>
end case;
end process;

The fragments of the VHDL code considered above
form a synthesizable part of the VHDL model of the FSM
with DT. For the correct functioning of the model, its first
lines should be lines connecting the necessary libraries:

library I1EEE;
use IEEE.STD_LOGIC_1164_ALL;
use ieee.numeric_std.all;

As the last line, you should add the architecture block
completion statement:

[ end FSM_A; |

To check the correctness of the considered VHDL
model, it is necessary to develop its behavioral part. The
function of the behavioral part in our case is the genera-
tion of external signals and their supply to the FSM in-
puts. Time intervals of signals generation in this case are
of no fundamental importance, since behavioral modeling
will take place without reference to the physical charac-
teristics of the device.

The behavioral part can be described by the following
VHDL code fragment:

OPENaﬁCCESS

<= "1100000";
<= "0011100";
<= "'0010010";
<= "0000010";
<= '1100000";
<= "1010000";
<= "'0000100";
<= "0011000";
<= '0001001";
<= "'0101100";
<= "0100100";
<= "1001010";
<= ''0000001";
<= "'0001000";
<= "'1010000";
<= "0010010";
<= "0010101";
<= ""1000000";
<= "0100001";
<= '0001100";
<= ''0000000";

<K< << << << << << << < <<
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library I1EEE;
use IEEE.STD_LOGIC_1164.ALL;
use ieee.numeric_std.all;

entity Model is

generic(R: integer := 5;
Rw: integer := 2;
N: integer = 7;
L: integer := 3);

port (Y: out std_logic_vector(l to N));
end Model;

architecture Model_A of Model is
signal C: std_logic;

signal Reset: std_logic;

signal X: std_logic_vector(l to L);

component FSM is
generic(R: integer := 5;
Rw: integer := 2;
L: integer := 3;
N: integer := 7);
port (X: in std_logic_vector(l to L);
Y: out std_logic_vector(1 to N);
C: in std_logic;
Reset: in std_logic);
end component FSM;

begin
process
begin
C <= "0"; wait for 80 ns;
C <= "1%; wait for 20 ns;
end process;

Reset <= "0" after 0 ns, "1" after 10 ns,
process
begin

X(1) <= "1"; wait for 17 ns; X(1) <=
end process;
process
begin

X(2) <= "1%; wait for 43 ns; X(2) <=
end process;
process
begin

X(3) <= "1%; wait for 38 ns; X(3) <=

end process;

L1: component FSM
port map (X, Y, C, Reset);

end Model_A;

-— Clock
"0" after 90 ns; -- Reset
-- X1
"0"; wait for 37 ns;
-- X2
"0"; wait for 36 ns;
-- X3

"0"; wait for 17 ns;

-- State code capacity

-- W code capacity

-- Number of microoperations

-- Number of logical conditions
-- Microoperations

-- Clock
-- Reset
-- Logical conditions

-- State code capacity

-- W code capacity

-- Number of logical conditions
-- Number of microoperations

-- Input signals

-- Microoperations

-- Clock

-- Reset

The behavioral part has the following features:

1. Microoperations formed by the FSM are displayed
on the output port Y.

2. The Clock signal has an interval of 100 ns. The Re-
set signal is generated once at the start of the device’s
functioning.

3. Signals X are formed in separate processes, which
makes them independent of each other. The intervals of
the upper and lower levels are random and can have any
values.
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4 EXPERIMENTS

For the developed VHDL model of FSM with DT, the
authors conducted experimental research with the help of
CAD AMD Vivado version 2023.1 (Vivado ML Standard
Edition, free version). The research sets two goals:

1. Checking the correctness of the work of the synthe-
sized FSM circuit using behavioral modeling.

2. Checking the possibility of synthesis of MPA logic
circuit in FPGA basis.

Achieving the first goal will allow us to consider the
proposed approach to building a VHDL model of an FSM
with DT correct. Achieving the second goal will confirm
the possibility of using the developed model to evaluate
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the effectiveness of FSM with DT according to the crite-
rion of hardware expenses [11].

5 RESULTS
Behavioral modeling of the developed model of FSM
with DT for GSA G was performed in AMD Vivado
CAD using standard modeling parameters. A fragment of

the timing diagram of the state machine is shown in
Fig. 6. Signals T and D are in unsigned decimal format,
other signals are in binary format. Three markers are set
on the diagram, which allow to analyze important mo-
ments of time in functioning of the FSM. Let’s consider
them.

Model_behav.wcfg
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Figure 6 — Time diagram of functioning of FSM with DT (fragment)

Until the moment t,=2650 ns, the FSM s in the state
with code T=31,p=11111, (state ag) and forms microop-
erations y,, ys. At time t;, signal x, becomes equal to 0,
which sets the values of signals w; and w;, into zero val-
ues. This results to executing of operation Oy:

D=31,y+7p= (38 mod 32)10 =619 =00110,.

This value is formed on bus D and is the state code of
the transition of the FSM in the next cycle of functioning.

At the moment t,=2680 ns, the rising edge of the syn-
chronization signal C arrives. Following this signal, the
value D=6,,=00110, is loaded into the memory register
and appears on the bus T. Thus, the FSM correctly transi-
tioned from state ag with code 31,4 to state ag with code
610. Also, with a change in T, there is a change in the out-
put signals: microoperations y,, y; are formed on the Y
bus. This coincides with Fig. 3 and confirms the correct
functioning of the BMO circuit.

At the moment t;=2780 ns, the FSM after the rising
edge of signal C passes from the state with code
T=6,,=00110, (state ay) to the state with code
D=5,,=00101, (state ajp). The transformation of the state
code proceeds using the operation Os: 00110, @ 00011, =
00101,. Since this transition is unconditional, the opera-
tion code W(03)=<10> is formed on the W bus immedi-
ately after the FSM transition to the state T=00110, (start-
ing from the moment t;) and does not change when the
values of signals x; — x3 change. Also, microoperations y,,
Ya, Y5 are formed at time t4. This corresponds to state ajg
in Fig. 3 and to transition h=15 in table 2.
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Thus, it can be concluded that the developed VHDL
model of FSM with DT is correct and corresponds to the
given graph-scheme of algorithm G.

Let’s check the possibility of synthesizing the devel-
oped VHDL model in the FPGA basis. Experiments have
shown that stages of synthesis and implementation in the
FPGA chip xc7al2tcpg238-1 occur without errors. As a
result of the synthesis, the numerical values of the hard-
ware expenses for the implementation of the synthesiz-
able part of the VHDL model of the FSM with DT were
obtained, consisting of 16 LUT elements and 5 triggers.
Thus, the developed VHDL model can be used to evaluate
the efficiency of the FSM circuit according to the crite-
rion of hardware expenses.

6 DISCUSSION

The method of operational transformation of states
codes, which is the base of the structure of FSM with DT,
provides for special coding of states of the FSM. Values
of states codes, selected transitions operations and their
mapping to FSM transitions form a full picture, which is
called a formal solution to the problem of algebraic syn-
thesis of an FSM with DT. On the one hand, the special
coding of states makes it impossible to use the finite state
machine synthesis tools built into the XST AMD Vivado
CAD [9]. On the other hand, knowing the specific values
of states codes allows you to apply your own optimization
methods aimed at optimizing hardware expenses in vari-
ous structural blocks of an FSM with DT.
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Thus, the application of structure of FSM with DT re-
quires the development of its own VHDL model, which
differs from the models recommended by AMD Vivado
CAD developers. The example considered in this paper
demonstrates the following features of the approach to
building such a model:

1. In the FSM with DT it is allow the use of any
arithmetic and logical operations. They can provide a dif-
ferent interpretation to the states codes of the FSM — sca-
lar (numeric) or vector (binary). Accordingly, the VHDL
model must also support different ways of interpreting the
states codes. In the considered example, the “unsigned”
data type is used to represent states codes, which allows
performing both arithmetic (scalar) and logical (vector)
operations on states codes. If necessary, it will allow the
use of other scalar types available in the VHDL language
libraries. For example, to work with signed numbers, the
“integer” data type can be used. In cases where the set of
TOs contains only vector operations, it is sufficient to use
only vector data type (such as “std_logic_vector”) for
states codes.

2. In the considered example, the combinational cir-
cuit C4 implements FSM transitions, which are imple-
mented in a canonical way according to the system of
Boolean equations. The necessity of using such a circuit is
due only to the results of the algebraic synthesis carried
out by the authors for a given GSA G. In general, situa-
tions are possible when all FSM transitions are imple-
mented using a given set of TOs. In this case, there will
be no need for a circuit like C,.

3. The number of combinational circuit reflects the
number of different transitions operations. In our case, it
is a number of lines of the “case” operator, which corre-
sponds to the multiplexer in Fig. 2. In general, the smaller
number of combinational circuit in the datapath (that is,
the smaller number of different TOs) corresponds to de-
crease in hardware expenses in the FSM with DT circuit.

4. Algebraic synthesis of FSM with DT demands the
formation of set of transitions operations. Such a forma-
tion can occur both at the beginning of algebraic synthesis
and during of its execution. When forming the set of OT,
it is necessary to ensure that these operations can be im-
plemented with the help of operators from the synthesiz-
able subset of the VHDL language. If there is a need to
implement a non-standard operation (scalar or vector),
you can use an approach similar to the development of the
C, circuit in the above example.

5. FSM with DT belongs to the class of FSM with
“hardware” logic. It should be understood that, in general,
any change in the input data (the GSA, the set of TOs, the
bit depth of states codes, etc.) requires a complete re-
synthesis of the FSM and its VHDL model. This applies
to the circuits of any custom digital devices.

CONCLUSIONS
The paper proposes a solution to the scientific prob-
lem of developing a VHDL model of a finite state ma-
chine with datapath of transitions. The correctness of the
model was checked in AMD Vivado CAD.
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The scientific novelty of the work lies in the fact that
all stages of development of a VHDL model are demon-
strated on a specific example, which allows you to under-
stand its peculiarities and differences from typical models
of finite state machines. The main feature of the proposed
model is that it is not focused on the use of finite state
machine synthesis tools built into CAD and can be used
in CADs of different FPGA manufacturers.

The practical use of the obtained results is possible in
the development of methods of synthesis, optimization
and evaluation of the efficiency of a finite state machines
with datapath of transitions, as well as other structures
and methods aimed at optimizing the characteristics of an
FSM circuit.

Prospects for further research consist in solving a
range of scientific and practical problems related to the
development, implementation and evaluation of the effec-
tiveness of the structures and methods of synthesis of fi-
nite state machines with optimized hardware expenses.
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AHOTANIA

AKTYyalIbHicTh. Po3risiHyTO 33/1a4y mM0oOYI0BH MPOrpaMHOil MO/IENI MiKPOTIPOrPaMHOTO aBTOMATa 3 OMEPAI[ifHUM aBTOMAaTOM MEPEXO/IiB
Mmoot VHDL. Tpouec cuHTe3y MoJeli OTOTOXKHIOETHCS 13 CHHTE30M JaHOTO THUIy aBTOMAaTa, OCKIUIBKM MOOY/JI0BaHA MOJENb MOXE OyTH
BUKOPHUCTaHA SK JUIS aHAJI3y MOBEIIHKU IPUCTPOIO, TaK 1 AJIS CHHTE3Y JIOTiuHOI cxemu B 6azuci FPGA. O0’ekTOM JOCIIDKEHHS € aBTOMATH-
30BaHMI CHHTE3 JIOT1YHOI CXeMHU MiKpOMPOrPaMHOIO aBTOMATA 3 OIEPAaLliifHIM aBTOMATOM IMEPEXO/IiB, 32 PE3yJIbTaATAMHU SIKOTO MOXYTh OyTH
OTpPHMaHI YHCENIbHI XapaKTePUCTHKH alapaTypHUX BUTPAT Ha peaniallifo cxeMH aBToMaTta. Lle 1o3Boiisie OLiHUTH e(eKTUBHICTh BUKOPHUC-
TaHHsI 1aHOT CTPYKTYPH MIKpPOIIPOrPaMHOT0 aBTOMATa IPH peaizallii 3aJaHOro allrOpUTMy KepyBaHHS.

Merta. Po3po06xka i nocrimpkenas VHDL-Mozeni MikpoporpaMHOro aBToMara 3 olepaniifHIM aBTOMaToM IIepeXoJiB I aHaJi3y HoBe-
JHKH aBTOMATa Ta KUIbKICHOI OI[iHKH arapaTypHUX BUTPAT B HOTO JIOTTYHIN CXEeMi.

MeTtoa. B ocHOBY noCIiKeHHS MOKJIAJIEHO CTPYKTYPHY CXEMY MIKpPOINpPOrpaMHOrO aBTOMaTa 3 ONepalliiiHUM aBTOMAaTOM IE€PEXO/IiB.
CuHTE3 OKpeMHX OJIOKIB CTPYKTYpH aBTOMaTa 3JIHCHIOETHCS 3a IIEBHOO MPOIEIYPOO BiIOBIAHO JI0 331aHOT Tpad)-CXEeMH allrOPUTMY Kepy-
BaHHS. Pe3ynbTaT cHHTE3y 3ampornoHOBaHO npenactapiati y Burisaai VHDL-onucy, 1o ocHoBaHui Ha (DiKCOBaHMX 3HAYCHHSX KOJIB CTaHIB
aBTOoMara. [IpogeMOHCTpOBaHUIl TPOIleC CHHTE3y OIEepallifHOro aBTOMara MepexoiB, 00Ky (OpMyBaHHsS KOIIB Omepalliid mepexoiB Ta
6stoky QopmyBanHs Mikpoornepauid. VHDL-ommc nanux OJIOKIB 3[IHCHIOETBCS Y CHHTE30BAHOMY CTHWIII, IO JJO3BOJISIE TIPOBECTU CHHTE3
noriuHoi cxemu aBromara B 6azuci FPGA 3a nonomoroto cydacHux CAIIP Ta oTpuMaTH YHCIOBI XapaKTEPHCTUKH CXEMH, 30KpeMa 3HAYCHHS
amapatypHux BHUTpat. J[is aHamizy KOPEKTHOCTI POOOTH CHHTE30BaHOI CXEMH PO3IJISIHYTO MPOIEC PO3POOKH MOBEMIHKOBOI CKIIAJ0BOT
VHDL-moneni, GyHKIIi€0 K0T € reHepaliisi BXiJHAX CUTHAIIIB aBToMarta. KilacuyHe MoeIHaHHS CHHTE30BaHOI Ta MOBEJIHKOBOI YaCTHH MO-
JIeTTi T03BOJISIE TIPEACTABUTH PE3yJIbTaTH CHHTE3y MiKpPOIPOrpaMHOTO aBTOMATa 3 OlepaliifHIM aBTOMATOM IEPEXO/IiB K OKPEMHH IPOEKT,
110 MOYKe OYTH BUKOPUCTAHUH B IKOCTI CTPYKTYPHOI CKJIaI0BOT IPOEKTOBAHOI IU(PPOBOT CUCTEMH.

PesyabraTn. Ha npuknazi aberpakTHol rpad-cxemu anroputMy kepysanHs po3pobiaeno VHDL-mozens MikponporpaMHOTo aBToMaTa 3
ornepauiiinuM aBTomMaToM rnepexois. 3a monomororo CAIIP AMD Vivado npoBeieHO cHHTE3 po3po0IIeHOT MOJIENi Ta TPOBeIeHe MOBE/IiH-
KOBE MOJICNIOBAHHS POOOTH CXeMU aBToMara. Pe3ynbTaTi CHHTE3y CXEMH J03BOJIMIM OTPUMATH 3HAYCHHS allapaTypHUX BUTPAT MPU peati-
3amii cxemu B 6azuci FPGA. 3a pe3ynpTaTaMu IOBEIiHKOBOTO MOZIEIIIOBAHHS OTPHMAHi AUAarpaMu 4acy, sIKi CBil4aTh PO KOPEKTHICTh pea-
nizarii QyHKIiil mepexoiiB Ta BUXO/IiB CHHTE30BaHOTO aBTOMATA.

BucnoBkn. Y tpaguuitnnx VHDL-Mozensx KiHIEBUX aBTOMATiB CTaHW HE MICTATh KOHKPETHHX KOJIB i 1ICHTU(IKYIOThCS 3a JOIIOMO-
roto sitepainis. Lle no3Boinsie CAIIP npoBoauTH KOAyBaHHS CTaHIB Ha BIAacHUIl po3cya. OMHaK Takuil MiAXiJ HE MiIXOIUTH VIS OHHCY MiK-
POIPOrpaMHOTO aBTOMAara 3 OIEepaliiHMM aBTOMATOM MepexoiB. IlepeTBOpeHHs] KOMIB CTaHIB 3a JIOMOMOIOK MHOXHHH apH()METHKO-
JIOTIYHMX OIepaliii BUMarae BUKOPUCTaHHs (piKCOBaHUX 3HAYEHb KOJIIB CTaHIB, 110 BU3Ha4ae crerudpiky VHDL-mozeni, 3anpornoHoBaHOl B
naHii pobori. Jlana i moiOHi Mozeni MOKyTbh OyTH BUKOPHCTaHI, 30KpeMa, MPU AOCTiAXKEHHI epEeKTUBHOCTI MIKpPOIIPrpaMHOr0 aBToMara 3a
KpPHUTEpieM arapaTypHUX BUTPAT B CXEMi IPHCTPOIO.

KJIFOUYOBI CJIOBA: MikpomnporpaMHHii aBTOMAT, omnepailiiHui apromat nepexoais, VHDL-monens, anaparypui Butpatu, CAIIP
AMD Vivado.
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ABSTRACT

Context. The task of automating the construction of domain dictionaries in the process of implementing software projects based
on the analysis of documents, taking into account their size and presentation form.

Obijective. The goal of the work is to improve the quality of the dictionary based on the use of new technology, including special
processing of short documents.

Method. A model of a short document is proposed, which presents it in the form of three parts: header, content and final. The
header and final parts usually contain information not related to the subject area. Therefore, a method for extracting content based on
the use of many keywords has been proposed. The size of a short document (its content) does not allow determining the frequency
characteristics of words and, therefore, identifying multi-word terms, the share of which reaches 50% of all terms. To make it
possible to identify terms in short documents, a method for their clustering is proposed, based on the selection of nouns and the
calculation of their frequency characteristics. The resulting clusters are treated as ordinary documents, since their size allows for the
selection of multi-word terms. To highlight terms, it is proposed to select sequences of words containing nouns in the text. Analysis
of the frequency of repetition of such sequences allows us to identify multi-word terms. To determine the interpretation of terms, a

previously developed method of automated search for interpretations in dictionaries was used.

Results. Based on the proposed model and methods, software was created to build a domain dictionary and a number of
experiments were conducted to confirm the effectiveness of the developed solutions.

Conclusions. The experiments carried out confirmed the performance of the proposed software and allow us to recommend it for
use in practice for creating dictionaries of the subject area of various information systems. Prospects for further research may include
the construction of corporate search systems based on dictionaries of terms and document clustering.

KEYWORDS: domain dictionary, information system, term, clustering, information technology, short document.

ABBREVIATIONS
DD is domain dictionary;
IS is information system;
FCA is Formal Concept Analysis;
LDA is Latent Dirichlet Allocation;
OS is organizational system.

NOMENCLATURE

addr is a location of the document;

Cd; is a i -th cluster of the content of short documents;

d; is a document included in the cluster;

Ds is a set of short document;

ds; is a document;

Ks;, is a coefficient of proximity of the document d;
with the central document of the cluster Cd,;

kw; is a tuple of the set of keywords;

mKw is a lists (sets) of keywords;

Mt; is a set of one-word terms of the document d;;

Nc is a number of the last words of the document;

Ncd is a number of words in the document;

Ncorp is a number of documents in the corpus;

Nh is a number of the first words of the document;

nm; is a number of different terms in the document;

nmq is @ number of occurrences of the term tq in the
document d;;

ns is a quantity of documents;

nw; is a size of the document in words;
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Nww is a number of “erroneous” words;

Qs is a quality of selection;

Qsa is a quality of separating the content for the
corpus of documents;

rl is an index of the first word of the content of the
document;

r2 is an index of the last word of the content of the
document;

Tc; is a concatenation of the texts of the documents
included in it;

text; is a text of the document;

t, is a term represented by a noun.

INTRODUCTION

The DD is one of the first artifacts that is created in
the process of designing an IS. DD allows the Developer
and the Customer to determine a common language of
communication [1]. With its help, requirements for IS are
formulated, user interfaces are created, instructions are
written [2]. Such dictionary is recommended to be used in
various subject areas [3]. The creation of DD primarily
involves the definition of terms. The simplest way to
highlight terms is to study the texts of documents [4] that
represent the subject area of IS. Manual text analysis is a
very time-consuming process that requires special
knowledge in the field of linguistics. Therefore, in recent
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years, more and more attention has been paid to the

automated selection of terms and their interpretation [5].
The condition for a reasonable selection of a term is

its repeated occurrence in the text of the analyzed

stable phrases. The smaller the document size, the lower
the probability of correct selection of terms in it.

Fig. 1 shows the existing technology for building DD,
which does not provide for special processing of short

document. Only in this case it is possible to distinguish  documents.
pratyzer o ] j
A A
‘, jaEE:!
Choose | Documents Noun Term : Eré:gfi?
Documents of IS Extraction Extraction : Vocabulary
I

Figure 1 — The existing technology for creating DD

A feature of the corpus of documents used to build
DD is many short documents (letters, orders, instructions,
etc.) related to different topics, in the structure of which a
significant proportion is occupied by the heading and
closing parts with terms that do not correspond to the
topic of the document. The concept of a short document
does not have a clear quantitative definition in terms of
isolating terms from its text. Short documents often
contain formal header and tail sections that need to be
excluded from analysis. To build DD, it is necessary to
develop a separate methodology for processing short
documents.

1 PROBLEM STATEMENT

Suppose that there are many documents used to
develop an automated information system —

D = Do v Ds, where Do - is a regular document, and
Ds — is a short. Since it is impossible to correctly extract a
term from a short document, it is necessary to perform a
number of transformations on the set Ds:

Ds = Ds’ where Ds’ — the set of short documents
without header and tail parts;

Ds’ = CDs, where CDs — the set clusters of short
documents.

A sufficiently large cluster text can be considered as a
regular document. Then D”= Do u CDs — a virtual set of
documents from which one can get a set of terms — Term,
that define subject area: D’= Term.

2 LITERATURE REVIEW

In [6], the problem of the low frequency of keywords
in short documents was noted. An algorithm is proposed
that uses the domain ontology to calculate the semantic
distance between short documents. The question of
ontology formation remained open. In articles [7,8] was
proposed a method that uses thematic models that make
short text less sparse and more thematically oriented for
classification. These methods are difficult to apply to DD,

© Kungurtsev O. B., Mileiko I. I., Novikova N. O., 2023
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which is created at the first stage of IS design. The task of
analyzing short texts is relevant for Web applications such
as social networks, forums, and blogs. To solve the
problem, an extension of terms, also known as an
extension of documents, was proposed [9], based on the
classification of texts and their semantic analysis. The
paper does not specify the way of obtaining the initial
information, but the proposals deserve attention. In [10] a
system that can perform automatic summation of several
documents using semantic text analysis, clustering, based
on the representation of a document as a set of triplets
(subject, verb, object) is proposed. The disadvantage of
this solution is the rather complicated text analysis and
system configuration for a specific user. In [11], dynamic
clustering is proposed, which allows you to track the
time-varying distribution of topics across documents and
words across topics. From the point of view of the
formation of DD, the method is difficult to apply due to
insufficient time and the number of texts for training. In
article [12] is used the concept of weighted similarity
scores of terms in Formal Concept Analysis and was
explored its effectiveness for expanding terms. It is shown
that the weighted measures of similarity of terms, when
choosing the appropriate weight value, give a good result.
The material is of practical interest and will be partially
implemented in this work.

Analysis of the effectiveness of using two approaches
to expand terms: weighted measures of similarity, studied
in FCA, and a number of measures of correlation, often
used in data mining was carried in [13]. It has been
empirically shown that the cosine correlation measure is
superior to other methods for short documents. The paper
[14] describes an experiment comparing short document
classifiers based on two methods: Latent Dirichlet
Allocation (LDA) and Formal Concept Analysis (FCA). It
has been shown that FCA leads to a much higher degree
of correlation between terms than LDA, and initially
gives a lower classification accuracy. The disadvantage of

OPEN a ACCESS
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the considered methods is a long and laborious learning
process.

In [15], a preliminary clustering method is proposed,
which allows one to limit oneself to only a corpus of
documents representing the subject area of the designed
IS. However, in this work, as well as in [16, 17], there is
no clear definition of a short document.

Short documents used to build DD are significantly
different from short texts on the Internet [18]. The
workflow of most organizational structures is dominated
by formalized documents [19] with heading and closing
parts. The need to highlight the meaningful part of a short
document was noted in [15], but a clear algorithm for
solving this problem is not presented.

3 MATERIALS AND METHODS
Short document model. In accordance with [15], we
will assume that the corpus of all documents under study
is presented in the form

D={d}, i=1,n. )

Let’s extend the previously used model to represent a
single document. Since the documents based on which the
DD is built can be located on different computers, disks
and directories in the Customer’s organization, it is
necessary to introduce the concept of an address for a
document. To highlight the content of the document, you
should limit the search area of the heading and final parts
of the document. Thus, document can be represented by a
tuple

D; = <addr, text;, rl1, r2, nw;, Mt;>, (2
Mti= {<t, nmg>}, q=1, nm, 3

To apply the model, it was necessary to clarify the
concept of a “short document”. As a result of the
experiments (see the Results section), it was proposed to
consider a document up to 1400 words as short. Thus, the
set of short documents can be represented as

Ds = {d, | di eD /\di.nWi < 1400}, i= 1, ns. (4)

A method for highlighting the content of a short
document. To highlight the meaningful part, it is
necessary to have signs of the heading and closing parts.
Such signs are certain “keywords” of these parts of the
document. It should be noted that the list of all formalized
documents for a certain state has hundreds of names. It is
undesirable to use such a list in the algorithm for
highlighting the content of a document, since the
interpretation of keywords from one subject area may not
coincide with their interpretation in another. Therefore, it
makes sense to compose sets of keywords for the heading
and closing parts in relation to the subject area (perhaps in
the narrow sense of the word).
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In general, within the framework of one project of IS,
several lists of mKw (sets) of keywords can be created:

mKw = {kw;}, i=1,q, Q)

where kw; - < mKwHead, mKwEnd > is a tuple of the set
of keywords in the header part of documents;
mKwHead; = { wi; }, j =1, gh; and the corresponding set
of keywords of the final part of the documents;
mKwend = { w;; },j =1, ge;.

For example, for the personnel department of a
university, the set mKw will look like:

mKw = {{labor contract, order}, {signature,

date},...{} }
Thus, a short document can be presented in the form
Ds; = <mWhead, mWcontent, mWend >, (6)

where the heading is mWhead , represented by an ordered
set of words

mWhead = {wy, Wy, ..., Wi, ..., Wp},

while 3 w; | w; e mKwHead A w; e mWhead;
and the final part mWend , represented by an ordered set
of words

mWend ={w,, W1, ... , Wj, ..., W}, at the same time
3 w;| w; € mKwEnd A wj e mWENd.

For example, the following heading keywords can be
distinguished from personnel documentation:
“Agreement”, “Order”, “Card”, “Order”, “Time sheet”,
“Statement”, “Act”, “Schedule”, “Note” and the
following the words of the final part:
“Signature”/“Signatures”, “Acquainted”, “Approve”.

To highlight the content part, you need to determine
its first and last words. To do this, it is proposed to
determine the possible boundaries of the heading and
closing parts by searching for terms from mKw. Terms
from mKwHead are searched from the beginning to the
end of the document, and terms from mKwEnd are
searched from the end to the beginning of the document.
It is proposed to limit the search area of the heading and
final parts of the document to reduce the probability of
errors in the case when the document does not belong to
the category of formalized ones. In addition, limiting the
search area reduces the time for document analysis.

It is not possible to analytically determine the
boundaries of the header and footer search for many
different documents, so experimental studies were carried
out on two sets of documents of various formats. 74
documents in Russian and 68 documents in English from
the trade organization’s workflow were processed. The
number of words for highlighting the heading part Nh and
the closing part Nc was set equal to 5, 15, 25, 30, 35 and
50. The quality of highlighting the content part was
assessed by an expert depending on the number of “extra”
and “missing” words in the content part. Under the quality
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of selection for a separate document, it is proposed to
understand Qs, calculated by the formula:

100x (Ncd — Nww)
Ncd '

Quality of separating the content for the corpus of
documents for certain values of Nh and Nc by the formula

N
Zi:COrp Qsi
Ncorp |

Qs=

()

Qsa = (@)

It has been experimentally shown that the best value
for Nh is 35, and for Nc — 25 (see the Results section). Let
us formulate the steps of the method.

— Find among the first Nh words of the document the
word w; | w; € mWhead. If the word is found, then the
index of the first word of the substantive part Startind =
i+1 is, otherwise Startind = 0.

— Find the word among the last Nc words of the
document w; | w; € mWend . If the word is found, then the
index of the last word of the substantive part
Endind = j -1 is, otherwise EndInd =Ncd.

— Crop the document at the edges — before the index
find and after the index lind .

— Find how many characters need to be further
indented after the beginning of the truncated document to
remove lines that have less than five words or less than 50
characters.

— Crop the document according to the received data.

Clustering short documents. In accordance with a
previous study (Fig. 2), in short documents the average
frequency of repetition of nouns is low, which does not
allow to qualitatively distinguish verbose terms.
Therefore, it is proposed to define terms not within a
single document, but within a cluster of short documents.
For this purpose, the preliminary clustering method was
used [15]. The method allows you to calculate the
proximity coefficient Ki; = Ky + y*Ky; of documents d;
and d; based on the relative number of matching nouns
(component Kj;; ) and the frequency of matching nouns
(component y*Ky; ). Optimization of the composition of
clusters is ensured by adjusting their composition
depending on the proximity of the document to the cluster
core.

Let us represent the clustering process in the form

DSM{Cd-}
i

The practical use of the short document clustering
method [13] showed that after the completion of
clustering based on kernels, several clusters Cd; are
formed that contain only one document, that is

Cdi={d;},j=1 9)

Therefore, an additional stage is introduced into the
method, at which for each document dj a cluster Cd, is
found to which it can be attached.

d;—% cd,,.
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In this case, the next condition is fulfilled

Ks;

jp=_max Ks; 4.

g-lmgxj

Extracting terms from a cluster

Multiword terms make up a significant part of all
terms. The work [20] shows that 29.13% of the terms
from the Internet request contain three or more words. In
the documents of organizations, terms containing two and
three words make up about 50% of all terms. This
determines the need to extract multiword terms from short
documents.

Let us represent some cluster Cd;in the form

Cdi = {dj}, j = l, nj.
Let’s form the text of the cluster Cd;.

Tej = Ufjdj , as a concatenation of the texts of the

documents included in it.
Let’s represent the cluster text as a sequence of
elements

TCi= e1€;...6¢...84-1€q.

The text element can be a word or a punctuation mark.
Let us denote the text element corresponding to the
noun as eN, and the text of the cluster as

TCi= €1€5...64_2 €1 ENkEk+1 B2 ENi+3 Bk 4. 84164,

To highlight multiword terms in each sentence of the
text, sequences of words containing nouns are selected.
Let there be some sequence of words, which is bounded
on the left and right by punctuation marks:

S = €42 €1 ENBI+1 Ex2 BNks 3 Byra.

If we take a noun eNy as a base, standing at the
beginning or end of a term, the following sequences of
words, which can be terms will be selected from S:
k-2 €k-1 ENi, -1 €Ny, Ny, Ny v1, €N Eir1 Bira | BNy B4t
€2 €Niaa, €Ny €xr1 2 ENyas €kaa At the same time, the
term cannot begin and end with a union, a preposition and
a numeral, and these parts of speech are not considered
“important”. In this work, it was decided to limit the
length of the term to three “important” words.

Definition of interpretations of the term.

Defining definitions for terms is a long and laborious
process [21], which it is desirable to automate [22] . Since
such a task is beyond the scope of this study, it is
proposed to use a ready-made solution [23], which
provides a detailed analysis of a dictionary entry,
automated removal of redundant definitions, and a simple
procedure for expanding the dictionary bank (software
product DictionaryOfinterpretations).

Technology for creating DD with separate
processing of short documents. Given the large number
of short documents in the corpus of documents to be
analyzed for the construction of DDs, it is proposed to
introduce additional procedures for processing short

documents (Fig. 2).
OPEN 8 ACCESS
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Figure 2 — New technology for building DD

According to Figure 2, the procedure for building an
DD is as follows:

— The expert (representative of the customer) selects
documents of the organizational system (OS) that are of
interest to the designed IS.

— As a result of filtering, short documents are selected
from the entire corpus of documents.

— From short documents, their substantive part stands
out.

— Using the analyzer, nouns are highlighted in texts
and the number of their occurrences in documents is
counted.

— For short documents, clustering is performed,
because of which clusters are formed according to the
principle of belonging to one topic.

ResultGiver
+getResult()
+getTotalResult() Clasterizer
' +huildCloseMatrix()
App +clasterize()
+findCores() <
+start() +coreClasterize()
+uniteSingles()
+getClasters()
+addCLaster()
Prepare
Initiator
+write ToFile()
+nit() +readFromFile()
+getMid()

— From documents (large) and clusters of documents
(short), terms (generally multiword) are distinguished.
The expert analyzes and edits the list of terms in terms of
their belonging to the subject area of the projected IS.

— Based on the received list of terms, the user himself
or with the help of an external system performs the
interpretation of the terms.

4 EXPERIMENTS
Development of a software product. To implement
the proposed technology, the software product TerEx was
developed , the general class diagram of which is shown
in Fig. 3.

Document
+equals()
+countAmount()

Claster +getPath()
+getName()
+addDocument() +CO$£|tUdn(l}que()
+removeDocument() |~ +getrin
+getDocuments() iSEItE\!rnEIdO N t
+getCore() +getP c;;] sAmount()
+findCore() +SetNa 0
+getDocAm() +zeeﬂ§)r:1t106()
+setText()
+setWords_amounts()
+setWords_types()

Figure 3 — Class diagram of the TerEx system
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Figure 4 — Graph of the dependence of the frequency of repetition of nouns on the length of the document
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TerEx allows you to perform the following actions on
documents:

— highlight individual words, conduct their
morphological analysis, count the number of occurrences
in texts;

- highlight the content of the document;

— perform clustering of documents;

— highlight single-word and multi-word terms from
the text.

5 RESULTS

Definition of a short document. We studied a corpus
of 381 documents in Ukrainian, English and Russian,
containing from 15 to 1332 nouns. The results of the
experiment are presented in the form of a graph (Fig. 4),
based on which it was concluded that documents up to
1300-1400 words in size should be considered short. The
experiment showed that the subject area and the language
of the documents do not have a noticeable effect on the
results obtained.

Determining the quality of highlighting the content
of a short document.

To determine the dependence of the quality of
highlighting the content of the document on the values of
Nh and Nc, 74 short documents were analyzed. The
results are shown in Table 1. The best quality is achieved
with a limit of 35 words from the beginning of the
document and 25 words from the end of the document.

Table 1 — Dependence of the quality of highlighting the

meaningful part on the values of Nh and Nc

Nh | Qs Nc | Qs

35 | 97.14 | 25 | 95.64

30 | 96.16 | 35 | 9541

25 | 96.06 | 30 | 94.99

15 | 89.16 | 15 | 89.79

5 84.16 | 5 82.98

50 | 82.37 | 50 | 824

After setting these values, the average correctness of
extracting the meaningful part of 96.39% was obtained.

Determining the quality of clustering. When
requesting clustering, a new folder
“ClusterizationResultFolder” is created in the directory
selected for displaying the result, in which the file *“_
totalTerms . txt ”, containing a general list of terms from
all clusters, as well as new folders — Cluster _1 ... Cluster
_ N, where N is the resulting number of clusters is
created. An example of the contents of the
“ClusterizationResultFolder” directory and the structure
of the files before they are processed is shown in Figure 5.
In the folder of each cluster is the file “_ terms.txt”,
containing a list of terms in this cluster, as well as copies
of all documents included in this cluster.

104 documents were subject to analysis. Five clusters
were found. Analysis of the result showed that the
documents in the selected clusters are really close to each
other in terms of the nouns they contain. No errors were
found.

Determining the quality of highlighting multi-word
terms. A comparative analysis of the results of the work
of the TerEx product and the well-known online service
for text analysis SketchEngine [24] was carried out. A
corpus of 100 documents was studied. The results of the
experiment are presented in Table 2.

Defective terms are those that contain extraneous
characters, cut words, prepositions, or are not words at all.

Figure 5 — File structure before (left) and after (right) processing
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Table 2 — Comparative analysis of the quality of term selection

TerEx SketchEngine
Number of highlighted terms 11119 15315
Number of defective terms 585 2095
Error Percentage 5.26% 13.68%

Elapsed time 4 minutes 45 seconds 5 minutes 12 seconds
File limit No limits 100 files
License Is free Paid subscription
Distribution of documents by Performed Not supported
clusters
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TEXHOJIOT'ISA ABTOMATHU30BAHOI'O IOBYIYBAHHS CJIOBHUKIB MPEAMETHOI I'AJTY3I 31
CIIEIJAJIBHOIO OBPOBKOIO KOPOTKHUX JTOKYMEHTIB

Kynrypues O. B. — xanz. TexH. Hayk, npogecop kadenpu [mkenepii nporpamuoro 3adesnedenHs HanioHaabHOTO yHIBEPCHTETY
«Opechbka noitexHika», M. Oneca, YkpaiHa.

Muuneiiko I. I. — crynentka kadenpu I[mxenepii mporpamHoro 3abesneueHHs HamionambHOro yHiBepcutery «Ojechka
noiitexHika», M. Ozeca, Ykpaina.

HogikoBa H. O. — kaHj. TexH. HayK, MOUEHT Kadenpu Texniuna kibepHeTrka i iHdopmamiiiHi TexHomorii im. mpodecopa
P. B. Mepkra OpmechKoro HalliOHAIEHOTO MOPCBKOTO yHiBepcuteTy, M. Ozneca, YkpaiHa.

AHOTANIA

AxTyanbHicTh. Po3risiHyTO 3aBmaHHs aBTOMAaTH3alil MOOYNOBH CIIOBHUKIB HpEeIMETHOI Taly3i y NpoIeci BHKOHAHHS
MIPOrpaMHHX IIPOEKTIB Ha OCHOBI aHANI3y JOKYMEHTIB 3 ypaXyBaHHIM iX po3Mipy Ta GOpMH HOJAHHS.

MeTa po6OTH — IIiJBUIIEHHS SIKOCTi CJIOBHHMKA HA OCHOBI 3aCTOCYBaHHSI HOBOI TEXHOJIOTII, IIJ0 BKJIIOYAE CIIELialbHYy 00pOOKy
KOPOTKHX JJOKYMEHTIB.

Merton. [IponoHyeThesi MOZICIB KOPOTKOTO AOKYMEHTA, sIKa MPE/ICTABIISE HOr0 Y BUIUIS/II TPHOX YaCTHH: 3ar0JIOBHOI, 3MICTOBHOL
Ta 3aKIIOYHOI. Y 3aroyioBHIH 1 3aKJIIOYHIA YacTHHAX 3a3BHYail MicTHThCS iHQOpMAIlis, M0 HE Mae BiTHOIICHHS IO MPEAMETHOI
obnacti. ToMy 3ampONOHOBAaHO METOJ BHIUICHHS 3MICTOBHOI 4acTHHM, 3aCHOBAHMI Ha BHUKOPHUCTaHHI MHOXHMHH KJIIOUOBHX CIIiB.
Po3mip KOpOTKOro mOoKyMeHTa (fOro 3MICTOBHOI YacTHHH) HE [O3BOJSIE BU3HAYUTH YAaCTOTHI XapaKTEPUCTHUKH CIIB i BHSBUTH
OararocyiBHI TepMiHH, yacTka akux csrae 50% Bix ycix TepmiHiB. s 3a0e3medeHHS MOKIMBOCTI BUIUJICHHS TEPMiHIB Y KOPOTKHX
JOKYMEHTax 3allpOIIOHOBAaHO METOJ IX KiacTepusamii, 3aCHOBaHMH Ha BUAUICHHI IMEHHHMKIB Ta OOYHCIEHHI iX YacCTOTHHX
XapaKTepHCTHK. YTBOPEHI KJIACTEpH PpO3IILNAIOTHCS SK 3BHYANHI JOKYMEHTH, OCKUIBKM IXHIH po3Mip HO3BOJISIE BHIUISATH
OararociiBHi TepMiHd. [l BUIIICHHS TEPMiHIB 3alpPONOHOBAHO BUIUIATH B TEKCTI MOCIITOBHOCTI CIiB, IIO MICTSITh IMCHHHKH.
AHai3 4acTOT IOBTOPEHHS TaKHMX IOCITIJOBHOCTEH J03BOJISIE BM3HAUUTH OaraTociiBHI TepMiHW. J[JI1 BH3HAYEHHS TIIyMaueHHs
TEpMiHiB BUKOPUCTAHO paHillle po3poOIeHNH METO/] aBTOMATH30BaHOT'0 IIOLIYKY TJIYMaueHb y CIOBHHUKAX.

PesyabraTn. Ha ocHOBI 3ampornoHoBaHoi Mojelni Ta METOXIB CTBOPEHO NporpamHe 3abes3nedyeHHs Ui 1M00yJOBH CIOBHHKA
MPeIMETHOI Tary3i Ta MPOBEACHO HU3KY EKCIIEPUMEHTIB, IO MiATBEPKYIOTh €PEKTUBHICTD PO3POOICHHX PillleHb.

BucHoBku. [lpoBeneHi eKCHEPHMEHTH MIiATBEPAWIN IPale3AaTHICTh 3alpOIIOHOBAHOTO MPOTPaMHOTO 3a0e3NeYeHHs Ta
JIO3BOJIAIOTh PEKOMEHAYBAaTH HOro 1O BHUKOPHUCTAHHS Ha IPAKTUNI JUIT CTBOPEHHS CIOBHHKIB IIPEAMETHOI Taiy3i pi3HHX
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iHdopmaniiHux cucteM. [lepcrekTHBY NOAAIBIINX AOCTIHKEHb MOXKYTh BKIIOYATH ITO0YIOBY KOPIIOPATUBHUX MOIITYKOBHX CHCTEM
Ha OCHOBI CIIOBHHUKIB TEpMiHIB Ta KJ1acTepu3anii JJOKyMEHTIB.
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TEXHOJIOI'TA ITIOPO’KEHHS ITPOJAOBXEHHS IIICEHDb HA OCHOBI
CTPATEI'IM 'EHEPALII TECTY, TEXTMINING I MOBHOI MOJEJII TS

Mensikos O. O. — marictp xadenpu «IHpopMmarriiiHi cucreMu Ta Mepexi», Hanionanpauil yHiBepcuTeT «JIbBiBChKA
moJTiTexHikay, JIbBiB, YkpaiHa.

Bucoubka B. A. — kaHA. TexH. Hayk, JOLeHT, JoueHT kadenpu «IHdopmamiiiHi cucreMu Ta Mepexi»,
Haunionansnuii yHiBepcuteT «JIbBiBChKa MONTiTEXHIKaY, JIbBIB, YKpaiHa.
AHOTALIS

AKTyanbHicTh. Harepen HaBYeHI BeNWKI MOBHI MOJIEINI, HA CHOTOJHI — II€ JIOKOMOTUB pOo3BUTKY He jmmmie NLP, a i cuctem
IMOMHHOTO HaBYaHH 3arajioM. Mopeli TpanchopMepH 31aTHI po3B’si3yBaTH (GaKTHYHO yCi 3aj1adi, 110 Hapa3i iCHYIOTh, 32 YMOBH
BHUKOHAHHS IEBHHX BHMOI Ta MPAKTHK iX HABYaHHSI. B CBOIO 4epry, cjoBa, peveHHs Ta TEKCTH € 0a30BUM 1 HaMBa)KIHMBIIIMM
Croco0OM KOMYHIKaIlii MK IHTEJIEKTyaJbHO DPO3BHHEHHMH ICTOTaMH. 3BHYAIfHO, MOBJIEHHS 1 TEKCTH BHKOPHCTOBYIOTHCS IUIS
JIOHECCHHSI NIEBHHUX eMOIIil, moxi# Tomo. OMUH 3 OCHOBHUX HAIPSIMKIB BUKOPHCTAHHS MOBH [UISl OMKCY MEPEKUTHX €MOLiil — 1e
micHi 3 Tekcramu. [Ipote, gacTo gepe3 HeoOXiIHICTH 30epeKeHHS pUMH Ta PUMYBAaHHS, PO3MIPHOCTI BIPIIOBUX PSJIKIB, CTPYKTYpH
ITiCHI TOIIO, apTHCTaM IPUXOUTHCS BUKOPUCTOBYBATH MMOBTOPEHHS PSIIKIB y TeKcTaX. KpiM TOro, mporec HanucaHHs TEKCTiB MOXe
OyTH TpHBaJIM.

MeTo10 oCTiIzKeHHsI € po3poOKa iH(POPMAITHOT TeXHONOTIl TeHepalli MPOJOBKEHHS TEKCTIB IMiCeHh Ha OCHOBI
MamrHHOro HaB4aHHA TS5 3 (SA, specific author) Ta 6e3 (NSA, non-specific author) BpaxyBaHHS CTHIIO aBTOpA.

Meroa. [lis mpolecy reHepariii BaXIHBHM € MHUTaHHSA BHOOPY crpaterii nekomyBanHs. IIpore, 3aMiTh TOro, mo6 HajgaTu
riepeBary KOHKpETHiH crparerii, y cucreMu Oyne miATpMMKa MHOXHHU cTpareriid. 3okpema Taki 8 crpareriii: Contrastive search,
Top-p sampling, Top-k sampling, Multinomial sampling, Beam search, Diverse beam search, Greedy search, Ta Beam-search
multinomial sampling.

Pe3yabraT. Po3po0iieHO MOJEb MAIIHHHOIO HABYAHHS Ul TeHepallii MPOIOBKEHHsI TEKCTIB MCeHb 3 IOMOMOIOK BEMKUX
MOBHHX Mojielieli, 30kpeMa mozeni T5, aJIs MPUCKOPEeHHs, JOMOBHEHHS Ta MMiJBUIIECHHS THYYKOCTI MPOIIECY HAMCAHHS TEKCTIiB 10
TTiCeHb.

BucHoBku. CTBOpeHa MOJENb MOKa3ye BiAMIHHI pe3ysibTaTH TeHepallii MPOJOBKCHHS TEKCTIB MiCEHb HA TECTOBHX JAHHX.
AHani3 BHXIZHUX JaHMX TOKa3aB, 10 Monedb NSA Mae MeHHI JerpajamiidHi pe3ynbTatd, a i Moxeni SA HeoOXimHO
30aaHCOBYBATH KUIBKICTh TEKCTY JUIs KOXKHOro aBTopa. OOpaxoBaHo Kinbka TekcroBux MeTpuk sk BLEU, Rougel Ta RougeN mis
KiJIbKiCHOTO TIOPIBHSIHHS pe3yJIbTaTiB MOZENIEH Ta CTpaTeriii renepyBaHHs. 3HaueHHs MeTpukd BLEU e Halipi3HOMaHITHIIINM, i Horo
3HAYCHHS 3HAYHO 3MIHIOETHCS, 3aJIeXHO Bix crpaterii. [Ipu npomy Rouge MeTpukH MaroTh MEHIIY BapiaTHBHICTb, MEHIINH po3Max
3HaueHb. J{JIs1 TIOpIBHSHHS BUKOPUCTAHO 8 PI3HMX METOIVK AEKONYBAaHHs JUIS TeHepallii TEeKCTy, IO MiATPUMYIOThCs 0i0mioTeKy
transformers. 3 ycix pe3yabTaTiB MOPiBHSHHS TEKCTiB BUAHO, 10 METPUYHO HAWKpAIMM METOIOM T'eHepalil TeKCTiB IMmiceHb € beam
TOITYK Ta iforo Bapiauii, 30kpema npomeHeBuii cemrutinr. Contrastive search 3a3Buuaii iepeBepiyBaB 3BHYaiHUIT yKa1i0HMI miaxiz.
MeTtonu top-p Ta top-k He MarOTh OJJHO3HAYHOI NIepeBark OMH Ha OJHMM, 1 B PI3HUX CHTYAL[iSX AaBalM Pi3Hi pe3ylIbTaTH.

KJIIOUYOBI CJIOBA: renepauist Tekcty, MoBHa Monenb TS5, Transformers, ctuib aBropa, Contrastive search, Top-p sampling,
Top-k sampling, Multinomial sampling, Beam search, Diverse beam search, Greedy search, ta Beam-search multinomial sampling.

Mozeni

ABPEBIATYPA
IC — iHTenexryasabpHa cucTema;
IT — indopmariiliHa TEXHOIOTIs;
LI — mTy4HUi iHTEJEKT;
I1O — mpenmerHa 061acTh;
BLEU - Bilingual Evaluation Understudy;
CNN - Convolutional Neural Network;
LCS — Longest Common Subsequence;
ML — machine learning;
NLP — Natural Language Processing;
NSA — Non-Specific Author;
RNN - Recurrent Neural Network;
SA — Specific Author;
T5 — Text-To-Text Transfer Transformer.

HOMEHKJIATYPA

T — noBXWHA pAIKA, Ta KUTBKICTh KPOKIB T€HEpaIrlii;

! — IOTOYHUNA KPOK;

W; — CJOBO (TiIoTe3a), OTpUMaHe Ha KpOIli £;

W<; — TUTAHIFOKOK BiJl TIOYATKOBOTO (TIEPIIOro) IO
t—1 croBa (Tinoresn);

Wi — MUIAHIFOKOK BiM { 70 ¢ cioBa (TimoTe3w)
BKITIOYHO, 1pH koMY £,k € [1, T;
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V' — cnoBHUK, TOOTO MHO’)KHHA MOXIIMBUX CJIiB;

Wy — crierialIbHU# OYaTKOBE CIOBO (TOKEH, T1ImoTe3a)
JaHIIOXKKA;

EOS — cuMBon 3aBepiieHHs JTaHIokKKa (3 anrit. end of
sequence), ne Wy, EOS € V,

n —rinepmnapameTp SK KimpKicTh (number of beams),
po3mip (beam size) abo mmpuHa (beam width) mpomento;

C; —MHOXXHMHA BCIX MOXJIMBUX HOBHH CTpPIYOK Ha
OCHOBI TTOTIEpETHHOI MHOXHHHU Tirmore3 W, i;

o — mTpad;

s — QyHKIIisI, KOCHHYCOITHA TOAiIOHICTh BEKTOPIB;

hyi — BEKTOpHE TIPEICTaBJICHHSI 00paxoBaHE MOIEILIIO
JUTSl KOHKATEHOBAHOTO PAIKA W<°W;.

BCTYII
Crparerist reHeparii TekcTy a0 METON NeKOTYBaHHSI
TEKCTy B MOBHHUX MOJEIAX — Ii€¢ AIrOpPUTM BHOOPY

HACTYITHOTO CJIOBA TIOCITITOBHOCTI 13 pe3yIhTaTiB MOBHHIX
MoJenel, 3BakarouMm Ha TomepemHi cimoBa [1-2].
IcHyBaHHS pi3HMX MIAXOMIB IO JICKOAYBaHHS 3YMOBIICHE
PI3HOMAaHITHICTIO 3aBJaHb, NMPU3HAYCHb Ta APXITEKTypH
MOJIENeH, a TAaKOXK PO3BUTKOM MeTononoriid B NLP [3—4].
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MeTor0 npociimKkeHHsI € po3poOKka iHpopMamiiHOT
TEXHONOrii TeHepamii IPOIOBXEHHS TEKCTIB ITiCEHb
Momeintro TS5 3 Ta Oe3 BpaxyBaHHS CTHJIFO aBTOPA.
BimmoBimHO 10 METH, OCHOBHHMH 3ajadyaMH pPOOOTH €
HACTYIIHI:

— CTBOPEHHSI HaBYAJILHOI Ta TECTOBOI BHOIPKM JTaHUX,
X ompaitoBaHHs, CTaHJapTHU3ALis Ta MTiATOTOBKA;

— fine-tuning mBOX Momenedt tumy TS g 3amadi
reHepaii psaKiB MiCeHb;

— npoektyBaHHs [C 11 BUKOpUCTaHHSA LUX Mojenen
KOpHCTYBa4aMHu;

— eKCIieprMeHTaIbHa
monenei ML;

—aHali3 Ta OOrOBOPEHHs OTPUMAaHUX MJaHUX SK
pe3yNbTaTy eKCIepuMeHTaIbHOI anpooarii.

OO0’€eKTOM JIOCHIJDKEHHS € MPOLEC MITYYHOI reHepariii
TEKCTIiB MozensMu-TpaHchopmepamu tTuny T5. [penmer
JOCITI/DKEHHsSI € TIpolleC JOHABYaHHS MOBHHMX Moenei
reHepaiii Juisi CTBOPEHHSI IPOJIOBXKEHb TEKCTIB TiceHb (3
Ta 0e3 BpaXyBaHHS CTHIISI [IEBHOT'O aBTOPA).

CTBOpEHHS TaKOro MPOEKTY MaTUME KiJlbKa eheKTiB:

— HayxoBo-TexHiuHui Ta COLlaIbHUH, 1110
BUPAKAaTUMETHCSI Y CTBOPEHHI HOBOTO HA0Opy JaHUX
(cnewianbHOi opMM  JUIT  KOHKpETHOI 3ajadi, IpoTe
BIZIKpUTHI st Moxaudikamiil), myOmikaiii JOHaBYEHHX
MOJIeNCH;

— IloTeHIITHO NMPUCKOPUTH Ta 301IBIIMTH THYYKICTh
MIPOLIECY CTBOPEHHSI TEKCTY st MmiceHb, ocKinbku IC Oyne
3laTHA  CTBOPIOBATHM  KUIbKAa  BapiaHTIB  CTPIYOK
MPOAOBXKEHHS HAasIBHUX PAAKIB;

— JloTeHIITHO TMPUCKOPUTH EKCIIEPUMEHTYBAHHS 3
PI3HUMHU TEKCTaMU JUIsi CTBOPEHHS KiHIIEBOI KOMITO3HIII.

1 IOCTAHOBKA ITPOBJIEMHU

HeoOxinHo po3pobutu IT renepamii mpomoBKEeHHS
TEKCTIB IiCEHB 3 JOMOMOIOK BEIUKMX MOBHHMX MOJEIEH,
30kpema Mopaeni TS, s NpUCKOpPEeHHS, IONOBHEHHS Ta
MIBUIICHHST THYYKOCTI TMPOLIECY HAITUCAHHS TEKCTIB JI0
miceHb 3/0e3 BpaxyBaHHS CTWIIS IIEBHOTO aBTOpA.
BukopucTaHHS JOCTaTHRO TOTYXXHHX Ta CY4acHHX
MOBHHUX MoOJeNiei, 30kpemMa TS5, 3a0e3meduTh SKICTh
BUKOHAHHS 3aBIAHHS, 32 YMOBH CTBOPEHHS SKiCHOTO
HabOpy TpEHYBaJbHUX IAaHUX, JOTPUMAHHA IIPAaBUII
JOHABYAHHS MOeNnel Ta BHOOpPY MpaBWIBHOI CTpaTerii
TeHepyBaHHA TeKcTy. Ilimxim oo 3aBHaHHSA SK YHCTOTO
TEKCT-IO-TeKCTy, o miarpumye TS5 wmomens [2, 5],
JI03BOJIUTH BUKOPHCTOBYBATH OJHY MOZAENb JJIsl reHeparii
TeKCTIB y CrTwi  0aratboX  aBTOPiB,  OCKUIBKH
3ammdpyBaTH aBTOpa MICHI MOXXHA B CAMOMY BXIJHOMY
TekcTi. IloTeHmiiiHO, TakWi TiAXiA JO03BOIISIE CTBOPUTH
OIHY MOJIENh Ul IBOX MiA3amay (TeHepyBaHHA 3 Ta 0e3
3alaHHs CTHJIIO aBTOpa), MPOTE 3 METOI0 MOPiIBHSIHHS
MOXJIMBOCTEH BIATBOPEHHS TEKCTIB aBTOPIB NPUHHATO
pimmeHHs TOOYIOBH BOX OKPEeMHX MOAeNed, mo Oyze
HAaBYEHO 33 OJJHAKOBHX YMOB.

Jis mporiecy reHeparii BaXJIMBUM € MMTaHHSA BHOOPY
cTparerii nekoxysanHs. IIpoTe, 3aMiTh TOrO, 100 HaIaTH
nepeBary KoHKpeTHiH crparerii, y IC Oyne miarpuMka
MHOXKMHHM CTpaTerii, 30Kkpema:

anpo0ariiss ~ HaTPEHOBaHMX
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1. XKani6uwuit momryk (Greedy search);

2. [Ipomenesnii momryk (Beam search);

3. YpizHomaHiTHeHHH mnpoMeHeBuii momyk (Diverse
beam search) [6];

4. loninomianeHa Bubipka (Multinomial sampling);

5. IlpomeneBo-iomykoBa  BuOipka  (Beam-search
multinomial sampling);

6. Ton-k BubGipka (Top-k sampling);

7. Ton-p BubGipka (Top-p sampling);

8. Konrpactusauii nomyk (Contrastive search).

Metomuku 1,2,3 1 8 € nmerepmiHoBaHMMH, a 4—7 —
croxacTuuHUMH. KokHa 3 OUX  METOAMK €
aBTOpErpeciifHo0 [2], 10 MOXKHA TPOIHTEPIIPETYBATH SIK
NPUITYIIEHHS, 110 PO3MOJJI TeHEPOBAHOTO JIAHIFOXKKA
CIIPONIYEThCS /10 J00YyTKY YMOBHHUX HMOBipHOCTEH
HacTynmHuX ciiB. To0To:

P | Wo)=IT" -1 P(wi|w=,, Wy).

Y BciX BHIaAkax BU3HAUCHHS 1 BiIOYBa€ThCA B
npoleci reHepaiii, i pIBHUA TakoMy f, TpH SIKOMY

wy=EOS. 3aranoM, s TOpiBHSAHHS, Yy poOOTI
BUKOPHCTaHO 8 pI3HMX METOAUK JAEKOAYBAaHHA I
reHepanii TeKCTy, IO MiATPUMYIOTbCS —0i0mioTeKy

transformers. Jnst Ge3mocepenHbOi PO3POOKH, a TAKOK
HaBYaHHS MOJENI, MiJrOTOBKH JaHMX Ta IHIIMX KPOKIB
npouecy immiemenrtanii IC obpano moBy Python Ta
MHOXY HEOOXITHUX 0i0mioTexK. Haiisaxxnusima
6i0omioreka — transformers, 03BOJAC 3aBaHTAXKUTH,
JoHaBuutd Ta 30epertn TS Mopmens Ta BiINOBIAHHN
TokeHuzarop. Mozenb € 06’ektom 3 TensorFlow [13].

2 OI'JIAd JITEPATYPU

B HaykoBOMY CBITI NPHUHHATO EKCIIEPUMEHTYBATH 3
PI3HMMH CTpaTerisiMu reHepalii TeKCTy, IiJ0uparoydu Ta
BUBYAIOYM Kpamnry s Tiel 4u iHmoi 3agadi. Y naHii
poboTi po3riIsigaeThes ABI MOBHI Mopenmi-TpaHchopMepu
T5 [2, 5], nonaBueHi AJst 3aa4i TeHeparlii MPOIOBKEHHS
CTPIYOK TEKCTiB miceHb. LIi Momeni po3B’s3yl0Th OmHY i
TyX 3ajady, MpoTe 3 PI3HUM IMiAXOAOM. MeTow aaHol
po0OTH € MOPIBHAHHS SKOCTI BIJTBOPEHHS T'€HEPOBAHHMN
TEKCTIB  IMICEHb 3a  CIEliaJbHUMHU  TEKCTOBUMU
METPUKAaMH, Ui JABOX MoOJejeidl, NIpH BUKOPHCTAaHHI
PI3HHX CcTpaTerii reHepartii.

Ilepma momenp, sika Hamami Ha3WBAaTUMETHCS NSA,
HaBYEHA /IS 3aBAAHHS IPOJOBXKEHHS IiCeHb 0e3 OyIb-
SKAX YMOB, a Jpyra Mozelb — SA, po3B’s3ye 3aBIAaHHI
TeHeparii mpu BKazaHi CTIWIIO aBTopa. s apyroi Mozmeni
IpH HaBYaHHI OJATKOBUM IapaMeTpOM IOJaHO XTO €
aBTOPOM TOrO0 YW IHIMOro HAOOpy pAOKiB Ta iX
nponoxkeHHsA. [Ipm TeHepamii BCTaHOBICHO TMEBHI
ONATKOBI ~ OOMEXKEHHs Ta  IapaMeTpu, 30KpeMa
OOMEKEHHsI TOBXKUHH CTPiuKd — Big 8 mo 128 TOKeHiB,
temneparypa ¢yHkmii  sotfmax — 0,98, mTpad
noBToproBaHHs [3] — 0,98. Bci iHmi HanmamTyBaHHS €
cnenriYHIMH 1S KOXKHOI 31 CTpaTeriil.

Bapto 3ayBakmtH, 1m0 Hamam <y  poOoTi
OTOTO)KHIOBATUMETBCSl TIOHATTS  psika, CTPIYKH Ta
JAHIFOXKKA K TIOCTIOBHOCTI €JIEMEHTIB, 30KpeMa CIIiB.
[lpn 1BOMY TOHATTS CIIOBa, SIK €JIEMEHTY JIaHIIOXKKA,
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Moxe Oyrum 3aMiHEHE Ha TOKeH abo rinoresy abo
kaHmumaTa. lls 3amiHa MOXJIHMBA, OCKUTBKH B pOOOTI
TOKEHOM BBXKA€THCSI IHIEKC CIIOBA Y CIIOBHHKY.

[Tpu ananizi ananoris no IC, mo po3podisieTbes y mik
poboTi, HEOOXiAHO BPaxOBYBaTH SK OJM3BKUHA TaK i
JIAJICKUX aHAJIOTIB, 10 PO3B’SI3YIOTh Ty caMy 3ajady, TaK i
QHAJIOTM MOBHHX MOJeNeH, sIKi MOKHA BUKOPHCTATH IS
nocraBieHoi Metd. OCHOBHUMH HENPSIMUMH aHAJIOraMu
st IC mopiBHAHHA crTpaTeriii reHepamii — € iHmI
MPOEKTH, IO JO3BOJSIOTH CTBOPIOBATH TPOJOBKCHHS
TEKCTIB TiceHb. Hampukian:

—MuseNet Bim OpenAl: MuseNet € My3HUYHOIO
MOBHOIO MOJIEIUTIO, SIKa MOYKE TEeHEpPYBATH IPOJOBKCHHSI
MY3UYHUX KOMITO3HITH.

— Jukedeck:  Jukedeck € mardopmoro,  sika
BukopucroBye 11 s aBTOMATHYHOI TeHepallii My3UKH.
Bona 31aTHa CTBOPIOBATH MPOJOBXKEHHS MYy3HYHHX
KOMIIO3UIII 3 ypaxyBaHHSIM CTHIIO, HACTPOIO Ta iHIIMX
rapameTpiB.

— Magenta Project Bin Google: Magenta € BinkpuTum
JDKEpeNnoM A JOCTIDKEHHS TBOPYOCTi, My3uku Ta ML.
Bona BKkIIOWae pi3HI Mopmeni Ta IHCTPYMEHTH MiId
reHepaiii My3WKH, BKJIIOYAIOYM TIeHEpaIli0 TEKCTY
TPOJIOBIKEHHSI ITiCCHb.

— Amper Music: Amper Music € mnardopmoro, sika
BukopucroBye I ans aBroMaTudHOI reHepariii My3UKH
JUIsL BiZIeO Ta IHIIMX MEHIMHMX TNpOoeKTiB. BoHa Moxe
TeHepyBaTH IPOJOBKCHHS MY3HYHHX KOMIIO3MIIH 3
BpaxyBaHHAM 33/IaHUX TapaMeTpiB.

[Ipore, KOHIENTYaabHO BUIMM PiBEHb aHAJIOTIB, LIO
HEOOXITHO PO3IJSIHYTH € BUJ HEHPOHHHX MEpEeKX Ta
Mozenel, mo MoxHa Bukopucratu s NLP 3agad, ta
30KpeMa JuIsi TeHepallii TekcTy. MoXHa BHAUTUTH TaKy
MHOXXHUHY OJIM3bKUX KOHKYPEHTIB-MOJENEH, 10 MOXKHA
Bukopuctatu Juisi reHepauii Tekcty: CNN, RNN a6o
Transformers.

CNN e HaiiMeHIII aJjanTOBAaHUMH JI0 33]a4i reHeparii
TEKCTy (XO4a BOHM MAIOTh Miclle JUIs 3a/a4 Kiacudikaii
TEKCTy TOLIO), L0 JOCHTh OYEBHIHO, 3BaYKAIOUM HA IX
HEMOXJIMBICTb POOOTH 3 IIOTOKOBUMH IaHHMH Ta
TPUPOIOIO 3TOPTKH.

RNN - me mepma sikicHa albTepHATHBA, OCKUIBKU
TakKuil BHI HEHPOHHUX MEPEX JHO3BOJSE PO3B’SI3yBATH
3aady TOCTiAOBHOIO TEHEPYBAaHHSI TEKCTiB IiCEHb.
[Ipote, icHy€e KiNbKa acHeKTiB, y IKUX PEKypPeHTHI Mepexi
nporparoTh Tpanchopmepam [1]:

—PexypentHi  Mepexi He  37aTtHi  30epiraTtm
JOBI'OCTPOKOBI 3B’SI3KM y TEKCTi, IO YK€ BaXUIUBO IS
TeHeparmii 3B’S3HUX TEKCTIiB ICEHb, NPH IBOMY Yepe3

mpupoxy poOOTH MEXaHi3My yBard, TpaHchopmepn
3/1aTHI 11e pOOUTH;
— IIpouec HaBYaHHS PEKYPEHTHUX Mepex

00MEXEHHUH, OCKITPKM BOHH CTPaXKTAIOTh BiJl MPOOIeMH
3racaHHs TPAMI€HTIB, a TaKOX IX pPOOOTYy HEMOXKIIHBO

mapanenizyBaTh, IO HE €  T[poOiIeMoro Ui
TpaHcdopmepis;

—CxmagHuii  mpomec  MOAABAaHHA  JONATKOBHX
MapameTpiB BXiJHOTO TEKCTy, 30Kpema, OaKaHWi CTHIb
TEKCTY.
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IIpote, momeni Transformers MaroTh i CBOI HEHOIIKH,
0 MOXKYTh BIDIMHYTH Ha poOoTy IC, Hampukiam:

— [Motpeba HamBenwkWx 00’€MIB JAHWUX JUIS SKiCHOI
poboTtH, mpoTe IO MpoldieMy MOXHA O3B’ S3aTH
BUKOPHUCTaHHSIM  TpaHC(EpHOrO  HaBYaHHsA, TOOTO
BUKOPHUCTATH HAIEpes] HaBUCHI MOJENb 1 JOBYUTH JUIS
KOHKPETHOro 3aBfaHHs (y AaHOMY BHIAJIKy — TeHepauii
TEKCTIB TiCEHB);

— Jlesixki Mozeni MaloTh TEHAEHIIIO /0 TE€HEepYyBaHHS
HEKpeaTHBHOT'O TEKCTY, 30KpeMa nepiia Bepcist TS5 [7];

— SIkicTh pOOOTH Mepexi 3aJIeKHUTh BiJl IKOCTI JaHUX
Ta opraHizarii nporecy JOHaBYaHHS;

—IMotpeba Bemukoro 00’€My  OOYHCIIOBAJILHOTO
pecypcy, 1110 Ma€e BIUTUB Ha €KOJIOTII0 IIaHeTH [8].

3BUYAHO, BIUIMB OIJBIIOCTI HEIOMIKIB MOMKIHBO
MIHIMI3yBaTH BIAMOBIIHUMH JiIMH Ta BHUKOHAHHSI
NpakTUK JoHaB4aHHsA Transformers. BukopucranHs

TpaHcepHoro HaBuaHHs Ta Transformers, 30kpema
mozeni TS5, Hamae IC MHOXKUHY TIepeBar, a came [12]:

— KoHTekcTHe TeHepyBaHHS, TOOTO BpaxyBaHHS
KOHTEKCTY BXIJHUX PSAIKIB TEKCTy Uil TeHepamii
BHUXI1/IHHX;

—Ilpocrora peamnizauii yMOBHOrO TeHEpyBaHHs, i3
BKa3aHHSIM  Oa)KaHOTO  CTWIIIO, Ta  Oe3mocepenHs
MO)KJ'[I/IBiCT]) BUBYEHHS BJIACTUBOCTEH aBTOPCTBA,

— MoxJIMBICT Nepexo/y Ha OiIbIl SKICHI a00 HOBIIII
Bepcii KoHKpeTHUX apxitekTyp Transformers.

BpaxoBytoun HajaHuwii aHami3, camMe MOJelli-
Transformers 3 BUKOpHCTaHHSIM TpaHC(HEPHOr0 HABYAHHS
€ HaWOLIBII ONTHMAaJbHUM BapiaHTOM JOCSTHEHHS
IIOCTaBJICHOI METH.

3 MATEPIAJIU TA METOIN
[Mpu posrisimi KoXKHOT 31 cTpaTeriii sIK NpUKIALy
reHepallii 3 ii BUKOPUCTaHHSAM, Ha BXiJ Mepexi Thiry NSA
MO/IAaHO KiJTbKa CTPIYOK TEKCTY IICHI, 110 Mepexka paHilie
He Oauuna 1 BIAMOBIIHO JeKOI0BaHO. BxinHa cTpiuka Juis
npukiany, aBropcrsa T. Cidr Ta A. [le3nepa (dpparment
3 “long story short” [15]):

1. Greedy search. Haiinpocrimmii y peamizarii merox
JIEKOyBaHHS, JKaIiOHUI aNTOpUTM TIOIIYKY, TEHEpYye
HACTYITHUM CIIOBOM Te, III0 Ma€ HaiOiIpITy HMOBIpHICTH
THOSIBU VTSl KOJKHOT'O KPOKY t, TOOTO:

w; = argmax,, P(wjw<).

OdeBHAHO, IO MPOCTOTAa peaizamii HE TapaHTYe
gKicHI pe3ymbTaTd. JKamiOHWH WiAXiZ CcTpaxmae Bif
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TIOBTOPIOBAHOCTI, HECYMICHOCTI Ta Jerpajamii TEKCTy
[18], mpoTe ocHOBHMM HOTO HEIOIIKOM € MPOITYCKH CIIB 3
BHCOKOIO MMOBIPHICTIO, IPUXOBaHi 332 CIIOBOM 3 HH3BHKOIO

nmoBipHicTio.  [lpukman — nexomoBaHOro — psaka 3
BHUKOPHUCTAHHSIM I[LOT'O JITOPUTMY:
BumgHo, 1o kamiOHe  JCKOJAYBaHHS  CTBOPIOE

TIOBTOPIOBAJIGHUM TEKCT, NPOTE BAapTO 3ayBaXKUTH, WIO
Mana pi3HOMAaHITHICTH TEKCTY HE CYNPOBOMKYETHCS
rpaMaTHYHUMH TOMUITKAMH.

2. Beam search. Inest crparerii monsrae y 30epexeHi
KO)KHOTO KPOKY # HaWOiIbIl WMOBIpHUX rinore3 (ToOTO
ciniB), Ta OOpaHHS KIHIIEBUM pPE3YyJIbTaTOM  TOM
JIQHITFOXKOK, 1[0 Ma€ HaWOUIbIy WMOBIPHICTH 3arajiom.
TakuM 4YMHOM NIPOMEHEBHH MOUIYK PO3B’A3Yy€ TONOBHY
npobnemy skamiOHoro miaxoxy. Ha Puc. 1 mnomano
NPUKIIaA poOOTH MPOMEHEBOTO MOIIYKY MPH 1n=2.

Pucynok 1 — INpuxnan moOyn0BH JTaHIIOKKA TPOMEHEBUM
MOUTYKOM Ipu #7=2

Ha xoxHOMY Kpoll ¢ ajaropuTMy BHKOHYEThCS [BI
OocHOBI omepamii — (OpMyBaHHI MHOXHHH BCIX
MOXIIUBHX HOBHH cTpidok C; Ha OCHOBI IOMEpeIHbOT
MHOXUHH Tinote3 W, i, Ta 00paHHs 3 Hel HOBOT MHOXXHHHU
rinore3 — 7 JaHLIOKKIB 3 HAWOUIBIIMM 3HAYEHHAM
(G yHKIIT TpaBIONONiIOHOCTI.

Ci={wsow|wg € We,w €V}, (1)
W, = argmax P(w<x1 | Wh). 2)
W< €Cy, |WiFn

BimnosimHo, BpaxoByroun ¢opmynu (1)—(2), suxigna
CTpIYKa OMHUCYETHCS 3ANEKHICTIO 3 popmyiu (3):

wi.r = argmax P(W<r1 | Wh). 3)
W/<T+1 € CT

Takuii momryk 3aBXXOM TeHEPYE CTPIUKy 3 BHUIIOKO
3araybHOI0 HMOBIPHICTIO, HIK YKaiOHAHN TiIXi1, IpoTe HEe
Mae TapaHTii, o0 OTPUMAHWN JAHIIOKOK € HAWOLIBII
WMOBiIpHUM pe3ynbTaToM. O4YeBHAHI HEIONIKH TaKOro
MIXoqy SK BHIIA OOYMCIIOBANbHA CKJIANHICTH Ta
MTOBTOPIOBAHICTh Y PE3YJIbTATHUX JIAHITFOXKKax. KpiM Toro
QITOPUTM TEeX Ma€ TEHJCHII0 [0 TeHepyBaHHA
TIOBTOPIOBAHUX CTPIYOK Ta (pOpMYBaHHS «CIa00 AUBHHX)
(aHTr7. less surprising) TEKCTIB, y MOPIBHSHHI 3 JIIOACHKUAM
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tekctoM [17]. dnst nmpuknany, npu n=4, Ta BpaxoByIOUU
3MiHEHy TeMIepaTtypy W BBelIeHHS mrTpady MHOBTOpIB,
NIpY JIEKOAYBaHHI IPOMEHEBUM ITONIYKOM CTBOPEHO TakKe
TIPOJIOBKEHHSI TEKCTY MiCHI:

CTtBOpeHHMIA TEKCT He MICTHTh MOBTOpIiB, dYepe3
HasiBHICTb IITpady, MopTe OULIBIICTh 3reHepOBAHOTO
TEKCTy MOBTOPIOE YACTUHY BXiZHOI cTpiuku. Kpim Toro
ICHYIOTh ~ Pi3HI METOOM TOKpAIlleHHS  pe3yJbTaTiB
reHepaiii 3 NMPOMEHEBUM IOLIYKOM, Taki sk N-rpamHi
mrpadu [19] ta iHmi [20]. MeHm o4yeBHAHI HEHONIKU
BUIUIMBaKOTh 3 [21], me moka3aHo, mo beam miaxina
HalKpallle MiAXOIUTh I TeHepallil TeKCTiB, /e TOBXHHA
BUXIJJTHOTO TEKCTy JIeTKo TepeabauyBaHa (K 1pu
nepeksiaji), TMPOTe MEHII SKICHO MpAIfoe ISl 3a1ad
BIJIKpUTOI reHepallii, K Ta, 0 PO3TIISAAETHCS y POOOTI.

3. Diverse beam search [6]. Lleli miaxix € crpoOoro
BJIOCKOHAIIUTH PE3YIbTATH KJIACHYHOTO MPOMEHEBOTO
MOIIYKY, IUIAXOM TOOYJOBM OUIbII Pi3HOMAaHITHUX
HaOOpiB MPOMEHIB. BiIMOBIAHO A0 OpHIiHAJBHOI CTATTI
[6], pe3ynbTaTH TaKoro MiAXOMy 3HAYHO Kpaml 3a
3BHYaiHMii beam momyk. KpiM KiJIbKOCTI pOMEHIB, 1iei
ANTOPUTM Ma€ JONATKOBHI MapaMeTrp — KUIbKICTh Tpymn
npomeHiB (number of beam groups). ['pynu BuOHparoThCst
TaKk, MO0 BOHM OylIM JOCUTh YITKUMHU TOPIBHSHO 3
IHIIUMH, & B KOXKHIH IpyIi BUKOPHUCTOBYETHCSI 3BUMAHHUIN
momryk 3a mpomeneM [6]. Ilpore, sk BuaHO 3
pe3yJIbTATHOI CTPIYKM HIKYE, IIedl aJropuTM BHJAE
3HAYHO TIpII pPe3ylbTaTh 3a MPOMEHEBHH IMOIIYK, IO
HaHMOBIpHIlIe BUKIMKAHO TpoliecoM JjoHaBuaHHs (fint-
tuning) Moiei, a He BIIaCTUBOCTSIMH CaMOT0 aJrOPUTMY:

OtpumaHa CTpiuka 3amuKiIeHa Ha 6-rpami he’s a
monster, e 6 TOKEH € CIeliaJbHIM PO3ILUTEHUKOM <Sep>,
1 TOMy H0r0 OITyIIeHo.

4. Multinomial sampling. [IpoGiema 3 KIacHYHHUMU
JNETePMIHICTHYHUMH  QITOPUTMAMH 1€ TPEeHA 0
CTBOPCHHS TIOBTOPIOBAHUX JIAHIIOKKIB. OIHE 3 MPOCTHX
pillleHs — 1€ JOJaBaHHA BWIIQAKOBOCTI O TIPOIECY
BHOOpPY HACTYIMHOTrO cioBa. ba3oBuii croci® mocsrHeHHS
IIBOTO — IIe TIPOCTa BUOIpKa CIIOBA 3 PO3IOILTY HaJ BCiMa
elleMeHTaMH CIIOBHUKA — popmymna (4).

W~ P(w | we). “4)
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[o-mepuie, me MpU3BOIUTH IO TOTO, IO YCi CIIOBA 3
HEHYJIHOBOIO HMOBIPHICTIO MOXYTh IIOTPAIUTH  JI0
JIAHIIOXKKA, 10 ITOTEHIIHO 3MEHIIYE TTOBTOPIOBAHICTH B
pesynbrati. [lo-mpyre, OCKUIBKM Tpoliec BHOOpY HE €
JICTCPMIiHICTHYHUM, TO MOJEJb, IMPU OJHAKOBIM BXimHIM
CTpiulli, TEeHEpYBaTUME DIi3HI PE3yJbTaTH NMPU KOKHOMY
npoxoxi. Ha »kanp meil MeTon Mae BaXITMBHH HEJONIK —
TEHJICHI[ISI TCHEPYBATH HICCHITHHIN a00 HECYMHI TEKCTH
[17]. Ommu 3 cmocobiB HIBETIOBATH HMOBIPHICTH
CTBOpEHHs1 HecyMicHHX N-rpaM — 1€ 3MEHIIEHHS
«remriepaTypu» (GyHKLii softmax, ToOTO 30LTBIIMTH
3HAQYEHHS  NPaBAONOAIOHOCTI  CIIIB 3  BHCOKOIO
WMOBIpHICTIO Ta 3MEHINEHHS /IS CIiB 3 HHU3BKOIO
nmoBipHicTio. Ilpn «remneparypi» 1 — oTpumaHi OIIHKH
BIIEBHEHOCTI 3 softmax € KIacCHYHUMH, 2 YUM BOHA HIDKYE
(Bim 0 mo 1) THM «rocTpimie» BHUIISIATAME PO3MOALT
TokeHiB. [lpukimaxm ofHOrOo 3  BapiaHTIB  TEKCTY,
JIEKOJIOBAHOT'0 32 JIONIOMOT'OF0 CEMILTIHT'Y:

TekcT MaXk JOCTaTHbO BHCOKY PI3HOMAHITHICTb, He
MICTHUTh MOBTOPIB 3 BXIJIHOI CTPIYKH, 3T€HEPOBaHI PSIKU
rpaMaTHyHi Ta CHHTAKCUYHO KOPEKTHI, MPOTE 3arajbHa
KOMOIHaIlisl CTPIYOK HE € MIJIKOM 3B’s3aHO0. [HImMi
NPHUKJIa]] 3T€HEPOBAHOTO TEKCTY 32 LM aITOPUTMOM:

Ilpm  omHakoBMX  BXiAHMX  HapameTpax  Ta
HAAIITYBAHHAX I CTPiYKa € MEHII CYMICHOIO 3a
TIONIEePEIHIO, a/PKE YAaCTHHA CIIOBOCIIONYYEHb HE MalOTh
smicty. Hampukian, tpu 2-rpamu reach me, skinny
dipping, dj fit nHamexxaTh a0 OmHOrO psiaka, i Oymu
BiJIOKpEMIIEHI CIICI[ialbHUH cenapyrunM TOKEHOM, TPOTe
BOHH aOCOMIOTHO 0e3 CeHCy, 1 He BIHOCATHCA MO
BXIJJHOTO TEKCTY.

5. Beam-search multinomial sampling. Komb6inarmis
CTOXAaCTUYHOTO TIPOIECY BHOOPY Ta IETEPMiHICTHIHOTO
mpoMeHeBoro momryky. Ilpm Takiii crparerii KOXXHOTO
KPOKY ¢ 3 P(W | W<) He3alneKHUM YMHOM BHOHMPAETHCS 7
ciiB. BWKOpHCTOBYIOUM II0  CTpaTeriro, OIWH 3
OTPUMAaHNX PE3yIbTaTiB MAa€ TAaKUH BUTIIS;
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OTpuMaHHi JIAHITFO)KOK TTOBHICTIO CKIIAJA€ThCS 3 CIIIB
BXIJIHOT CTpiYKH, M0, AHAJOTIYHO JO MONEPeIHbOI
cTpaTerii, IMOBIPHO BUKJIMKAHO MPOIECOM HABUAHHS.

6. Top-k sampling [16]. J[locurs TOTYXHa
MoUdiKaIis CTOXaCTUYHOTO iIX0my BIIEpIIIE
3anpornioHoBaHa y [16]. Ines momsirae B Tomy, mio 3
pO3MONTY 3ajUINAIOTh JIMIIE TOM Kk TOKEHIB 3
HaWOUTBIIUMK WMOBIpHOCTAMU. Jlani oOUUCTIOEThCS HOBA
(YHKINS PO3MOAUTY BIAMOBIAHO 1O HOBOI MHOXHHHU
TOKCHIB, 1 BXE€ 3 I[bOr0 HOBOI'O PO3IOILTY MPOBOAATH
BUOIpKYy cinoBa. Hexali MHOXXMHA CJiB, IO OOMPa€EThCS
KOYKHOT'O KPOKY t TO3HAYAETHCS K V1gp-, TOMI:

V'iop-k = argmax P(wy | w<). ®)
w eV, [Vipsl=k
Wy ~ PV{ (W | W<t), W € Vtmp.k. (6)

top-k

Taka ¢inbTpaiis KaHIUIATIB YaCTKOBO HIBEIIOE
HMOBIpPHICTh MOSIBU MBHUX YW HECYMICHMX KOMOiHAIlii
CIliB, TPOTE€ TOJNOBHHUI HENONIK — 1€ BIiJCyTHICTh
aJlaTUBHOCTI PO3MIPpy MHOXKHHM KaHIUIATIB J0 1X
posniozpiny. be3 Takoi amanTUBHOCTI MOXIIUBI JiBa
HEraTUBHUX Hacmigku. [lepmuii — mpu Iy)e «rocTpoMy»»
OpHT'HAJIBHOMY PpO3IMOIUI, KOJNU TMiCis Tepepo3noay
OynyTh YTBOpIOBATHCS HecyMicHI psiiku. Jpyruii —
BIJICYTHICTh ~ PI3HOMAHITHOCTI ~T€HEPOBAHOI'O0  TEKCTY
miceHb, 110  BHUHHKAaTHME  TIPH  PIBHOMIPHOCTI
HMoBipHOCTEl BifiOpaHux & TokeHiB. O4EBUAHO, 1O PU
k=1 airopuT™M MOBOIUTUMETHCS SIK XKaMIOHUiA, a pu k=0
abo k=card(V) — sk 3Buuaiinmii cemrutinr. [Ipuknaan
OTPHMAHUX CTPIYOK, 3 BUKOPHUCTAHHIM IIHOTO aJITOPUTMY
npu k=15 Ta 3MeHIIeHii Temnepartypi softmax QyHKIl:

Tekcty  BiacTmBa crabka MTOBTOPIOBAHICTB,
BIJICYTHICTh PUMYBaHHSA, TIIPOTE TEKCT TpPaMaTHIHO
KopekTHH. [lpore, mpu 3MeHIIeHi k 10 5, 3reHepoBaHa
CTpiYKa IIBUAKO JCTPaaye:
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7. Top-p sampling [17]. JInsa xoperyBaHHS HEIOJIKiB
top-k migxomy y [17] 3ampomoHyBamu ifero BimOOpy He
MPOCTO HAWHMOBIPHIIIUX k TOKEHIB, a CTUILKHA TOKCHIB,
mo0 X KyMyJsITHBHa MMOBIpHICTH Oylia He MEHIIE 3a p.
Awnanoriyno no top-k, micis QimbTpamii TOKEHIB 1X
(YHKIST pO3MOJITY TEpepO3MOAUIIETCS, TICHS YOro
BiIOyBa€ThCsl BUOMpaHHA. SIKIIO MO3HAYMTH MHOXKHUHY
KaH/IW/IaTiB TOKEHIB Ha KOXHOMY Kpomi ¢ K Vipp, TO

HACTYIHE  CIIOBO  BHOMpAaTHMEThCS 3  PO3MOALTY
BiAMOBITHO 110 hopmyiu (7).
Wy~ Pmep_p(w | w<), Wi € Viiopop. @)

[Ipu p=1 anropuT™M NEPETBOPIOETHCA Yy KIACHYHHUM
CeMILTIHT, a npu p=0 — y xaniOuuii anroputM. [Ipuknan
CTPIYKM TPOJOBXKEHHS TEKCTY TiCHI 3reHepOBaHHMN TpH
p=0,96:

3reHepoBaHUil TEKCT 1 CHOpaBOl BHUMILAAE  SIK
MIPOJIOBXKEHHsI TEKCTY MICHI, X04a i mpoliec reHepyBaHHs
Oyno mepepBaHO Ha He3aBepuieHid (¢pasi. Tekcr
rpaMaTHYHO KOPEKTHHM, Xoua HOro CyMIiCHICTh Ta 3MiCT
Ba)KKO OIIIHUTH SIK SIKiCHI.

8. Contrastive search [18]. 11lo6 mo6oporu mpobnemy
reHepaiii BUpPO/DKEHOro TekcTy (aHrmi. — degenerate
solutions), TOOTO TOBTOPIOBAIBLHOTO Ta/4M HECYMICHOTO
TEKCTY, 10 BUHUKAE IIPHU BUKOPUCTAHHI BXKE PO3TIITHYTHX
JETePMiHICTHYHUX Ta CTOXAaCTHYHHUX aJTOPUTMIB, aBTOPH
[18] 3ampononyBanu 3icTaBHE pillIEHHS — KOHTPACTUBHUI
Merox gdekomyBaHHs. OpwuriHaabHa po0OoTa aBTOpIB
MIPOTIOHYE HE JIHIIE aJTOpUTM OEKOAYBAHHSI, a 1 3aMiHy
KIIACHIYHOMY METOLY MaKcuMizarii dhyHKIIT
MIPaBIOMONIOHOCTI TPU HABYAHHS TpaHC(opMepiB it
TeHepalii 9 B 3araJbHOMY — MOJENoBaHHI MOB. [IpoTe,
BpPaXOBYIOUH KOHTEKCT Ili€i poOOTH, Ta BUKOPHUCTAHHS
3BHYAIHOTO ITOPUTMY HaBUaHHS JUIS IBOX MOJENEH, 1110
pO3TISIIAIOTECA, IF0 3aMiHy He Oyae po3IIISTHYTO.
BaxxnmBo 3ayBa)KMTH, II0 HE BHKOPUCTaHHS LBOTO
QITOPUTMY BIUIMBAE € HAa MOXIHMBOCTI 3iCTAaBHOTO
JIeKOJyBaHHA. [1es anroputMy reHepyBaHHS HAaCTYITHOTO
CJI0Ba CKIIAJAEThCS 3 IBOX KITFOUOBHX acmlekTiB [18]:

—rinoTe3a TOBMHHa OyTm oOpaHa 3 MHOXHHHU
HaHMOBIpHIIIMX (SIK 1pH top-k);

© Menskos O. O., Buconpka B. A., 2023
DOI 10.15588/1607-3274-2023-4-15

162

— 3TCHEpPOBaHWK  pe3yabTaT Mae OyTH JOCHTh
JTUCKPUMIHAIIHUM I0JI0 TIONEPETHEOT0 KOHTEKCTY.
MaTeMaTH4HO, aJITOPUTM Ha KPOIIi ¢ ONICYETHCS SK:

w;, = argmax {(1—a)xp(wlw<) —
we thp—k

— ax(max {s(/w, )| 15j<t-11)}.

®dopMylly MOXKHA pO30OMTH Ha JBI YACTHHH,
BIJINIOBIJTHO JTO TBOX PAHIIIE OMUCAaHHWX acIekTiB. [lepra
— O0YHMCITIOE BIEBHEHICTH Mojaemi (TOOTO BHXIT 3
softmax), a npyra (Tak 3BaHWil mTpad BUPOKEHHS) —
BUMIPIOE, HACKIJIbKH IMCKPUMIHALIMHUA KaHauaaT w
MO0 TIOMEPEIHBLOTO KOHTEKCTY W< OCKUIBKK I
NrOpUTM €  JICTEPMIHICTUYHHM, 1  BpPaxOBYIOUH
TEHJICHIII0 1HIIMX MOAIOHUX aJTOPUTMIB CTBOPIOBATH
MOBTOPIOBaHI Ps/IKM, TO HHU3bKE 3HAueHHS mrpady o
ABTOMATUYHO MOPOKYBATH OJHAKOBI PSIIKH, 3MICT SKUX
3aJIe)KaTUME BiJl MapaMeTpy k.

Hanpuxiaza, npu o = 0,5, Mozienb reHepye Taki psiIKu:

k=3

k=10

k=20

k=50

[lpu 30idplIeHHI KaHAWAATIB, 30LIBLIyETHCA 1
PI3HOMAHITHICTh ~ MEPIIUX  PAJAKIB, MPOTE IPOIEC

rerepamnii 30iraeTbcs 10 TOBTOprOBaHHA. llpore, mpm
30umpIIeHHI mTpady, Hampukiax, mo 0,95, BuHHKae
MPOTWISKHA CHUTYallisi — Npu 30UTBIIEHHI KUTBKOCTI
KaHIUIATIB ANTOPUTM BHOHMpaTHMeE HAHOLIBIIT
PI3HOMAHITHUIA TOKEH, IO MPHU3BOAWUTH IO HiCEHITHUIID.
Tomy HEOOXiTHO 3HANTH ONTUMANIbHYy KOMOIHAIIO ABOX
nmapamerpiB. Sk BHOHO 3 TPHKIANLy HIDKYe, MpH
HEBENTMKOMY 3HaueHHI K Momenms TeHepye CyMiCHHH
TEKCT, HABITh BCTaBISIFOYM BUTYKH, SK YaCTHHH TEKCTY
micenb. [Ipu k=13 y maHIIOKKY 3’SBISE€THCS HEMOB s3aHI
KOMOIHaIii CJIiB, III0 HE MAIOTh 3MICTOBHE HABAaHTAKEHH.
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[MuranHs BiAKpHUTOI TeHepalii NMPOJOBXKEHHs MiCEHb
BaXXKO OI[IHIOBaTH 3 TOYKH 30py 3MICTy, pHUMH,
pUMyBaHHS, pO3MipHOCTI BipiiB Toro. [IpoTe, MOXIMBO
TOPIBHATH Ta OL[HUTH HACKINBKU OJNW3BKWI TEKCT, IO
reHepye Mepeka, J0 TOro, 1o odikyBaBcs. [lns mporo
HEOOXiTHO  BHKOPHUCTOBYBATH  CIeElialbHI  TEKCTOBI
METpHKH. Y AaHiil poOOTi MPONOHYETHCS PO3TIITHYTH TPU
metpuku: BLEU [22], RougeL ta RougeN [23].

1. BLEU-merpuka, CTBOpeHa JUIsl OLIIHKA MaIlHHHOT'O
nepeknany [22], mpoTe BOHa KOPUCTYETHCS TOCTAaTHHOIO
HOMYJISIPHICTIO 1 cepell 1HIIMX 3a7a4 00pOOKH TPHUPOIHOT
MOBH. AJTOPUTM OOYHUCICHHS METPHKU IPYHTYETHCS Ha
nopiBHsHHI N-rpam B OpUTIHAJILHOMY Ta 3r€HEPOBAHOMY
TekcTi. Jlms  OOYMCIIEHHS METPHKH  OOYHCITIOETHCS
TOYHICTh JUIsi KOXHOI JOBXWMHM N-rpam (BiIHOLICHHS
CHiBmafiHe 10 KinbkocTi N-rpam wiei moexkunm). Jlami
OOYHUCITIOETBCSL  CEepPEIHE  I'eOMETPUYHE  TOYHOCTI,
BBOIMITBCS  cnemianbHi  mTpadu, Ta OOYHCIIOETHCS
KiHieBa oiinka B Mexax [0, 1], me Oinbine 3HaYCHHS
BIiJITIOB1/Ia€ 32 KpalInil pe3yabTarT.

2. Rougel 3i cimeiictBa merpuk Rouge [23],
MpU3HAYEHE JUIsl OLIHKH IiJICYMOBYBaHb TEKCTIB, MPOTE,
agasiorivno 10 BLEU anmanroBaHe 1 [Uid IHIIMX 3aad.
IpucraBka L mnoxoauts Big LCS, To0TO HaiimoBmIOl
CHUTPHOT ~MIJACTPIYKH. I7es airoputmy monsrae B
obuucnenni LCS, nani oOYMCIEHHS KIACHYHHX METPHUK
knacudikauii — TouHicTh (precision) ta moBHora (recall),
gk  BigHomeHHs  gosxuHd LCS 10 JIOBXHWHHU
3TEHEPOBAHOr0 Ta OYiKYBAHOTO TEKCTY BiAmoBiaHO. [Ticms
uporo obduuciroerbess F1 omiHKa TOYHOCTI Ta HOBHOTH.
Came F1 3HaueHHS BHUKOPHUCTOBYBATUMETHCS IS
TIOPIBHSAHHS PE3YNbTATIB Pi3HUX MEPEK.

3. RougeN. AHaJOriyHO A0 TMOMEPETHBOI METPHUKH,
RougeN € uactunoro cimeiictBa Rouge merpukx. Ha
BimMmiHy Bixm Rougel, BukopuctoBye N-rpamMHumil minxin.
[Ipu obunCIeHHI METPUKH 00paXOBYETHCS EPEKPHUTTS N-
rpaMamMu (I n — 3aJaHAN Tapamerp) 3TeHepOBaHOL
CTpIYKH 1O peanpHOi, 1 manmi aHamoridHo ao RougeLl,
obunciroeTses precision, recall Ta F1 [23].

Y poboti BuKOprCcTaHO O0DiliHy iIMIUIEMEHTALIIF0 IIHNX
Metpuk 6i0miorekoro KerasNLP [24-25].

4 EKCOEPUMEHTHA
Hns mobynoBu HeoOXximHoro II3 HEOOXiOHO diTKO
BU3HAYNTH OCHOBHI 00’ekTH I1O MOpiBHSHHS CTpaTerii
reHepaii Tekcty. Jlo Takux 00’ €KTiB MOKHA BiJJHECTH:
— ANTopuTMH JIEKONYBAaHHS: JOCIIDKSHHS CTpaTerii
JNEKOIYBAaHHSA TEKCTy BHMAara€ pO3YMIHHA  pi3HHUX
QITOPUTMIB, SKi BUKOPHCTOBYIOTBCSI IUIS 3TE€HEPYBaHHSI
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mocmiIoBHOCTI  ciiB. lle MOXyTe OyTm SK YHCTO
JETepMIHICTHYHI, CTOXaCTW4HI aJiroOpuTMH 4YH  IX
KoMOiHaril. BaxxinBo BU3HAYUTH TIepeBaru, HEJOIIKU Ta
BIUTHB [MX aJITOPUTMIB Ha 3TCHEPOBAHHI TEKCT;

—MoBHiI Mozeni: JOCHKEHHS B 00jacTi, IIo
pO3TIISIAaEThCST B poOOTI, BUMAarae pO3yMiHHS Pi3HUX
MOBHHX MOJIENeil, 30KpeMa THX, SKi BUKOPHUCTOBYIOTHCS
Juisl TeHepauii Tekcry. Y miii poboti mel acmekr [10
oOMexxeHo 10 MOBHUX Mozened tumy TS5, mpouecy ix
HaBYaHHS, text-to-text migxomy no NLP 3anauq;

—Merpuku omiHku: s TOPIBHSHHS — CTpaTerii
JICKOlyBaHHsI ~ HEOOXiHO  BHUKOPHCTOBYBATH  II€BHI
METPHKH, [0 BU3HAYAIOTH SIKICTh 3r€HEPOBAHOTO TEKCTY.
Ile MOXyTh OyTH METPHIKH, SKi OI[IHIOIOTH MOMIOHICTH
CTBOPEHHX, JCKOJOBaHMX CTPIYOK 3 THMH, MIO
OYIKYBQJIUCh SIK DPE3yJbTaT TeHepamii TEKCTy, 30Kpema
TEKCTY NPOJJOBKEHHS ITiCHI.

[Moxigui 00’€kTH, 1O MaroTh OiTBIIMH  piBEHb
a0cTpakilii, mpoTe € He MEHII BaXJIUBI JJ1s1 OOTOBOPEHHS:

—IIpobneMn 3 HAAMIPHOK TCHEPAIE€0 — OIUH 3
HaWBaXXITMBILIMX ACIIEKTIB aHalli3y € po3riisi mpobiem,
MOB’s3aHUX 3 JErPAZOBAaHOI TeHEPaIli€l0 TEKCTy, TOOTO
HasIBHICTh TOBTOPEHHS, HEKOHKPETHOCTi, HECYMiCHOCTI
abo He3B’si3HOCTI. Po3yMmiHHS 1ux mpobieM i po3pobka
METOIIB JUIs IX BHPIIIEHHS € BAXJIUBUM KPOKOM Y
BIOCKOHAJICHH] CTpaTerii IeKOyBaHHS;

— Anmanranig 1O KOHKPETHHX 3aBIaHb: BpaxoByroun
PI3HOMAaHITHICTh 3aBJaHb, Ul SIKUX BUKOPUCTOBYHOTHCS
MOBHI MoOfeNi, BaXJIMBO BHBYAaTH, SKI crpaTerii
JNEKONYBaHHS HalKpalle MpaIioloTh Yy KOHKPETHHX
Bunajkax. Jleski 3aBaHHs MOXKYTh BUMaraTtH HIBUIKOCTI,
iHII — O1IBIIOT TOYHOCTI ab0 KpeaTHBHOCTI B reHeparii
TeKcTy. Y HaHii poOOTi BHU3HAYCHHS KOHKpPETHA 3ajauya,
II0 pO3MVANAEThCS — IpoLec TeHepauii  TeKcTy
TPOJIOBKEHHSI ITICHI.

Hus xopektHoi mooymoBu IC Ta 1 crnemmdikarii
HEOOXiTHO BH3HAYMTH OCHOBHI JediHiIii, TepmiHu Ta
00’extu T10. Tlpore mmmpuHa cdepu reHepariii MTYIHHX
TEKCTIB € JIOCTaTHBO IOTYXKHOI, TOMY HEOOXiJHO
BuzHauutu mexi [10. Ha puc. 2 mpoiaeMoHCTpoBaHO
miarpamy mnpeneneHTiB nporoHoBaHoi IC. Ponb 1iei
JiarpamMu Moka3aTH siki (DYHKIIOHAJIbHI BUMOTH MOBHHHA
MaTH CHCTeMH, 1100 MaTh 3Moru BusButh Mexi [10. 3
JiarpaMd  BHJHO, 1IN0 KOHIENTYaJlbHO HAaWBHIIUM
npereneHToM IC € ompamoBaHHS BXIZHOTO 3alUTy
KOPHCTYBada Ha TeHEPAIil0 MPOJOBKECHHS TEKCTY IiCEHb.
BpaxoByroun ommcaHi IpeneneHT, a TAKOXK 0COOIUBOCTI
po3podku IC Ha 6a3i BEMMKMX MOBHHX MOJEJCH, MOXKHA
BUIUTATH TPU BaXINBHUX actiekTw [10:

— CTBOpEHHSI HaBYAIBHOTO JaTacery —
ONPALIOBAHHS Ta MiIrOTOBKH TEKCTOBUX JIAHHX;

— HMonapuanas (fine-tuning) MOBHOI MOJIEINi — TIPOIIEC
HAaBYAaHHs Halepell HaBYCHOI Moneni sl BHKOHAHHS
KOHKPETHOT'O 3aBIaHHS;

—I'enepariisi TeKcTy MiCHI — MPOIEC BHKOPHCTaHHS
MOJIENTi Ta ISKOAYBAHHSA ii pe3yIbTaTiB.

KokeH 3 IMX acrekTiB MiCTHTh TIEBHI TEpMIHU Ta
NPOLIECH Ta BapiaHTH, SKAMH HEOOXiTHO OIepyBaTH IS
JOCSTHEHHSI TOCTABJICHOI METH.
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leHepayia npodoseHHA mekcmy rnicHi

3aBaHTaXNUTH BXiAHI
PALKM MicHi

3anycTuTv reHepalito B
NPOAOBXEHHA TEKCTY 6e3 <<BKNIOUUTH>>
KOHKPETHOrO CTUAI0

"

KopwcTysay

g

Mogenb

3anycTuTu reHepau,ito
NPOAOBKEHHA TEKCTY B CTUAI
neBHOro asTopa

A
<<POSTATHYTU>>

O6patu cTpareriio
reHepaL,i Tekcra

06patu aBTopa
(apTucra)

Pucynok 2 — Jliarpama npeneseHTiB CHCTeMHU reHepatlil
IIPOJIOB)XEHHS TEKCTIB ITiCeHb

CTBOpEHHSI HABYAIBHOTO JATACETY € HAHBaKIHBIIIHM
kpokoM misi IC, mo BukopucroBytoth I, ockinbkn
SKICTh JIAHUX € HEOOXITHOI YMOBOK [UIsi NOOYIOBU
MOJIEJ, 110 BiJITIOBiIaTUME MOCTABJICHUM BUMOT'aM.

3 miei yactuan 1O HeoOXigHO BUAUIMTH, 10 O3HAYAE
reHepailis TNPOAOBXKEHHs Tekcty micHi. Lle nwuTanHs
[IOCTa€, OCKUIBKM O3HAYMTH L€ 3aBIAHHI MOXKHA
KiJgbkoMa cnocoOamu. Hampukian, kinacudHe 3aBHaHHS
MOBHHMX MoOfeNnell — 1€ BiAHOBJICHHS NPOIYLIEHUX
(3amackoBaHMX) ciiB 4M N-Tpam y TEKCTi, TaK 3BaHE
MOZEIIIOBAaHHA MOBH. 3a TaKUM K IPUHIMIOM MOXKHA
03Ha4yaTH IMpOLEC I'eHepallii MPOIOBKEHHs MiCeHb, TOOTO
MACKYIOUM 3aKiHY€HHs PsIKIB a00 BUIMAAKOBI N-rpamu 3
TEKCTYy TIiCeHb, 1 HaBYaTH MOJENb 1X BIJIHOBJIIOBATH.
Takuii migxiJ BUMAarae BiJl MOTEHI[IMHUX KOPUCTYBauiB
HajJaBaTU HA BXiJ HE TUIBKM TEKCT, a Micud Ie IM
HEOOXiTHO JIONOBHUTH TeKcT. HaTtomicts y wiit poboTi
MIPOIIOHYETHCS HIIMH MiJXiJ — HOCTPIYKOBE OMOBHEHHS
TEKCTY IicHI. 3aMicTh TOro abu MPOJOBXKYBATH KOXKHY
CTpIYKY OKpPEeMO, MOJelb Oy/le HaMaraTucs BiITBOPUTH
KiJIbKa HACTYNMHHUX CTpidoK. J[nsi mporo y TekcT Oyne
JIOZIaHO CHeNiaNbHUA TOKEH PO3AUICHHsI PSAAKIB, 1 MOJIENb
Oylne HamaraTHcsi TeHepyBaTH WOro B TOMY Micii, je
3aKkiHdyBaTUMeThCst psfok. Jlpyruii acmexkt IO — e
npouec fine-tuning moBHOi Mopeni. OcHOBHa MeTa
npolecy — TOKPAallUTH — Pe3ylIbTaTH MoOJelml Ta
3abe3mneunTr OUIBIN TOYHI Ta BIAMNOBIAHI TeHeparlii TeKCTY
MPOJOBXKEHHsI TiceHb. [[eil acmeKkT BKIIIOYAe TPU KPOKU:
CTBOpEHHs crienin()ikOBaHUX JaHWX (OMUCAHUI paHile),
BUOIp apXiTeKTypH Ta NepeHANAINTYBAHHS MOJIEIII.

JIs KOHTEKCTY JaHoi poOOTH, BaXKIMBO BiJMITUTH
npyruii Kpok — BHOIp apxitekrypu. Lleli mporec €
CKJIaZIHUM, OCKIJIBbKM IiCHye OaraTo pi3HHX MoOJened 3
PI3HUMH pO3MipaMu, IIAPOBOIO CTPYKTYPOIO Ta KUIBKICTIO
mapamerpiB.  Ilpu  BubOopi  apxitekTypm  Tpeda
BpaxoBYBaTH OCOOJIMBOCTI 3a7adi, HasiBHI OOUMCITIOBAIbHI
MOXIIUBOCTI, HasBHI PECYpCH IaMm’ATi Ta BPaxOBYBaTH
BIUTMB MPOLECY HABYAHHSI MoOJeieil Ha HABKOJIMIIHE
cepenoBume. OcTaHHIA acmekT, SKH  HEOOXITHO
pO3MIISIHYTH — 1ie Oe3mocepenHiil mpomec TeHepamii
TEKCTY 3 MOBHOI MOJEIUII0. [IJIsi ONHCY IbOro MpoIecy
HEeoOXi/THO BBECTH KiJIbKa O3HAYEHb.
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— Tokenusamis — 1e pO3OWTTS CTPIYOK Ha OKpemi
KOMITOHEHTH (TOKEHH), SKMMH MOXYTh OyTH CIIOBa,
CHMBOJIY YH (pparMeHTH ciiB. [Ipu npoMy KOIYBaHHS OpH
TOKEHM3allli — e Ipouec BiJoOpaXeHHS TOKEHIB y ix
YHCIIOBE MPENCTABICHHS.

— JlekogyBaHHS TOKEHIB — TpOLEC BiJIOOpakeHHs
IH/IEKCIB y BIJINOBiHI YacTMHU MOBH (CJIOBa, CHMBOIIU
TOIIO).

— Crpareris renepanii abo crpaTterist nekoaysanss [3]
— 16 ATOPUTM BHOOPY HACTYIHOTO CJIOBA, 3aJICXKHO Bij
roniepenHix. Bubip crpaterii BrumBae Ha Oe3nocepeHe
BUKOPHCTaHHS MOJIeTi MpU TeHepalii, Mae CyTTEBUil
BIUIMB Ha KIHIIEBUH pE3yJIbTaT, CYMICHICTh Ta SIKICTh
3TEHEPOBAHOTO TEKCTY.

Bech nporiec reHepariii TEKCTY MPOJIOBKEHHS IiCEHB,
B Mekax C(HOPMOBAHOIO KOHTEKCTY MOXKHA MOJATH Y
BUTJISII  TIOCHIJIOBHOCTI — omepaiiii, odopMileHHX Yy
Jiarpamy gisibHOCTI 3 puc. 3. Tlicist BBeIeHHS OCHOBHUX
TEPMIiHIB Ta MiIIPOLECIB, MOXKIUBO CHOPMYBATH OITHC
rogoBHoro mpouecy IC — ompaifoBaHHA 3amUTy Ha
TeHepallilo TEeKCTy TpoAoBKeHHs micHl. Ha puc. 4
BUBEJICHO BIJMOBIHY Aiarpamy AissibHOCTI. OO’ €KTH, 110
BUKOPHCTOBYIOTBCS Ha pHC. 4 € aOcTpakuisimMu, IO He
norpeOytoTh cnenudikamii. Onuc obpaHuii MeTOAIB Ta
3ac00iB po3poOku IC MOXKHA PO3IITUTH HA B YaCTHHH,
neplra — 3aco0u I po3B’sI3aHHA 3a/ladi reHepaltii, apyra
— TEXHOJIOTIi PO3pOOKH MPOrpaMHOro 3a0e3eueHHsI.

OOpaHoto apxiTekTyporo Mozeni-tpancdopmepa € TS
[2]. OcobnuBicth wi€l Momeni — i MOBHOTa (EHKOJAEP —
JeKoJep MOoJeNb), THYy4KIiCTh Ta BUKOPUCTaHHS TEKCT-/0-
TekcT migxoxy. Takuii miaxim no3Bossie  yHiikyBaTh
OJIHY MOJIeJIb ISl KUIBKOX 3a/1a4, HAIPHKJIA]] TeHEepallito
TEKCTy TMiCeHb B CTHII PI3HUX aBTOPIB, MUIIXOM
JI0/IaBaHHs Tak 3BaHoro taskspecific npedikcy.

3aMiHUTM CMMBOJIM PO3AiIEHHA CTPIYOK
Ha PO3AiNbHU TOKEH

ToKeHi3yBaTh onpavboBaHi BXiAHI pPAAKK

3reHepyBaTU NOCNIAOBHICTb TOKEHIB
Bi4NOBIAHO A0 cTpaTerii Ta BXigHMX AaHUX

[leKozlyBaT1 TOKEPM Y C10BA 3i C/IOBHUKA

3amiHUTM PO3AiNbHUIA TOKEH Ha
pO3AiNbHUIA CUMBON

NoBepHYyTH CTPiuKy

Pucynok 3 — Jliarpama AisuTbHOCTI MPOLieCy T'eHepalil TeKCTy
TIPOJOBKEHHSI ITiCHI
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User

CohopmyBaTv BXigHWUI 3anuT

O6patu cTparterito reHepyBaHHA

O6patu mogenb reHepyBaHHA

O6patn 6axkaHui CTUb apTUCTa

QueryProcessor

-— MpUIAHAT BXiAHWI 3anuT

[Lopatv npedikc 3aBAaHHA

CTaHAapTU3yBaTH BXiAHWI TEKCT

BuBecTv pesybTat

NSAModel

S 3reHepyBaaTy MPOJOBXEHHA TEKCTY MicHi

Pucynok 4 — Jliarpama AisuTbHOCTI ITpoLieCy ONPAIOBaHHS 3allUTy HA TeHEpPallilo TEKCTY MPOJIOBKEHHS ITiCHi

[HI1i mepeBaru Mozeni:

— KonTekcTHe TeHepyBaHHS, TOOTO BpaxyBaHHS
KOHTEKCTY BX1JTHOI'O TEKCTY JJIsl TeHEepalil BUXiTHOTO;

— Hanpagnenicth reHepariii, TOOTO BHMKOPHCTaHHS
cIieliajbHUX TOKEHIB Ta MACOK;

— CnekTp pi3HUX pO3MIpIiB, IO AO3BOJSE MiAiOpaTH
MOJIEJIb 3TiIHO O0YHMCITIOBAILHUX 00OMEXKEHb Ta MoTpeo.

BianoBinHuii TOKEHU3ATOpP Ta AETOKSHU3ATOP IS i€l
MoJIeNl mparoe Ha sentecepiece [9], 110 IMIUIEMEHTOBYE
Mojenb subword units Tokenu3anii. BukopucraHHs
TAKOTO TOKCHU3aTOpa Ma€ HH3KY IepeBar, HampHKIa,
BiH HE 3aJI&)KUTh BiJl MOBH, JIETKUI Ta JyXe MBUAKUH [9].
BiamoBimHO 10 aBTOpIB I[bOTO TOKEHHW3aTOpa, BIH €
Kpalol albTepHATHBOK JJIsl 3aad TIeHepalrii Hix
subword-nmt [10] uu WordPiece [11]. Ha puc. 5
BiJIOOpPaKEHO CXeMY B3a€MOIiT OCHOBHHUX, JIOJIATKOBUX Ta
nornomixkaux 00’ ektiB 110, y BUrmsii aiarpaMu Kiacis.

| GenerationStrategyDecoder |
]

Model

InputLyvrics M H TargetLyrics
1] L
Metric
1

Pucynok 5 — Jliarpama kiaciB B3aeMofii 00’ €KTiB

5 PE3YJIBTATH
Jst BHUKOPUCTAHHS KOHPETHOTO aNTOPUTMY
JEKOIyBaHH:, HEOOXiTHO PO3TIAHYTH IX iIMIDIEMEHTAIli B
0i0mioTeKaxX, IO BHWKOPUCTAHO [UISI TOOYIOBH ITBOX
MOBHHUX Mojenield, mo Oynu paHime omucaHi. Taxoi
Oiomorekoro €  transformers. Biamosimno, s
BHUKOPHCTAHHS ’kai0HOTO adrOpUTMY, IPH BUKOPHCTaHHI
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METOJy TreHepalii TeKCTy, HeOOXiTHO BKa3aTH TaKy
KOMOIHAIIII0 TapaMeTpiB:

model.generate(**processed_text, do_sample=False,
**gen params)
Juis beam search Ta mpoMeHeBO-NOIIYKOBA BUOIPKH
BIJIIOBIIHO:

model.generate(**processed_text, do_sample=False,
num_beams=num_beams, **gen params)

model.generate(**processed_text, do_sample=True,
num_beams=num_beams, **gen params)

JJist ypi3HOMaHITHEHOTO POMEHEBOr'0 MOMIYKY:
model.generate(**processed_text, do_sample=False,
num_beams=num_beams,
num_beam_groups=num_beam_groups, ¥**gen params)

Jyis 3BUYaliHOTO CEMILTIHTY BiJIMOBIAHUIA METOA Mae
BUITISI;

model.generate(**processed_text, do_sample=True,
num_beams=1, top_k=0, **gen_params)

CroxactiuHi Meromu top-k Ta top-p MaroTh Taki
KOMOIHaIIiT TapameTpiB:

model.generate(**processed_text, do_sample=True,
num_beams=1, top_k=top k, **gen params)
model.generate(**processed_text, do_sample=True,
num_beams=1, top_k=top k, top_p =top_p,
**gen_params)
A KOHTPACTHBHUII MONIYK, B CBOIO YEPTy, TAKY:

model.generate(**processed_text,

penalty alpha=penalty alpha, top k=top k,
**gen params)
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Jnst TmpoBeAeHHS eKCIEPUMEHTIB Ta MOPiBHSIHHS
pe3yIbTaTiB HEOOXIIHO MAaTH BIJITOBI THUI
IHCTpyMeHTapiii (cTparerii IeKOAYBaHHS Ta METPHUKH) Ta
BXifmHi naHi. Takumu nmaHuMH y [ poOoTi € Tpu
MiIMHOXHWHHA TECTOBHX JaHHX, SIKi BHKOPHCTOBYBAJIHCS
JUIsl  Bamigamii pe3yabTaTiB  HaBuaHHA SA Ta NSA
Mozened. KoxHa 3 TIIMHOXHHHM € TEKCTaMH IIiCeHb
OJTHOT'O apTHUCTA.

Jist miAroTOBKM NAaHWX HEOOXiqHO Uil IOYaTKy ix
oTpuMaty. J[JIs IIbOr0 BUKOPHCTAHO 0a3y MaHHX CEPBICY
Genius [14] craHom Ha mito 2021 pik y BuUrIsai json
¢atry. Jlnms cTBOpeHHs maHWX BimiOpano 10 pi3HHX
apTHCTIB, IICIS YOro BiMiOpaHO TEKCTH iX TIiCEeHb.
3arajom oTpuMaHo 626 yHikaJdbHUX MiceHb. KOXKeH TeKcT
TicHI — 11e 0e3MmocepeHbO CTPIUKK CIIIB Ta JIOBIJHUKOBA
iHpopMarist (4acTMHH CTPYKTypH micHi abo Xro 3
CHiBaBTOPIB BUKOHYE KOHKpeTHHH TekcT). Ilepimii kpok
OIpaIfOBaHHS TEKCTY — OYUCTKAa BiJ JIOBITHUKOBOI
iH(popMaIii Ta pO30UTTS TEKCTY Ha CTPIUKH.

ITicns mIATOTOBKM TEKCTOBMX JAaHUX HEOOXiZHO
PO3BUTH CTPIYKH Ha MOYATOK Ta MPOJOBXKEHH:, TOOTO Ha
BXiJHI Ta BuxijHi nasi. [lepen ompairoBaHHSAM TEKCTy
Tpeba BH3HAYUTU CKUIBKA Tap BXIiA-BUXil MOXKHA
YTBOPUTH 3 KOXHOI micHi. s 1bOro mpoBeIeHO
JOCIIIHUIIBKAN CTATUCTUYHUMA aHami3 Juis  KUIBKOCTI
CTPIYOK Yy IICHSIX, & TAKOX KIJIBKOCTI CIIB Ta YHIKaJIbHHX
cniB y micHsiax. Ha Puc. 6 BimoOpakeHo ricrorpamu,
boxplot Ta craTucTHKa KOXHOI 3 XapaKTEPUCTHK.

BukopucroBytoun naHi 3 Puc. 6 po3pobieHo mpoiiec
po36utTs crTpiuok Ha BXigHi BuxigHi. el npouec
NOBMHEH BpaxOBYBaTH KiUJIbKa BHMOI, 30KpeMma: Iapa
BXI/I-BUXiJi Mae OyTH TIOCHIJIOBHUMH CJIOBa IIiCHI,
JIOBKMHA BXIJHUM Ta BHUXIJIHUX CTPIYOK TOBHHHA
BapiroBaTHCs BiJl €K3EMIUIIpA JI0 €K3eMIUIpa, KUIBKICTh
BXIIHMX Ta BXIJHUX CTPIYOK MalOTh OyTH HE MEHIIe
BCTaHOBJICHOT'O MiHIMYMY.

st 06’eHaHHS CTPIYOK BXIJHOI Ta BUXIJHOI TPYIH
BUKOPHCTaHO CIellianbHuii TokeH <sep>. Llell TokeH
TaKOX JIOIaHO JI0 TOKeHH3aTtopa. B pe3ynbraTi po3ouTTs
KOXKHOT MICHI Ha KiJbKa Tap BXiJHUX-BUXIIHUX CTPIYOK
orpumano 1874 HaBYaJbHHUX e€K3eMIUIIpIB Ta 465
TecToBUX. Jnms  imocTpamii  mpUKIamy — IpOIecy
TIEPETBOPEHHS TEKCTY ITICHI Ha OIWH €K3EMIULIP JaTaceTy
Ha Puc. 7 BUBeneHO BiANOBiAHE 300payKSHHS.

[IpoBeneHo qOHaBYAHHS IBOX MOBHHUX Mojeneir NSA
Ta SA UL 3a1adi TeHepallii MPOIOBKEHHS TEKCTY IMiCEHb.
Jus obox mopedneit sik 6a30By obpano t5-base. Ll Bepcis
TS5 wictute 223 wMinbiioHn mapamerpiB. Sk pamrime
omrcaHo, y poboti po3pobmeHo aBi mopem. [leprma
BHpIIIye 3a/1ady TeHepallii MPOBOHKEHHS ITiCeHb, a ApYyra
— TEHepamilo B CTWIi meBHOro asTopa. Bceoro € 10
aBTOpiB, 0 BiAmoBixae 10 apTrcTam, 4ni micHI BiniOpaHO
Ui HaBuaHHA. Jnms  mepmoi  Mopjemi, sKa Hajgami
HazuBatuMeTbesi NSA, task specific mpedikc Burisimae
Tak “continue lyrics:”. BimmoBimHO, Tepem MmOYaTKOM
JOHaBYaHHS  MOJEN, YyCi BXiZHI TEKCTH IIiCEHb
JIOTIOBHIOIOTECS ITMM TipedikcoM. Biamoinuo mmst mpyroi
MOJIETI, 0 MaTuMe Ha3By SA, Takuil mpedikc 3aJIeKUTh
BiJI aBTOpa TEKCTY, IPOTE 3arajibHa Gopma Taka “‘continue
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lyrics as [meBHMIA aBTop]”. HanamryBanns
rineprapameTpiB Il MOJeJel € OJJHAKOBUMHU:

— Kinekicts enox: 3;

— Po3mip naprii ganHux: 2 3ammcy;

— Onrumizatop: Adam 3 WBUAKiCTIO HaBYaHHA 5-1075,

MeTpukyd HaBYaHHS — 3Ha4YeHHs (QyHKHii BTpaT,
MEePIUIEKCUBHICTh Ta TOUYHICTH TON-3. OCTaHHS MeTpHKa
BU3HAYa€ TOYHICTH NependadeHHss HeoOXiTHOro TOKEHa,
BpPaxoBYIOUH TpH HaMOBIpHIiII pe3yibTaTH.
PesynpraTi HaBYAaHHS U KOKHOI 3 Mojieneit opopmIieHi
y BUTIIsII TpadikiB KpUBUX HaBYaHHS, A1st NSA mMonemni —
puc. 8, a st SA — puc. 9.

AHani3 KpUBMX HaBYaHHS BKa3ye Ha Te, 110 MOJEIb
NSA Martume MeHII AerpajamiiHi pe3yiabTaTH, a s
Mozen SA HeoOXiJHO 30aaHCOBYBaTH KiJIbKICTh TEKCTY
JUIl KOKHOro aBTopa. Ilicias po3poOku Ta HaBYaHHS
Mojienei, MOKJIMBO 3aCTOCOBYBATH MOZEINI IS TeHeparii
TEKCTy. Y SIKOCTI KOHTPOJBHUX IPHUKIAAIB PO3TISIHYTO
JBa BapiaHTH, TMepIIMi — po3rsL Oe3rmocepeHbOo
3T€HEPOBAHOI0 TEKCTY JJIsi KOHKPETHOrO BXiJJHOTO
3amuTy, a Ipyruid — KUIbKICHA OIiHKA SIKOCTI MOJENi IUist
MHOXKMHH BXIJJHAX 3alUTiB. 3arajoM, IJisl OPiBHSHHS, Y
po0OTi BUKOPHUCTAHO 8 Pi3HUX METOAWK JACKOIYBaHHS s
reHepanii TeKCTy, IO MiATPUMYIOTbCS 0i0mioTeKy
transformers. He3paxatoun Ha Te, 110 iCHYe MOXJIMBICTh
BUOOpPY  KOHKpETHOI  cTpaTerii  JEKOAyBaHHs, Y
KOHTpPOJIbHY TpHUKIanl posrisiHyro Bei 8. [lns o0ox
MoZieliel  BUKOPHCTaHO OJHAKOBY BXIJHY CTpIUKY,
OJJHAKOBI IITpa( 3a MOBTOPIOBAHICTh, 3MEHIIEHO TaK
3BaHy Temrepatypy ¢yHkuii softmax, Ta opmHaKoBi
HaJlaIITYBaHHs IApaMETPIB CTPATETiil reHepyBaHHSI.

Juiss pi3HOOIYHOCTI OIIHKKA MOXJIMBOCTEH MOBHHX
Mojenel, 0a)kaHo MaTH BXIJHI JaHi Pi3HOI PO3MIPHOCTI.
Jns mporo, oOpaHO TPH apTHUCTH, YMi TEKCTH 3aiMaioTh
HaWO1NpIy, HAWMEHIIY Ta CepeHIO KUIBKICTh Bif yciel
HaBYAJILHOI Ta TECTOBOI BUOIPOK, 30KpeMa, TEKCTH:

— aptucta-1 — 25% HaBYanbHOI Ta TECTOBOI BUOIPOK;

— aptucta-2 — 9% HaBYaJIBHOI Ta TECTOBOI BHOIPOK;

— aptucta-3 — 3% HaBYaJILHOI Ta TECTOBOI BUOIPOK.

Taka pi3HOMAaHITHICTh [TO3BOJIUTH JOCITIIUTH BILTHB
KIJIBKOCTI CTPIYOK apTUCTa, 1[0 MOBHA MOJEb Oadmiia B
mpormeci fine-tuning, Ha 3HA4YEHHS METPHK M 000X
Mozeneil. EmmipuyHO, 3HaHHA TPO BIACOTOK JaHHUX
apTUCTa BiJ yCiX Mae TpaTH poNb Juime JIsd SA Momerni,
Jie e apTHCT BKa3yeThCs, Npu mpoMy NSA Momens
HIYOrO HE 3HA€ MPO aBTOPCTBO TEKCTY, IO HEOOXiTHO
nponoBxyBatd. lopsaok MmomaHHA pe3yiIbTaTiB OLIHKA
3HAUeHb METPHK € TaKUM: MEPLIMM IOAAHO PEe3yIbTaTH
MIPOIOBKEHHS TeKCTiB Ha SA Mozeni, TOOTO 3 BKa3aHHIM
OaxkaHO cTWIO (aBTOpa TICHI), JOPYrUM MOJAHO
pe3ynpTaTH TUX CaMHX JAaHWUX TPH BUKOPUCTAaHHI NSA
Mozeni. HamamryBaHHS cTpateriii TeHepyBaHHS, IO
3adikcoBaHi IS YCIX MPOIECiB NEKOTyBAHHS:

— [IpomeHeBmit onTyK (Ta MOXiqHI METOAM): KiJTBKICTh
MIPOMEHIB = 4;

— Diverse-beam: KilbKiCTb IPYI MPOMEHIB = 4;

—Top-k: k=5;

— Top-p: p=10,96;
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Pucynok 6 — CTaTHCTHYHUIA aHAIII3 KITBKOCTI CTPIYOK, CJIiB Ta YHIKaJIbHHX CIIiB Y BiiOpaHuX MiCHSIX

Pucynok 7 — [puknaj onpairoBaHHs TEKCTY MicHi (YUCTa, pO3OUTTS Ta CTPIuKHU, GOPMYBAHHS HAPHU BXiI-BUXiT)

Pucynok 8 — Kpusi HaBuanHst mozeni NSA
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Pucynok 9 — Kpusi HaBuanHsS Mozeni SA

k = 3, mrpad

— Koncrpactusnuit
BupoxeHHs = 0,9;

Hnst metpuk RougeN mopsiiok n-rpamu piBHHA 2, a
s metpuku BLEU Bin 1 1o 4.

Pesynpraté NSA moxeni BuBeneHo Ha puc. 10-11, a3
SA — puc. 12-13.

Jnst apyroro KOHTPOJIBHOTO NPHUKIAAY BifiOpaHo
MHOXKUHY BX1THUX-BHXiJTHUX Map CTPiYOK, Ta 00paxoBaHO
KiJIbKa TEKCTOBHX METPHK, JUIS KUTbKICHOI'O MOPIBHSHHS
pe3ynbTaTiB Mojienel Ta crpareriii reHepyBaHHs. Takumu
merpukamu oopaHo BLEU, Rougel ta RougeN. Ha Puc.
12 BUBEJECHO 3HAYCHHS METPHK Ul HAJBEJIHKOI BHOIPKU
3 TECTOBHX JaHuX st Mojemi NSA, OckuUbKH i
pe3ynbTaTi € Kpamumu, 3a BiamoBigHi 3 SA (puc. 13).
Yci pesynbTati 3 puc. 8 Ta 9 He MICTSITh IOBTOPIOBAHOCTI
TEKCTy, INPOTE€ YacTHHAa 3 TEKCTIB € TIpaMaTHYHO
HEKOPEKTHOI0, YaCTUHA MA€ He JIOTIYHI MOEJHAHHS CIIiB.
[IpomeneBuit momryk, top-p Ta ypi3HOMAaHITHEHHH
MIPOMEHEBHUH MOUIYK MICTSTh aHOMAJIBHO JIOBT1 PSJIKH.

TMOIIYK:

Pucynok 10 — Pe3ynbratu reHepyBaHHs ctpaterismu greedy
moIyk, beam mnoryk, top-p ta top-k

Pucynok 11 — Pe3ynbTati reHepyBaHHs CTpaTerisiMi BUGIPKH,
MpOMeHeBOro ceMiutinry, diverce-beam Ta KOHTPACTUBHUM
MOLIyKaMH

© Menskos O. O., Buconpka B. A., 2023
DOI 10.15588/1607-3274-2023-4-15

168

Pucynok 12 — Pe3ynbraTi reHepyBaHHs 5 cTpaTerisiMu 3 SA
Mozeni

Pucynok 13 — Pe3ynbTatu reHepyBanHs 3 crpaTerismu 3 SA
Mozedi

Pesynbratu 3 SA Mozeni MarTh BHAMMI O3HAKH
Jerpajamii  TeKCTy, TOBTOPIOBAHICTH Ta  HECYMHICTh.
WNmoBipHO, 111 mpoOiieMdM € O3HAKaMH  IEperiisiLy

HaBYaJIbHOTO IPOLIECY.

6 OBI'OBOPEHHA

Ha puc. 14 nns Aptucra-1 BuBeneHoO pe3yinbTaTH METPUK
3 BUKOPHCTaHHSM MOJEJNI, 10 HE MICTUThH iHdopmarii npo
ABTOPCTBO TEKCTiB. SIKIIO PO3IJSIOaTH 3HAYEHHS METPHK
okpemo, To BLEU 3HaueHHs AiaMeTpalibHO 3MiHHIIUCS,
HATIPUKJIAJ, JBiYi 3MCHIIMJIOCS 3HAYCHHS ISl CEMILIIHTY,
Maibke y JABa pasd  3MEHINWIOCS  3HA4YeHHS UL
KOHTPAaCTUBHOI'O METOJY, IPOTE YABIWi 30IMBIIAIOCS IS
diverse-beam momyky, Maibke yTpudi 3pociH Ui top-k.
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Ilepmr 3a Bce, Halkpammii pe3ymbTaT  PO3MIIIAIOTH
IPOMEHEBUH MOIIYK Ta MPOMEHEBHH CEeMILTIHT. PesynbraTn
TIpH kali0HOMY anropHTMi He 3MIHWIHCS. 3 puc. 14 BumHO,
HACKUTBKM 3MiHA cTpaterii 3MiHIOE€ 3HAUCHHS METPUKH. B
JTAHOMY BUIIQJIKy, CTpaTerii MPOMEHEBOIO CEMIUTIHIY Mae
HaWKpali pe3ynbTaTH.

3HaueHHS METPUK TEKCTOBOI MOmiOHOCTI 3 Mozemi SA
(puc. 15) crocyroThcs aBTOpa 3 HAHOIIBIIOI KIJBKICTIO
naHux Ha SA moneni. Halikpanuii pe3ynbTaT, BiAMOBIAHO 10
YCIX TPBOX METPHK, JOCATHYTO IPH MPOMEHEBOMY IOIIYKY.
Haiiripmuii  pe3ynbTaT 3aJIeKHTh BiJl 0OpaHOI METPHKH.
3nauenss BLEU e Haiipi3HOMaHITHIIIMM, i HOro 3HaYeHHS
3HAYHO 3MIHIOEThCS, 3aleXHO BiJ crparerii. IIpu npomy
Rouge MeTpuky MalTh MEHIIY BapiaTHBHICTh, MCHIIHH
po3Max 3Ha4CHb.

Pucynok 14 — 3HaueHHs1 METPUK TEKCTOBOI MOAIOHOCTI 3 MO
NSA Ha ganux aprucra-1

Pucynok 15 — 3HaueHHA METPHUK TEKCTOBOI MOMIOHOCTI 3 MOzei
SA Ha nanux aprucra-1
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3naveHHss 00ox Rouge wmerpuk 3pocmu abo He
3MIHWJIMCS Yy BCiX BHmajgkax. Taki pe3ynbTatd MOXY
BKa3yBaTH Ha Te, [0 HAaBYaHHS HA HE3AJICKHHX BiJ
aBTOPCTBA TEKCTaX, y 3aralbHOMY Kpalle pO3B’S3yIOTh
3a/ady TeHepalii, 32 YMOBH IO BUKOPHCTaHO JaHi, IO
3aiiMaroTh 3HAYHYy YacTHHY HaBYajibHOI BUOipku. [lis
MEepeBIpKM  TaKOi TiMOTe3M HEOOXIAHO PO3TIIAHYTH
Pe3yJIbTaTH JUIs 1HIIMX aBTOPIB.

PesynbraT st Apyroro aBTOpa IpU BKa3aHi HOTrO
CTWJII0O HE3HAYHO BIiJPI3HSIOTHCS BiJ| aHAJOTIYHUX JUIS
Aprucra-1 (puc. 16—-17). Halikpaii 3HaueHHs1 3HOBY IIpH
BUKOpHCTaHI beam anroputmy. IIopiBHSHHS pe3ysbTaTiB
Aptucra-2:

Pucynok 16 — 3HaueHHs1 METPHK ISl PI3HUX CTpaTerii
reHepailii Ha JaHuX apTucTra-2 (Mozeib SA)

Pucynok 17 — 3HaueHHsI METPHK IS PI3HUX CTpaTerii
TeHepaii Ha JaHuX apTucra-2 (Moaeias NSA)
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Puc. 17 nemoHCTpye pe3ysibTaTHI 3HaYEHHS METPHUK
JUIL  apTuCTa-2 TIpu  BUKOpUCTaHHI NSA  mogerni.
HaiiriikaBimmii  ¢akT 1poro pesynbrary — HaWOUTbII
3HaueHHs BLEU wmerpuku cepen ycix pe3yabTariB, IO
pO3TILIIAIOTECS Yy poOoTi. 3HayeHHs 3 puc. 17 €
OimpimMu 200 pPIBHUMH  BIJNOBITHMM 3 puc. 16.
HaiifimoBipHile, Mo Taki aHOMaJibHI Kpallli pe3yJbTaTH
JUIA aBTOpa, YWi TEKCTH HE 3aiMaroTh OLIBINICTh
JlaTaceTy, MOB’s3aHi 13 3arajibHICTIO Ta MPOCTOTOIO IHX
tekcTiB. Ockinbkun NSA wmopens Oyaye y3arajabHEHHS
cepel  yCix TEKCTIB IMiceHb, WO 1A HaJaHO IIpH
HaBYAJIBHOMY IIpOLIECi, TO WMOBIpHO, IO MOJENIb
BUOyIyBanM TIeBHE YycepeaHeHHs a0o maliioHu st
TekcTiB. Yepes e, TEKCTH MiCeHb, IO HE € CKIaJHUMH,
abo MaroTh 0araTo IMOBTOpPeHb a00 BUKOPHUCTOBYIOTH
3arajbHi  maOmoHHI  (pasw €  HalermmMmu Ui
BIITBOpEHHS MoAeUT0. Taka BIACTHBICTL MOAENi He
BKa3ye Ha SIKICTb TEKCTiB, IIJ0 BOHA TeHepye, a Oinplie Ha
HEeOoOXiTHICTh Meperdisiy npoiecy ii HaBuaHHs [7].

[NopiBHsiHHS pe3ynbTaTiB ApTHCTa-3:

Pucynok 18 — 3HaueHHs1 METPHUK UTs Pi3HHUX CTpaTerii
reHeparii Ha JaHUX apTucTa-3 (Mozaenb SA)

3 puc. 18, Ha SIKOMY BHBEOEHO PE3yIbTATH METPHK
JUIA  TEKCTIB aBTOpa 3  HAWMEHIIOI  KUTBKICTIO
eK3eMIUIIPIB Yy JaTacerax, BUAHO CYTTEBE 3HIKCHHA
3Ha4€Hb METPUKH, 30Kpema a1t BLEU.

JIumie npomMeHeBUil NOITYK Ma€ HEHYJIbOBE 3HAUCHHS
miei merpuku. [Ipm mpomy, Rouge merpukm moka3yrooTh
He3HauHe MafiHHA. Taki pe3ynbTaTH TOB’s3aHi fK 3
KIUTBKICTIO TECTOBHX JaHUX, TaK i 3 IPUPOIOIO TEKCTIiB (X
VHIKQJIBHICTIO 1 pi3HOMaHITHICTIO). OCTaHHI pe3yibTaTH,
0 PO3TIISIHYTO B POoOOTi, IPOJEMOHCTPOBaHi Ha puc. 19,
MOKa3yIOTh, IO y3arajJbHEHE BMIHHS T€HEPYBAaTH TEKCTH
Momenrio NSA e kpammM (TI0 3HAYCHHSIM METPHK) 3a
aHajorivee B SA wmogzeni. 3HOBY, JHIIE MPOMEHEBUH
NOTyK OTpUMaB HeHyiaboBe 3HaueHHs g BLEU.
AHAaOTi9HO 10 Pe3yabTATIB IHIIMX aBTOPiB, Mozeb NSA
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oTpuMaina Kpami pesyabTatd 3a SA. Taki pesymbTatu
MOXYTh BKa3yBaTH Ha KiTbKa BAXKJIUBUX AaCICKTIB, IO-

mepiie, HEOOXiHO  po3IIMpIoBaTH Hallp  JaHuX,
30UTBPLIyIOYM  HOro  Pi3HOMAHITHICTB,  IOKPAIYIOUH
akicte. [lpm 1pOMY, 30iNBIIEHHS KIJTBKOCTI pasiB

OHOBJICHHS TIapaMeTpiB MOJEN MOXYTh HPHU3BECTH JIO
TOro, 10 MOZeNb SA 3MOXKe Kpallle 3amaM ITOBYBaTH Ta
BIJITBOPIOBATH TEKCTU KOHKPETHUX aBTOPIB.

Pucynok 19 — 3HaueHHs1 METPHK IS Pi3HUX CTpaTerii
reHepaiii Ha faHux aptucra-1 (monens NSA)

3 ycix pe3yNbTaTiB MOPIBHAHHS TEKCTIB BUJHO, IO
METPUYHO HaWKpalluM METOIOM TeHepalii TeKCTIB
miceHb € beam moOImIyK Ta Horo Bapiamii, 30Kpema
npoMeHeBuit cemutinr. KOHTpacTHBHUIA MOITYK 3a3BUYail
nepeBepilyBaB 3BUYAWHMN KamiOHui miaxin. Meroqu
top-p Ta top-k He MarOTh OJHO3HAYHOI IIEpeBaru OJUH Ha
OJIHMM, 1 B PI3HUX CUTYaILlisIX JaBaJd Pi3HI pe3ylbTaTH.

BpaxoByroun pe3ynbTaTd, OTpEMaHi IpH MIPOBEICHHI
eKCIIEPUMEHTIB,  MPUHHATO  PpILIEHHS  JOAATKOBO
JNOCHIIUTH  KiTbKa  aQITOPUTMIB  JEKOAYBAaHHS  Ha
3QJIEKHICTh 3HAUYEHb METPUK BiJ MapamMerpiB IHX
anroputMiB. J{ns mpuknaxy oOpaHO IBi cTparerii, ogHy
CTOXaCTHYHY — IIPOMEHEBHH CEMIUTIHI, Ta OIHY
JNETePMIiHICTUUHY — KOHTpacTHBHHIA momryk. [Ipobmema
JOOCTIDKEHHST ~ NPOMEHEBOro  TOMIYKYy  HOJATrae  y
MPUPOAHIA BUIMAAKOBOCTI TPOIECY TeHepallii, Mo MOXe
CYTTEBO BIUIMBATH HA OTPUMaHi Pe3ylbTaTH TeHEparii.
[[To6 HiBemroBaTH MmO TPOOIEMY TPH MPOBEACHI TaHOTO
anroputMy 3adikcoBano random seed. JocmimkyBaHuMu
mapamerpaMu  OOpaHO  KIBKICTH ~ TNPOMEHIB  Ta
Temneparypy ¢yHkmii softmax. MeTpuka OLiHIOBaHHS —
BLEU, MHOXWHA TECTOBOTO IaTaceTy — Bix Aprtucra 2.

B pesympraTi MOBTOpHOI TeHepalii Ta OIiHIOBaHHS,
noOy/I0OBaHO TEIJIOBY JiarpaMmy 3aJIe)KHOCTI 3HAYECHHS
BLEU wmerpukm Bix KoOMOiHaIlii JBOX BH3HAYCHUX
napaMeTpiB aist TecTyBaHHS NSA, BuBeneny Ha puc. 20.
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SAx BumHO 3 puc. 20, 30INBIICHHS TEMIIEpaTypH, a
BIJIMOBITHO 3TJIa/KYBAHHS PO3MOALUTY (TOOTO CTBOPECHHS
YMOB JUIsI BHOOpY MEHII HMOBIpPHUX CIIiB) THOTipIIye
pe3ynbTar, amKe 3pocTaE€  pI3HOMACTICTh  TEKCTY.
AwnanoriyHo, TpH 30UIBIIEHHS KUIBKOCTI TPOMEHIB
3MEHIIYETHCS 1 3HAYEHHS METPUKH, NPOTE 1IeH pe3ylbTaT
MOJKE 3MIHUTHUCS BiJl HACTYITHOT'O TIPOIIECY FeHEPAIlii.

Amnajoriyae JTOCTTIJDKSHHS MIPOBENICHO TSt
KOHTPacCTUBHOT'O MOLIYKY. IIpote foro
JICTEPMIHICTHYHICTh ~ JJO3BOJSIE  YHUKHYTH —TIpOOiIeMu
pI3HMX  3HaYeHb MNpH  MOBTOPHHX  TEHEpalisx.

[NapameTpaMu a1 3iCTaBHOIO TOIIYKY OOpaHO Ti, IO
ormucani B Po3nini 4, a came: k ta o mrrpady. BignosinHi
3HA4YeHHs1 00YKCIIeHb BUBe/IeHI Ha puc. 21.

Pucynok 20 — TerutoBa kapra BLEU meTpuku 3a5iexHo Bif
KOMOiHallii mapaMeTpiB MPOMEHEBOr0 CEMILTIHTY

Pucynok 21 — TerutoBa kapra BLEU meTpuku 3a51exHO Bif
KOMOiHaIlii TapaMeTpiB KOHTPAKTHBHOTO TOLIYKY

3 puc. 21 BHOHO, WO 3MEHIICHHS MTpady
TPU3BOIUTH 10 3MEHILICHHS 3HAYCHHST METPHKH, 1110 MOXKE
OyTH HACIIIKOM TE€HEpYBAaHHS IOBTOPIOBAIBHUX DPSIIKIB.
IIpn 1poOMy 3OUTBIIEHHS KITBKOCTI €JIEMEHTIB, IO
BpPaxoBYIOTbCS B alTOPUTMi  JIEKOAYBAHHS,  TEX
NPU3BOJUTH JIO CIIaJy 3HAYeHHS METPUKH. Taka
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TEHJICHIIiSl 3MEHIIEHHS MOXe OYyTH BUKIMKaHa pPOCTOM
PI3HOMaHITHOCTI Ta TUCKPUMIHATUBHOCTI 3T€HEPOBAHUX
CTpPIUOK, 1m0 30UIbIIye pI3HUMIO MK OakaHUM
pe3ynbratoM. B 3araipHOMY BHITa/Ky, HE iCHYE Kpamioi
cTpaTerii JeKOAyBaHHS, a Ii BUOIp 3aJCKUTH BiX
KOHKPETHHX YMOB JIOHaBYaHHsI, HAsIBHOTO HA0OpY JaHMUX,
MOXKJIUBOCTEH MOJeNi, 3aJayi, Ta IOCTaBJICHHUX ek
npolecy reHepari.

B xonrekcti po3pobnenoi IC 1Bi XxapaKTEepUCTHKH €
HaWOUTBII BaXIMBUMHU s aHamizy. [lepma — omiHka
KIJIBKOCTI BUKHIIB Ta BIUIMBY Ha €KOJIOTIIO IUIAHETH Yepe3
BUKOPHCTAaHHS Ta HaBUaHHS MOJENIE Ha amapaTHUX
npuckoproBauax. Jlns OIIHKKM 1€l XapaKTepUCTUKH
MOKHa BUKOPHCTOBYBATH ifeto 3 [8].

Tak, HA MOMEHT BHKOHAaHHS POOOTH, BPaXOBYIOUH
eKCIIEPUMEHTH Ta BHKOPUCTaHHS MOJeNei, HaBYaHHS
nBox TS moneneld Ha mpuckoproBaui T4 B cepenoBuii
Google Colab, ycepenneHo BUkuUHYTO Maibke 0,55 kr
kapOoH  miokcuay  (Bymiekucnoro — rasy). [pyra
XapaKTepUCTUKA HANpsMy 0B’ s3aHa 3 MEpIIOo0 — L€ Yac
BUKOHAHHS TeHepalii Ta JEeKOIyBaHHI TEKCTy 3
BUKOPHUCTAHHSIM pi3HUX crpareriit. J{is anamizy nporo
yacy, IpY BUKOHAHHS TeHepallii NpHUKIaaiB, 3aikcoBaHO
yac OOYKCIICHHS Ta JEKOAYBaHHS TEKCTy. 3BUYaiiHO, LIO
el yac 3aleXuTh BiJl PO3MIPY OTPUMAHOi CTPiuKH,
inmux npoueciB IC Tomo. Tomy, nepen Bi3yasizatiero,
OTPUMAaHUIl dYac HOPMali30BaHO 32 MAaKCUMAaJIbHUM
3Ha4yeHHsAM. Ha puc. 22 BHBEAEGHO YMOBHI BUTpaTH 4acy
Juls TeHepalii pe3yabraTiB Moneiuto NSA, a Ha puc. 23 —
MOIEIUTI0 SA Ha MaJIUX 32 00CATOM BXIJHHUX JaHUX.

Pucynok 22 — HopmanizoBaHuii 4ac BUKOHaHHSI TeHeparlii
Mmozenmio NSA

Pucynok 23 — HopmarnizoBaHuii 4ac BUKOHAaHHS TeHeparlii
MozenTo SA
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B 000x Bumazkax HaliOBIIMMH 32 9aCOM BHKOHAHHS
€ Bapiamii NPOMEHEBOro NOIIYKYy, a KOHTPaCTUBHUI
MOUTYK — O/IVH 3 HAaHKOPOTILHX.

BUCHOBKH

I[Ipu QopmymroBaHHI KOHTEKCTY JaHOi pPOOOTH
BH3HAYEHO OCHOBHY Horo mety — ctBopeHHs [C reHepauii
MIPOIOBKEHHS TEKCTIiB MiCEHB 3 Ta 0a3 BpaxyBaHHS CTHIIIO
aBTopa. Y pe3yibTaTi BUKOHAHHS Ii€l pOOOTH IO METY
JOCSATHYTO, OCKUTBKU:

—IIpoBeneno cucremnmii ananiz I10. BussieHo
OCHOBHI TIOHSTTS, TPOLECH Ta HEOOXIJHI TEepMiHH, IO
JIO3BOJISIFOTH CTBOPHTH Ta peajtizyBaTu onucany 1C;

— BukoHaHO 3aja4i CTBOPEHHS TEKCTOBOrO Habopy
JAHWX Tap BXiJHI-BUXI1HI CTPIYKHU MiCEHb;

— IlpoBeneno fine-tuning JTBOX MoJIeIIeH-
TpaHchopMepiB apxitekTypu TS s po3B’s3aHHS 3a7adi
ITY4HOI TeHepalii TeKCTy NpPOBODKEHHS TicHI 3 Ta 0e3
BpaxyBaHHS CTHIIIO aBTOPA;

— IIpoananizoBaHo BIUIMB IMIpOLlECY HAaBYaHHS Ha
HaBKOJIMIITHE ~CEPEJIOBUILE, OIIHEHO 4Yac BUKOHAHHS
npoliecy I'eHepallii, 3aJ1eXHO Bijl CTpaTerii 1eKo1yBaHHS;

— HaBeneno nmpukmagu reHepaiii  IPOJOBKEHHS
niceHb, IPOaHaIi30BaHO OTPUMaHHN TEKCT;

— KinpkicHO oOIliHEHO SIKICTh TeHepalii TeKCTIB
CTBOPEHMMH  MOJEISIMH 3 JIOIOMOTOK  METPHUK

TIOPiBHSIHHS CTPIYOK.

B  pesymprari crarrs  ommcye IT  renepauii
NPOAOBXKEHHA TEKCTIB IICEHb 3 JOIOMOTOI0 BEJIHKHX
MOBHHX Mojenei, 30kpema mojieni TS, asst IPUCKOpEeHHs,
JIOTIOBHEHHsI Ta TMIJBUIIEHHS THYYKOCTI  MpOLECY
HAIMCAaHH TEKCTIB J0 MiceHb 3/0e3 BpaxyBaHHS CTHIIS
neBHoro astopa. Jlisi cTBOpeHHs naHux BiniOpano 10
PI3HUX apTHUCTIB, MIiCJIS YOr0 BiJ{iOPaHO TEKCTH iX IMiCEHb.
3arasiom oTpuMaHo 626 yHiIKaIbHUX ITiceHb. B pe3ynbrati
PO30OHTTS KOXKHOT MICHI Ha KUIbKa Map BXiJTHUX-BHX1THHX
CTpi4OK OTprUMaHO 1874 HaBYAJIBHUX EK3EMILULIPIB Ta 465
TECTOBHX. [IpoBeneHO [OHAaBYaHHA IBOX MOBHHUX
Mmogerneit NSA ta SA st 3aa4i reHepaliii IpoaoBKeHHS
TeKCTy miceHb. J{J1st 000X Mojeneii sik 6a30By 0OpaHo t5-
base. Ll Bepcist TS5 mictuth 223 MiNbHOHHM MapaMeTpiB.
AHal3 BUXIOHUX JaHUX IOKa3aB, 110 Mojeilb NSA mae
MEHII JerpajailiiiHi pe3yapTaTtd, a mIsi Momenmi SA
HEoOXigHO 30alaHCOBYBATH  KUTBKICTH TEKCTy JUIA
KOXKHOTO aBTOpa. OOpaxoBaHO KiJIbKAa TEKCTOBUX METPHK
sk BLEU, RougelL Ta RougeN s KiIbKICHOTO

MOPIBHSAHHA  pe3yNbTaTiB  MOAENeH Ta  CTparterii
TEHEpYBaHHS. 3HaueHHS METPUKHU BLEU €
Halpi3HOMAHITHIAM, 1 HOro 3HAa4YeHHS 3HAYHO

3MIHIOETBCS, 3aJeXHO Bin crparerii. [lpu mpomy Rouge
METPUKH MAIOTh MEHIIY BapiaTHBHICTh, MEHIIIHHA PO3MaX
3Ha4YeHb. 3arajJoM, M TOpIBHAHHSA, Yy poOOTi
BUKOPHUCTAHO 8§ PI3HUX METOAWK JEKOAYBaHHS Ui
TeHepamii TEeKCTy, M0 MiATPUMYIOTbCS —0ibmioTeKy
transformers, 3o0kpema Contrastive search, Top-p
sampling, Top-k sampling, Multinomial sampling, Beam
search, Diverse beam search, Greedy search, Ta Beam-
search multinomial sampling. 3 ycix pe3yabTaTis
TIOPIBHSAHHS TEKCTIB BUIHO, IO METPUYHO HaWKpaluM

© Menskos O. O., Buconpka B. A., 2023
DOI 10.15588/1607-3274-2023-4-15

172

METOJIOM TeHepalii TEeKCTiB IiceHb € beam MOIIYK Ta
Horo  Bapiamii, 30KpemMa MPOMCHEBUH  CEMIUTIHT.
KontpacTuBHuII  momryk  3a3BUYall  IEpEBEpIIyBaB
3BUYAWHUN XamiOHui miaxin. Meroau top-p Ta top-k He
MaloTh OJIHO3HAYHOI IepeBark OUH Ha OJIHUM, 1 B PI3HUX
CHUTYaIisIX IaBaJU Pi3HI pe3yIbTaTH.

Jloriuno, mo yrBopena IC Mae IUIAXH PO3BUTKY Ta
BIOCKOHaNieHHs. ~ OCHOBHMMH  MeEpCIIeKTHBa  JUIs
nokpatieHHs IC € Taki, o CTOCYIOThCS TaHUX HaBYaHHS,
Mozeneil TpaHchopMepiB Ta Oe3lOCepenHbO IpoLEecy

po3poOku. TomMy MOKHA BUAUIHUTH TakKi HAIPAMKH
MaiOyTHIX OCIKEHB:

— BukopucranHss OijbIl  HOBHX YHM  IOTY)KHHX
MoJelel Hisk Knacuuna T5;

—Po3mmpenHss  KijgbKOCTI  Ta  Pi3HOMaHITHOCTI

HaBYAIIbHUX JlaHMX. 3amiHa a0o IO€THAaHHS KUIBKOX
BUJIIB 3a/1a4i TeHEPaIlii TeKCTIB IMiCCHB;

— PosmmpenHs rpynu MoB, 1o miarpuMyoTbes 1C;

— BrutoueHHs1 1HIIMX CTPYKTYpPHUX €JIEMEHTIB MiCHI
(put™, akopmM, PpO3MIpHICTH BIPLIOBOTO psijika) abo

MY3WYHHH CYNPOBIA BIANOBIAHOI TiCHI SIK BXIiJIHY
iH(pOpMaIlifo JIs reHepallii TeKCTIB;

— BrockoHaneHHss mporiecy HaBYaHHS ~ MOJEINei,
HaNpuKiaJ]  3acTOCYFOUHM  KOHTPAacTUBHHMH  TpOILEC

HaB4yaHHA a0o refinement, TOOTO 3aMy4yeHHS CHPaBXKHIX
ABTOPIB JUIS OLIHKU SKOCTiI Ta IOKPAIEHHs pe3yJIbTaTiB

MOJIeJIEN.
OCHOBHI ~ NEPCHNEKTUBU  MNPOBEICHHS  MaiOyTHIX
JOOCHIDKeHb, [/l MOINMUONEHHS Ta BIOCKOHAJICHHS

aHaJi3y cTpaTeriii reHepailii TeKCTIB MiCEHb €:

— BusiBIeHHSs, CTBOPEHHS Ta OLIHKa HOBHX YM 1HIIKX
METOJIB JIEKOJIyBaHHSI TEKCTY JUIS Te€Hepalii TEeKCTy, IO
MOXE BKJIIOYATH 1 KOMOIHYBaHHS BXE PO3INISHYTHUX
AJNTOPUTMIB;

—TIlepexinm 10 IHIIMX KJIaciB MOBHHUX MOJENeH-
tpancopmepie (BERT, GPT, Bart, T5v1.1 Ttomio), Ta
MOPIBHSUILHUI aHANI3 CTpATerii TSl X MOJeIIeH;

—Orisig abo po3pobKa IHIIMX METPHK, M0 MOXYTh
BKJIFOUQTH MOPIBHSHHS CEMAaHTUYHOTO YM CHHOHIMIYHOTO
HAMOBHEHHSI TEKCTY, pUMY, 4 30€peKeHHS PpO3MIpy
BIpILIOBAaHUX TEKCTIB.
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Lviv, Ukraine.
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ABSTRACT

Context. Pre-trained large language models are currently the driving force behind the development of not only NLP, but also
deep learning systems in general. Model transformers are able to solve virtually all problems that currently exist, provided that
certain requirements and training practices are met. In turn, words, sentences and texts are the basic and most important way of
communication between intellectually developed beings. Of course, speech and texts are used to convey certain emotions, events, etc.
One of the main ways of using language to describe experienced emotions is songs with lyrics. However, often due to the need to
preserve thyme and rhyming, the dimensions of verse lines, song structure, etc., artists have to use repetition of lines in the lyrics. In
addition, the process of writing texts can be long.

Objective of the study is to develop information technology for generating the continuation of song texts based on the T5
machine learning model with (SA, specific author) and without (NSA, non-specific author) consideration of the author's style.

Method. Choosing a decoding strategy is important for the generation process. However, instead of favoring a particular
strategy, the system will support multiple strategies. In particular, the following 8 strategies: Contrastive search, Top-p sampling,
Top-k sampling, Multinomial sampling, Beam search, Diverse beam search, Greedy search, and Beam-search multinomial sampling.

Results. A machine learning model was developed to generate the continuation of song lyrics using large language models, in
particular the TS5 model, to accelerate, complement and increase the flexibility of the songwriting process.
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11.

12.

13.

Conclusions. The created model shows excellent results of generating the continuation of song texts on test data. Analysis of the
raw data showed that the NSA model has less degrading results, while the SA model needs to balance the amount of text for each
author. Several text metrics such as BLEU, RougeL and RougeN are calculated to quantitatively compare the results of the models
and generation strategies. The value of the BLEU metric is the most variable, and its value varies significantly depending on the
strategy. At the same time, Rouge metrics have less variability, a smaller range of values. For comparison, 8 different decoding
methods for text generation, supported by the transformers library, were used. From all the results of the text comparison, it is clear
that the metrically best method of song text generation is beam search and its variations, in particular beam sampling. Contrastive
search usually outperformed the conventional greedy approach. The top-p and top-k methods are not clearly superior to each other,

in different situations gave different results.

KEYWORDS: text generation, T5 language model, Transformers, author’s style, Contrastive search, Top-p sampling, Top-k
sampling, Multinomial sampling, Beam search, Diverse beam search, Greedy search, and Beam-search multinomial sampling.
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ABSTRACT

Context. The work is devoted on the development of theoretical foundations aimed at automating process of determining loca-
tion at the seismic event center.

Obijective. The purpose of the work is to develop a method for determining the center of a seismic event based on the use of the
features of the angular characteristics of the constituent volume waves of a seismic signal obtained with the help of a three-
component seismic station. The proposed method will reduce the time it takes to provide users with preliminary information about
the fact of a seismic event and its parameters.

Method. The method of automatic detection focal point is based on features of orthogonality in the angular characteristics vol-
ume waves registered sample of three-component seismic recordings from a certain direction. Implementation of the proposed
approaches makes it possible to reduce the processing time of the seismic record with appropriate reliability compared to processing
in manual mode.An example application of the proposed method (algorithm) for processing a seismic signal in the VVrancea zone on
27.10.2004 with magnitude M=5.7 is considered.

Results. The proposed approach to processing the measured data of a separate seismic three-component seismic station using a
polarization analysis device allows detecting the arrival of a seismic signal, identifying the main components of a seismic signal, and
estimating the location of the epicenter of a seismic event.Experimental research on the use of the proposed algorithm for
determining the location of the epicenter of a seismic event showed that the time of establishing an emergency event within the
borders of Ukraine was reduced five times (from 15 to 3 minutes), and the detection error was 37 km.

Conclusions. The formed basis and proposed approach to detecting a seismic signal, identifying its components and determining
a seismic event focal point based on results of processing a three-component seismic record are effective. Proposed method (algo-
rithm) should be used to automate process of seismic signal detection by a three-component seismic station and to determine the

seismic event center.

KEYWORDS: Earthquake, seismic waves, seismic signal, signal detection, three-component seismic station, seismic monitor-
ing, automatically controlled monitoring system, source of emergency.

ABBREVIATIONS

CPS is a Civil Protection System;

CSE is center of the seismic event;

DMNS is a disaster monitoring system;

ES is emergency situations;

MCSM is a Main Center for Special Monitoring;

OP is a observation points;

SGS is a seismic grouping system;

SON is a seismic observation network;

SSA is a State Space Agency;

STA/LTA Short Time Average to Long Time Aver-
age;

TCSS is a three-component seismic stations;

UN is a United Nations.

NOMENCLATURE
T is a sample duration for which signal estimation is
performed,;
n is a signal-to-noise value;
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{ni, e, z} — a actual coordinates of soil particle
displacement;

G is a linearity coefficient;

b is a smallest semi-axis of ellipsoid:;

c is a largest semi-axis of ellipsoid;

M is a covariance matrix;

G; is a current value of the linearity coefficient;

P-waves is a seismic wave that travels through the
Earth in a longitudinal manner;

S-waves is another type of seismic wave that travel
through the Earth;

L, Rayleigh is surface waves that have both longitudi-
nal and transverse motion;

Ly Love is surface waves that only have transverse
motion;

Q; value of angle between the position of the main
semi-axis of ellipsoid for the obtained sample and direc-
tion of P-wave arrival;
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{X,» ¥, 2,} — coordinates of a unit vector position for
the main axis in P-wave;

{Xi, Vi, zi} — coordinates of a unit vector position the
main semi-axis by the current sample.

INTRODUCTION

The direct result of human activity is man-made ES,
which arise as a result of disruptions in normal living
conditions and human activity at facilities or territories.
According to UN, more than 70 thousand people die an-
nually in Ukraine as a result of emergencies and signifi-
cant material losses are incurred by the state [1].

Earthquakes are one of the most dangerous natural
phenomena that can occur in Ukraine. Depending on
causes and location, earthquakes are divided into tectonic,
volcanic, landslide, and seaquakes [2]. Earthquake centers
are located almost 60 km deep, and sometimes up to 700
km deep. Many earthquakes are accompanied by large
human casualties. Number of victims depends on sudden-
ness of natural disaster, strength, area of damage and
population density in the area of the earthquake.

In Ukraine, seismically active zones are located in the
southwest and south: Zakarpattia, Vrancha, Crimean-
Black Sea and South Azov zones. It is known [2] that 290
thousand square kilometers of the territory of our country
with a population 15 million people are located in earth-
quake zones. In order to organize and ensure the protec-
tion against consequences of man-made disasters, the CPS
was created in Ukraine [3]. Main tasks of civil protection
are as follows [4]: prevention and implementation meas-
ures to reduce damages and losses in case of industrial
and natural disasters; prompt notification on occurrence
or threat of disasters, timely and reliable information
about the current situation and measures taken to prevent
disasters and overcome their consequences; organization
of protection against disasters, provision emergency psy-
chological, medical and other assistance to victims.

In order to fulfill tasks assigned to the civil protection
system, it is necessary timely receive information about
emergencies and their consequences. For this purpose,
according to the Civil Protection Code of Ukraine, a
DMNS is created. In Ukraine, the disaster monitoring
system is based on collecting and analyzing information
coming from various means of control and surveillance
about conditions of relevant hazardous facilities or territo-
ries. At the same time, the task of enhancing SES capa-
bilities by expanding monitoring methods is becoming
urgent.

One information segment within the DMNS is the
MCSM of SSA, which, through the National Seismic Ob-
servation System and the Governmental Information and
Analytical System for Disasters, provides information to
the CPS on the seismic situation in Ukraine and neighbor-
ing countries [5]. The SON of MCSM includes TCSS, a
SGS, which was included in the International Seismic
Monitoring Network as PS-45 station, and a National
Data Center (Fig. 1).
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Figure 1 — Network of seismic observation MCSM SSA of
Ukraine

The object of study is the process for monitoring
seismic situation and determining location of a seismic
event center.

The subject of study is method automatic determina-
tion of seismic event center.

Currently, processing of seismic observation data is
carried out in manual and automatic modes. However,
decisions on seismic event parameters and possible con-
sequences are made by operational duty officer on duty of
MCSM based on the results analysis of information on
seismic signal parameters (time arrival of main types a
seismic waves, their amplitude and period) received from
each observation point [5]. The temporary loss the Cri-
mean peninsula led to territorial limitations of the GCSC
seismic observation network. This necessitated the devel-
opment algorithms for identifying nature a seismic source
based upon results of seismic data processing in automatic
mode from individual observation points.

The aim of the work is to develop a methodology for
determining location of the seismic event center based on
data analysis of a three-component seismic station, which
is part of the MCSM SON.

1 PROBLEM STATEMENT

Currently, the MCSM has implemented methods of
seismic measurement data processing that allow providing
users with preliminary information about the parameters
of a seismic event and possible consequences within 15
minutes, and the final information within 40 minutes from
the time of event [6]. This period is due to data processing
based on algorithms for “manual” processing by seismic
station operators. Within the framework established by
national and international programs, the MCSM is mod-
ernizing seismic observation equipment, transmission and
processing of measurement data (transition to digital in-
formation processing). This will allow us to move to a
gualitatively new level of seismic monitoring.

These circumstances require solving an important sci-
entific task, essentially developing a method for determin-
ing a center of a seismic event based on determining an-
gular characteristics of components of TCSS seismic sig-

nal volume waves.
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Formulate a mathematical statement of the problem.
Assume a given distance between a post and a monitoring
object, as well as angular characteristics of first seismic
signal arrival at ground surface. Then the problem of de-
termining a seismic event center by a three-component
seismic station is to calculate coordinates of a seismic
source. Specifically, azimuth at the source relative from
the observation point and distance between our observa-
tion point and source of seismic event. A polarization
analysis apparatus is used to solve the problem.

2 REVIEW OF THE LITERATURE

In [7], a method is considered of data polarization
analysis, which determines angular characteristics a seis-
mic wave arrives to the Earth’s surface in certain seismic
survey areas identified as a result of preliminary detec-
tion. Polarization analysis units used to process TCSS
measurement data are also considered. This method of
automatic seismic event detection is based on neural net-
works. In general, the method is reliable and capable of
correctly identifying phase types, while ensuring the accu-
racy and precision needed to assess them. The disadvan-
tage of using this method is that it is difficult to apply.

In [8], another approach to using polarization analysis
devices is considered, which consists in increasing a sig-
nal-to-noise ratio of seismic vibrations from a certain di-
rection (polarization filtering). This approach allows de-
tecting seismic signals from sources with cells located
along the propagation path (beam), which is characterized
by azimuth a and angle of incidence on Earth’s surface v,
but does not determine the exact position within the beam.

In [9], automatic methods for detecting seismic events
are considered, which allow for quick data analysis. The
simplest automatic methods for processing seismic data
that have become popular in international and national
data centers around the world are STA/LTA [10]. These
methods use a criterion for exceeding amplitude thresh-
olds when detecting seismic signals based on TCSS ob-
servations. The disadvantage with these methods is that
their application leads to an increase in the number of
observations in the seismic monitoring system and, ac-
cordingly, the number of individual OP.

Since MCSM seismic station network has limited ter-
ritorial coverage, especially after temporary loss of Sevas-
topol and Yevpatoriya stations due to occupation of Cri-
mea by the Russian Federation, there is a need to develop
methodological principles for solving seismic monitoring
problems by individual stations with TCSS [11]. In addi-
tion, this need is caused by problems of ensuring func-
tional stability of seismic observation network as a whole,
especially in cases when seismic data from several sta-
tions cannot be used — equipment failure, communication
interruption, maintenance.

Thus, it is important to develop an automated method
for determining a focus of a seismic event that could lead
to an emergency situation involving man-made and natu-
ral hazards using a single OP.
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3 MATERIALS AND METHODS

Solving seismic monitoring tasks at a single observa-
tion point consists of the following stages: detection a
seismic signal, identification of seismic record compo-
nents (determination of seismic wave types), location a
seismic event center, and estimation seismic source pa-
rameters. In case of single-position observations, the last
three stages are solved if the problem of determining main
components of the seismic record is confidently solved.
Therefore, when analyzing the existing methods of seis-
mic data detection and processing, the main attention will
be paid to this problem solving capability. Another crite-
rion should be the simplicity of the software and algo-
rithmic implementation of processing methods, which in
turn will ensure a possibility of processing the measure-
ment data in real time.

Most of the implemented approaches to detecting
seismic signals based on TCSS observations use the crite-
rion of exceeding the threshold in amplitude, which are
quite effective at an energy signal-to-noise ratio of at least
3. At present, the STA/LTA detector, whose definition is
given in [7], is widely used for preliminary detection of
seismic signals based on TCSS observations

1i+T 2 2 >
STAi:?Z,[nj+ej+zj, (1)
j=i
At i\/ﬁ
A=gr 2 ynjrej+ay, )

j=isT
_STA
ni = LTA . ?3)

This approach requires a relatively small amount of
computation, which is a significant argument for its use in
real-time measurement data processing systems [7]. How-
ever, use of this approach leads to a limitation of the
magnitude sensitivity of the seismic station. In addition,
this method doesn’t allow to accurately determine the
components of a seismic signal, since arrival of a next
seismic wave occurs against background of tail part of the
previous one.

Figure 2 shows results of processing seismic signals
from earthquakes with centers in the Vrancea seismically
active zone (Romanian part of the Carpathians) using the
STA/LTA detection method.

As can be seen from this example, the application of
the amplitude-based detection method doesn’t always
allow to determine the seismic signal components. For the
second signal after first arrival, threshold is exceeded five
times, since the arrival of next seismic wave occurs
against a background of tail part of the previous one (Fig-
ure 2 b).
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Figure 2 — Results of processing seismic signals from earth-
quakes with centers in the Vrancea zone, using the STA/LTA
detection method: a — 27.9.2004, M=4.6; b — 27.10.2004, M=5.7

As can be seen from this example, the application of
the amplitude-based detection method doesn’t always
allow to determine the seismic signal components. For the
second signal after first arrival, threshold is exceeded five
times, since the arrival of next seismic wave occurs
against a background of tail part of the previous one (Fig-
ure 2 b).

Importance of information.

When solving problems of detecting seismic signal
components based on the results of processing measure-
ment data of a three-component seismic recording, it is
necessary to apply additional criteria (features).

4 EXPERIMENTS

One of features of the seismic signal and its compo-
nents in TCSS recording is polarization properties [7, 9].
Recordings of seismic waves from explosions, earth-
quakes, and other sources are characterized by linear po-
larization of oscillations, while noise is the result a super-
position of waves arriving on the station from different
sources and having a low level of linearity of polarization.
These differences between signals and noise can be de-
tected by polarization analysis of oscillations. They are
especially useful in detecting signals with a frequency
close to noise frequency, where frequency filtering is in-
effective. Advantage of using PAA is that its results, in
addition to the time of seismic signal arrival, make it pos-
sible to determine main components of seismic record and
their angular characteristics (azimuth and angle of exit to
day surface), which in turn is related to location of seis-
mic event center relative to OP [8].

Figure 3 shows the nature of soil particle displacement
for main types a seismic waves typical for seismic events
with foci in local and regional zones.
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Figure 3 — The nature of soil displacement for different types
of seismic waves

According to the nature of soil movement during
seismic wave propagation, they are divided into volumet-
ric — longitudinal P, transverse S; and surface — L, and L,
waves. For P-waves, compression and liquefaction occurs
in direction of wave propagation. For S-waves, soil dis-
placement occurs perpendicular to direction of wave
propagation. Along with bulk waves, surface waves
propagate. These waves are of two types: L, and Lq. In a
Rayleigh wave, soil particles move in a vertical plane
oriented along wave propagation, and their trajectories
form ellipses. In the Lova wave, particles move in a hori-
zontal plane across wave propagation direction [12].

Figure 4 presents a three-component record of seismic
signal from earthquake with a center in Vrancea seismic
zone (1.05.2011, M=4.8) registered by TCSS installed at
OP Vorsovka (Zhytomyr region) and shows horizontal
components of soil particle displacement for background
and seismic signal components. A similar pattern of ground
vibrations is typical for the Chornobyl NPP location.

Taking into account specific features of soil particle
displacement for each main type of seismic waves in an
event with centers in regional areas, angle characteristics
of such waves will be related to the position of the seis-
mic source relative to the OP as follows [8]:

— P-wave — since oscillation of particles in soil occurs
along seismic wave propagation direction, the calculated
angular characteristics coincide with position of seismic
event center relative to the OP (ap=0sec, Yp=Ysec);

— S-wave — due to soil oscillation occurs perpendicular
to direction of wave propagation at this phase, angular
characteristics are calculated (os, ys) will be different
from direction to seismic event center relative to OP at
90°;

— Lr-wave — a superficial wave with elliptical polari-
zation focused perpendicular to propagation direction, so
its calculated azimuth will be different from input azimuth
one on 90°thatis o, Lap;

—Lg — wave is a surface wave with an elliptical po-
larization in direction of propagation, so the calculated
azimuth will coincide with actual azimuth to seismic

source (o q=0ap) [3].
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Figure 4 — Seismic signal from an earthquake with a focus in
Vrancea area (a), horizontal displacements of soil particles for
background area (b) and seismic signal components P-wave (c),
S-wave (d) and Lg-wave ()

At the same time, for seismic events with foci in local
and regional zones, it is advisable to limit detection and
identification to only bulk waves, since for a group of
surface waves, due to relatively small distances, differ-
ences in arrival times of surface waves between each
other and S-wave are insignificant, which leads to a com-
plex wave pattern.

Taking into account the peculiarities of displacement
particles in soil during passage by bulk waves, detection
S-wave seismic signal can be realized as a search for
seismic signal recording area for which conditions of or-
thogonal angular characteristics are met

(ap,vp)L(as,vs)-

Polarization analysis of a three-component seismic re-
cord. Trajectories of soil particles during seismic wave
propagation have a shape of elongated ellipses, and in
case of noise, they are close to circular. Polarization
analysis of a seismic wave recording allows us to numeri-
cally estimate how closely oscillations describe a shape
that corresponds to an ellipsoid. For this purpose, a three-
component recording is used to {x;, Vi, zi} covariance ma-
trix M is calculated [13].
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cov(x,x) cov(x,y) cov(x,z

M =cov(y,x) cov(y,y) cov(y,z)|. )
cov(z,x) cov(z,y) cov(z,z)

A quadratic shape (ellipsoid) defined by this matrix is
reduced to major axes. Major axis of ellipsoid character-
izes orientation in space of full seismic wave displace-

ment vector by angles — azimuth o and angle of incidence

Y. At the same time, azimuth of the P-wave arrival coin-
cides with azimuth of seismic event center relative to the
observation point. Linearity coefficient G (0<G <1)
adopted for the implementation a three-component re-
cording is defined as [11]:

b
G=1-—. )

For determining a degree of linearity in a three-
component seismic record, sequential polarization filter-
ing, approximation the trajectory path of the soil particles
by an ellipsoid, etc. [11, 13, 14]. Despite different meth-
odological principles, main goal of known approaches to
polarization analysis is determining how close oscillations
within a registered sample of a three-component seismic
record are to a certain direction.

5 RESULTS

Feature of angular characteristics orthogonality of
volume waves can be used as a basis for the algorithm of
seismic event focal point detection. Based on above, algo-
rithm for determining seismic event focal point by using
angular characteristics of seismic signal volume wave
components based on results of TCSS measurement data
processing will include the following stages:

Stage 1 — detection of seismic signal arrival (P-wave);

Stage 2 — estimation of angular characteristics of the
seismic signal arrival (P-wave) — op and yp;

Stage 3 — finding the seismic signal recording areas
with angular characteristics that correspond to the S-wave
— fulfillment of the condition (a.p,yp )L (as,vs);

Stage 4 — determination coordinates of the seismic
source center.

Let us consider application this approach (algorithm)
for processing seismic signal from earthquake with center
in Vrancea zone on 27.10.2004, M=5.7 (Figure 5).

At first stage, seismic signal arrival is detected by am-
plitude criterion using STA/LTA detector (Figure 5 a).
Detector parameters: T = 40 samples, which at a sampling
rate of 40 Hz corresponds to 1s of seismic recording. A
decision on presence signal is made if the STA/LTA
threshold is exceeded STA/LTA>3 (Figure 5 b).
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Figure 5 — Results of processing a seismic signal from an
earthquake with a center in the Vrancea zone (27.10.2004,
M=5.7) by a proposed method: a — envelope of a seismic record;
b — STA/LTA detector response; ¢ — values of linearity coeffi-
cient G and solving function 0

At stage two, polarization analysis apparatus (4) is
used for first seismic signal arrival, which results in value
of linearity degree Gp, angular position of major axis el-
lipsoid, which in turn determines azimuth of seismic wave
arrival op by angle of exit to day surface yp. Azimuth of
P-wave arrival coincides with azimuth to seismic event
center relative to observation point.

At a third stage, we search for a recording section for
which a condition is fulfilled — angular position for the
main semi-axis ellipsoid for a sample obtained is or-
thogonal to position of the P-wave (ap,yp)L (aj,yi)-
Determination from the seismic signal component corre-
sponding to S-wave is performed by searching for a
maximum value of solving function (Figure 5 c):

0; =G; y1-Qf ; 6)

Qi =|Xp - X +Yp Vi +2p - 7| ()
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Coordinates a unit vector position main axis are re-
lated to azimuth « and angle exit y seismic wave and is
defined as [9]:

x = cos(y)-cos(at);
y =cos(y)-sin(a); 8)
z =sin(y).

In the fourth stage, coordinates for a seismic event fo-
cal point are determined by applying a direct geodetic
problem, which is to determine the coordinates a seismic
source (A, @) based on information about coordinates of
an observation point (Ays, @ps), azimuth to source relative
an observation point and distance between an observation
point and a seismic event source.

Based on results from processing by proposed method,
following results were obtained:

—as a result of using STA/LTA detector (Figure 5 b),
first seismic signal arrival falls at 52 seconds from begin-
ning of recording. After first signal arrival, detector is
triggered at 61, 52, 108, 292 and 304 seconds.

—as a result of applying APA for first arrival, follow-
ing values were obtained: Gp=0.99, 0p=205°, Yp=44°;

— maximum decisive function 6 falls at 108 seconds
relative that of seismic;

—distance between CSE and OP is determined by
seismic wave hodograph.

Figure 6 shows results for calculating CSE location
using the proposed method and results of processing
measurement data from the Ukrainian State Space
Agency seismic observation network. Error in deter-
mining for the location a CSE when using our pro-posed
method and based on results of processing the SON
MCSM data is A=37 km.

Figure 6 — Results of calculating location of OP using pro-
posed method and based on results from pro-cessing of meas-
urement data of SON MCSM

As a result, a proposed approach to processing the
measurement data of a separate three-component seismic
station using a polarization analysis apparatus allows de-
tecting seismic signal arrival, identifying the main com-
ponents of a seismic signal, and estimating location of a

seismic event center.
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6 DISCUSSION

Although there is a general global trend in building
and developing seismic observation networks, results ob-
tained in this work prove possible to solve almost entire
list of seismic monitoring tasks in the regional area by a
separate TCSS — detection of a seismic signal, determina-
tion of the main components of a seismic record, and lo-
cation of the seismic event center.

However, this is important in context with the territorial
limitations of Ukraine’s seismic observation network of the
SON MCSM, especially after temporary loss of “Sevasto-
pol” and “Yevpatoriya” observation points due to occupa-
tion of the Crimean Peninsula.

Methodological principles for detecting main types of
seismic waves are based on polarization properties as well
as volume waves and orthogonality oscillations in soil par-
ticles. Determination a seismic event center is based on
kinetic and dynamic properties of main types a seismic
waves and their connection between position a seismic
event center relative to OP.

Determined relationships and results obtained on their
basis can be considered as basis for approaches on continu-
ous remote monitoring of potential sources of emergency
events by seismic means

CONCLUSIONS

Prospects of seismic monitoring, within framework of
fulfillment tasks for information support by seismic event
center on seismic situation, are development and im-
provement of methodological and algorithmic means for
complex processing seismic measurement data in order to
promptly provide conclusions about possibility and fact a
dangerous event. In this work, we analyze components of
seismic signals from events with foci in the regional zone.

The scientific novelty of the study obtained is to es-
tablish a connection between angular characteristics be-
tween main seismic signal components for events with
foci in the regional zone and position of a seismic event
focal point relative to the observation point. Basic princi-
ples are formed and an approach is proposed for detecting
and identifying seismic signal components in automatic
mode, depending on the features and angular characteris-
tics of seismic signal components, and determining seis-
mic event focal point.

The practical orientation of the study is intended for
use as basis of developed methodological principles for
automatic processing of measurement information at out-
put from a TCSS. Implementation of proposed approaches
allows to reduce processing time of seismic data com-
pared to manual processing by operator.

1. In order to automate seismic detection process of
hazard factors related to man-made and natural disasters,
it is advisable to use separate three-component stations
that are part of the seismic observation network of the
Main Center for Special Control of Ukraine.

2. At present, energy method is used to detect seismic
signals based on the results of observations by three-
component stations, which requires a small amount re-
lated to computation, which is an essential argument for
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its use in real-time measurement data processing systems.
However, using this approach leads to a limitation in
magnitude sensitivity a seismic station.

3. When solving the problems of detecting seismic
signal components based on the results processing meas-
urement data from a three-component seismic recording,
it is proposed using a polarization apparatus, which will
allow taking into account the peculiarities and angular
characteristics a seismic signal’s volume wave compo-
nents.

4. Experimental studies using the proposed method for
determining the location center of a seismic event showed
that the time for establishing an emergency event within
Ukraine was reduced from 15 to 3 minutes, while the de-
termination error was 37 km. This indicates that our
method is effective in determining location of the event
center by a three-component seismic station.

Prospects for further research is to develop algo-
rithms for identifying nature a seismic source based on
results from seismic data processing in automatic mode in
order develop an information system for detecting hazards
of man-made and natural disasters by seismic means.
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BUSABJEHHSI CEUCMIYHOI'O CUTHAJY TPHKOMIOHEHTHOIO CEMCMIYHOIO CTAHIIEIO
TA BUSHAYEHHSI OCEPEJKY CEMCMIYHOI MOAIi

Bakamok T. A. — 1-p nen. Hayk, nmpodecop, mpodecop kadeapu imxeHepii nporpamHoro 3adesnedeHns JlepkaHuii yHiBepCHTET
«Kuromupcbka nomirexHikay, XKuromup, Yipaina.

MinskeBuy 1. A. — 0-p TexH. HayK, npodecop, mpodecop Kadeapr KOMI IOTEPHUX 1HPOPMAIIHHUX TeXHOIOTiH XKuromMupcerko-
ro BilicekoBoro iHctutyTy iMeHi C. I1. Koponbosa, XKuromup, Ykpaina.

Toppienko 0. O. — kaHx. TexH. HayK, Ha4yaJbHUK HAyKOBO-JOCTIIHOTO BTy HAYKOBOTO IEHTPY, JKUTOMHpCHKHMI
BilicekoBuit incTuTyT iMeHi C. I1. KoponboBa, XKuromup, Ykpaina.

Jlodona B. B. — HaykoBuii ciiBpoOiTHUK HayKOBOTO IIeHTpY JKutoMupcekoro BilicbkoBoro iHctutyty imMeHi C. I1. Koponbsosa, M.
Kuromup, Ykpaina.

Cauiit A. O. — kypcoBuii odiuep KypciB mepemniroToBKy Ta miaBuiieHHs kBaidikamii, JKutoMupchkuii BiCbKOBHI iHCTUTYT
imeni C. I1. KoponboBsa, XXutomup, Ykpaina.

AHOTAINIA

AxTyanbHicTh. PoboTa mpHcBsSUeHA PO3BHTKY TEOPETHUHMX 3acajl, CIPSIMOBAHMX HAa aBTOMATH3aIlI0 IPOLECY BH3HAUCHHS
MICIIE3HAXOJKEHHS OCEPENKy CeHCMiTHOT Mol

Meta po6oTH — po3poOka METOJy BU3HAUCHHS OCEPEIKY CEHCMIUHOT MO/l HAa OCHOBI BUKOPHUCTAHHS OCOOJIMBOCTEH KyTOBHX
XapaKTePUCTHK CKJIAJ0BHX 00’€MHHX XBHJIb CEHCMIYHOTO CHUTHAIy, OTPHMAaHOTO 3a JOIOMOTOI TPUKOMIIOHEHTHOI CeHCMidHOT
cTaHUii. 3ampONOHOBaHUI METOA MHPH3BEAE 10 3MEHIICHHS 4acy HaJaHHs MonepenHboi iHdopmaiil KopucTyBayaMm mpo (akt
ceiicmiuHol nozii Ta i mapamerpu.

Metoa. B ocHOBY MeTOAy aBTOMAaTHYHOTO BH3HAYEHHS OCEPENKY CEHCMIYHOI MOMil MOKJIAAEHO 0COOIUBOCTI OPTOTOHAIBHOCTI
KyTOBHX XapaKTEPHCTUK 00’ €MHUX XBHIIb 3apEECTPOBAHOI BHOIPKH TPHKOMIIOHEHTHOTO CEHCMIYHOTO 3alUCY 3 MIEBHOTO HAIPSAMKY.
Peanizarisi 3anponoHOBaHMX IiJXOJIB JO3BOJSE 3 BIAMOBITHOI JOCTOBIPHICTIO 3MCHIIHUTH 4Yac OOpOOKH CEHCMIYHOTO 3amucy y
MOPIBHSHHI 3 00POOKOI0 y pyYyHOMY pexuMi. B poGOTi po3riisiHy THIA IPUKIIA]] 3aCTOCYBAaHHS 3alPOIIOHOBAHOTO METOLY (QJIrOpUTMY)
JU1s1 00poOKH celicMiYHOTO cUrHainy y 30Hi Bpanua 27.10.2004 p. 3 marnitynoro M=5,7.

Pe3yabTaTn. 3anportOHOBaHUI MiIXi/ 11010 OOPOOKH BUMIPIOBAHUX JAHUX OKPEMOT CEHCMIUHOI TPUKOMIIOHEHTHOT CEHCMIUHOT
cTaHUii 3 BUKOPUCTaHHAM arapary IOJSPU3aLiHOrO aHalizy, A03BOJSAE 3MiMCHIOBATH BUSBICHHS BCTYIy CEHCMIYHOTO CHrHaly,
MPOBOJIUTH iMeHTH(]IKALII0O OCHOBHHMX CKJIAJ0BHX CEHCMIYHOTO CHTHaly Ta IPOBOAMUTH OLIHKY MICLEMOJI0KEHHS OCEePEaKy
ceiicmiynoi monii. ExcmepuMeHTanbHI  JOCHI/KEHHS 10 BHKOPHUCTAHHIO 3allPOMIOHOBAHOTO  aJTrOPUTMY BH3HAYCHHS
MICIIE3HAaXOKEHHS OCepeIKy ceHCMIYHOT MO/ii oKa3aB, M0 Yac BCTAHOBIICHHS Ha/I3BUYaiHOT OAIT B Mekax YKpaiHH CKOpPOUEHO B
1’ s1Th pasiB (3 15 10 3 XBWINH), a TOMHJIKA BU3HAYCHHS CTAHOBHUTH 37 KM.

Bucnokn. ChopMoBaHi OCHOBH Ta 3alpONOHOBAHUH MiJIXiJ IIOJO BHSBIEHHS CEHCMIYHOTO CHTHaNy, ifeHTH(ikaIio Horo
CKJIQJIOBUX Ta BH3HAYECHHS OCEPEAKy CeHCMiYHOi moJil 3a pes3yibTaTaMH OOpPOOKH TPUKOMIIOHEHTHOTO CEHCMIYHOro 3amucy €
eeKTHBHUMHE. 3aNpONOHOBaHM# METO (AJIrOPUTM) JOLIJIBHO 3aCTOCOBYBATH IPU aBTOMATH3ALT MPOLECY BHSBICHHS CEHCMIUYHOTO
CHTHAITy TPHKOMIIOHEHTHOIO CEHCMIYHOIO CTAaHII€I0 Ta BU3HAYCHHS OCEPEAKY CeiicMiuHOT moii.

KJUIFOYOBI CJIOBA: 3emieTpyc, ceiicMiuHi XBHIIi, CEHCMIYHMI CHTHAJ, BUSIBJICHHS CHTHAIY, TPUKOMIIOHEHTHa ceiicMiuHa
CTaHIis, CEHICMIYHMI MOHITOPHHT, aBTOMAaTH30BaHa CUCTEMa MOHITOPUHTY, JXKepPeNo Haa3BUYaiHHUX MOIii.
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ABSTRACT

Context. A feature of the modern digital world is that crime is often committed thanks to the latest computer technologies, and
the work of law enforcement agencies faces a number of complex challenges in the digital environment. The development of infor-
mation technology and Internet communications creates new opportunities for criminals who use digital traces and evidence to com-
mit crimes, which complicates the process of identifying and tracking them.

Obijective. Development of an applied ontology for a system for analyzing a digital criminal offense, which will effectively ana-
lyze, process and interpret a large amount of digital data. It will help to cope with the complex task of processing digital data, and
will also help automate the process of discovering new knowledge.

Methods. To build an ontological model as a means of reflecting knowledge about digital crime, information was collected on
existing international and domestic classifications. The needs and requirements that must be satisfied by the developed ontology were
also analyzed. The creation of an ontological model that reflects the basic concepts, relationships in the field of digital criminal of-
fense was carried out in accordance with a recognized ontological analysis of a specialized subject area.

Results. An applied ontology contains the definition of entities, properties, classes, subclasses, etc., as well as the creation of se-
mantic relationships between them. At the center of the semantics is the Digital Crime class, the problem area of which is comple-
mented by the interrelated classes Intruder, Digital evidence, Types of Crime, and Criminal liability. Such characteristics as motive,
type of crime, method of commission, classification signs of digital traces and types of crime, as well as other individual information
were assigned to the attributes of the corresponding classes. An ontological model was implemented in OWL using the Protégé soft-
ware tool. A feature of the implementation of the applied ontology was the creation of SWRL rules for automatically filling in addi-
tional links between a class instance. Manual and automatic verification of the ontology showed the integrity, consistency, a high
degree of correctness and adequacy of the model. The bugs found were usually related to technical aspects and semantic inconsisten-
cies, which were corrected during further development iterations.

Conclusions. The research confirmed the effectiveness of the developed applied ontology for the analysis of digital criminality,
providing more accurate and faster results compared to traditional approaches.

KEYWORDS: ontology, digital forensic, digital crime, digital evidence.

ABBREVIATIONS INTRODUCTION
CCU is a Criminal Code of Ukraing; With the advent of computer, microprocessor technol-
CS is a Computer System; ogy, the Internet, etc. A new sphere and new tools for
DSS is Decision Support Subsystem. committing crimes have appeared in the world — digital
crimes. Modern digital crimes are so diverse that they are
NOMENCLATURE committed against both private individuals and govern-
0% is an extended Applied ontology; ment agencies. Their negative consequences for the lives
Cis a set of domain classes; of people, the functioning of organizations, governments
Ais a set of attributes that describe class objects; are often quite strong. Until recently, such offenses were
R is a set of relationships between concepts; not regulated by law and therefore active work was car-
T is a set of standard attribute value types; ried out in this direction. Now most states of the world
F is a set of restrictions for the values of concepts and  have in their criminal code a section dedicated to liability
attribute relations (rules and axioms); in the event of a certain type of digital offense. But the
D is a set of instances of classes; legal and policy aspects of responding to digital crime
R? is the associative relation (Object Property); cannot be permanent and must constantly change and
R" is the heredity relation “SubDataPropertyOf”; improve.
R is the relation class-data (Data Property); Experts note that in the past few years there has been
R is the relation class-individual “has individual”. an increase in the number of digital offenses. Digital

criminals are learning, using new approaches and tech-
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nologies, and therefore the methods of identifying and
disclosing them are becoming more complicated. Accord-
ing to the official statistics of the Office of the Prosecutor
General of Ukraine [1] (Fig. 1), the number of digital
crimes in Ukraine in 2022 increased by almost 64% com-
pared to 2019. As for the current 2023, the number of
crimes committed in the first half of the year exceeds the
number for the entire 2019. Therefore, it can be assumed
that in 2023 the total number will be the highest over the
past 5 years. This can be explained by several additional
factors.

First of all, there was a significant intensification of
cybercrimes in the framework of the Russian-Ukrainian
war, such as unauthorized interference in the operation of
information, electronic communication, information and
communication systems, electronic communication net-
works, etc. The emergence, development and active im-
plementation of artificial intelligence in various areas of
human activity and life can become the next challenge for
protection against digital crimes. That is why it is neces-
sary to stimulate the development of modern tools that
could help and facilitate the work of cyber police, infor-
mation security specialists [2-4].

Figure 1 — Statistics of digital crimes in Ukraine for the period
2019-2023

The use of a generally acceptable classification
scheme in this area would contribute to the improvement
of legislation, the development of various quick counter-
measures, deepening cooperation, etc. A number of prob-
lems in creating a subsystem for supporting the analysis
of a digital criminal offense is due to the fact that the ex-
isting classifications of types and kinds of digital crimes,
motives and threats to commit them, as a rule, are incom-
plete, fragmentary, use different terminology to define the
same object, are developed to solve specific task. This
makes them incompatible with each other.

Automating the process of digital crime analysis is
very important, but complicated by working with unstruc-
tured forensic data, as it comes from different sources.
Another problem is the lack of semantics for the concept
of investigating a digital crime and determining punish-
ment for it.

The authors propose a variant of the ontology, which
includes, in addition to the type and kind of crime, ac-
counting for digital traces, methods for committing a
crime, and also determining the type of punishment in

© Vlasenko L. O., Lutska N. M., Zaiets N. A., Savchenko T. V., Rudenskiy A. A., 2023

DOI 10.15588/1607-3274-2023-4-17

accordance with the current legislation of Ukraine. This
work may be of interest to those involved in digital foren-
sics, cybercrime, information security.

The object of study is the process of combining
knowledge and data of digital forensics, cyber defense,
Ukrainian legislation, aimed at identifying the commis-
sion of a digital crime and the type of criminal punish-
ment for it.

The subject of study is an applied domain ontology
for a digital crime analysis system.

The purpose of the work is to build an applied ontol-
ogy to combine heterogeneous digital crime data obtained
from different sources and systems, automate data proc-
essing, analyze large data sets and develop decision op-
tions for the decision support subsystem.

1 PROBLEM STATEMENT

The purpose of a decision support system (DSS) for
digital crime analysis based on applied ontology is the
ability to provide information to investigators, cyberpoli-
ticians and other users about possible digital crimes and
criminal liability options for committing them. This can
significantly improve the organization of work on the
analysis of criminal digital crime, reduce the time to make
more informed decisions based on the array of available
data. The developed subsystem can be used as an auxil-
iary tool in the work of professional workers and as a tool
to increase the awareness of citizens.

The applied ontology is described by a tuple (1):

0®=<C,A R, T,F,D>. 1)

The ontology (1) for the analysis of criminal digital
crime should include only those elements that will be
used.

In particular, the set of relations (1) consists of rela-

tions: associative, subordinate, “is — a”, “class — data”,
and is represented by a tuple (2):
R=<R? R" R® RY>, (2)

The applied ontology, which is part of the DSS, is
used to solve the following tasks:

— structured representation of the subject area;

— introduction of a clear classification of terminology
specific to the subject area;

— creation of a knowledge base for decision support
for the industry;

— improvement of processing, search and filtering of
heterogeneous information;

— identification of additional (implicit) links between
concepts based on data semantics;

— analysis of the trend of changes taking place in the
field of digital crime.

2 REVIEW OF THE LITERATURE
The creation of ontologies for digital crimes is over-
whelmingly reduced to cybercrime ontologies. Ontologies
of criminal offenses are also often created, where cyber-
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crime is one of the subtypes. In particular, the classifica-
tion of cybercrime may have a semi-formal approach to
the development of a taxonomy of cybercrime [2]. The
use of design science (DS) as a paradigm for solving or-
ganizational problems makes it possible to take into ac-
count the emergence and evaluation of innovative arti-
facts in the ontology of cybercrime classification [5].

The active development of artificial intelligence in re-
cent years has brought the creation of ontological systems
of digital forensics to a new technical and philosophical
level. This type of ontologies [6] makes it possible to
trace the entire chain of a digital crime, identify anomalies
in the investigation process, and automate the processing
of digital evidence traces [7]. The semantic ontology of
digital evidence allows an investigator to quickly discover
what artifacts may be available on a device before the
time-consuming process of investigating digital devices
begins, preventing the creation of data that has no practi-
cal value for the investigation.

A separate capacitive process in digital forensics is the
analysis of the results of a forensic medical examination
[8]. The use of semantic web technologies, in particular,
ontologies, can greatly facilitate the work with them for
the investigator when analyzing digital evidence [9] using
RDF [10]. Modern ontologies support the specification of
a web service. Creating a convenient and friendly graphi-
cal interface allows the investigator to receive a forensic
examination report online based on requests, ready to
submit it to the court [11].

Separately, it should be noted the development of on-
tologies in order to analyze the content received from
Android smartphones [10]. The ontology may provide for
the organization of evidence retrieved from mobile de-
vices. Thus, a network of interconnected material is
formed, in which it improves the process of data analysis
and search for relevant evidence for the investigation
[12].

In [13], an ontology of the subject area of cyberforen-
sics for criminal investigation was built in accordance

roperties

establishesT

DataProperties

A computer is an
instrument for
ommitting a crime

Digital crime

applies

omputer is an object o
criminal activity

with the categories of cybercrime, laws, evidence, and
information criminals. This ontology does not contain an
application layer.

It should be noted that in the Ukrainian conceptual
environment digital crime is a broader concept and cyber-
crime is its subspecies. While in the vast majority of for-
eign sources they are used by the authors as identical con-
cepts. Also, most of the developed ontologies are of a
general nature and do not take into account the specifics
of the legislation of a particular country.

3 MATERIALS AND METHODS

According to Ukrainian legislation, criminal liability
for digital crimes depends on several factors. Important
among the factors are the type of digital offense commit-
ted, the extent of damage and harm caused, or the specific
type of crime, motivation, as well as the personal charac-
teristics of the person who committed this crime (for ex-
ample, the circumstances of the commission, preliminary
criminal actions and cooperation with law enforcement,
special features, etc.). Thus, it is possible to identify a set
of basic concepts that are connected by different types of
connections (Fig. 2). Five concepts of which are non-
empty classes: Digital Crime, Types of Crime, Criminal
liability, Digital evidence, Intruder.

The developed applied ontology of the decision sup-
port subsystem for the analysis of a digital criminal of-
fense is based on the processing and generalization of the
analysis of research works of Ukrainian and foreign scien-
tists [14-20].

Any crime starts with motive and intruder. Digital
crime is no exception. The most common Motives, as a
property of a certain crime, include the following: en-
richment, terrorism, espionage, military and economic
espionage, targeting national information infrastructure,
revenge, hate (national origin, gender, race), greed. In-
truders, in turn, were divided according to the type of
crime they commit into: spy, terrorist, corporate raiders,
professional criminals, hacker and others.

@ by origin
DataProperties

DataProperties

DataProperties

DataProperties

Digital evidence

leaves -
DataProperties  DataProperties

by the
reporting
ormal

DataProperties

Figure 2 — Conceptual Model of Applied Ontology for Digital Crime Analysis System
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Each individual digital crime belongs to a specific
Sort of Crimes. There are various Sort of Crimes:
Against Individuals — the most common are spamming
and related threats, e-mail spoofing, cyber defamation,
cyber stalking, cyber harassments, libel and false informa-
tion, phishing; Against Property — internet time theft,
credit card frauds, intellectual property crimes, identity
theft, misuse of devices; Against Organizations — different
types of attacks, computer-related offences, unauthorized
accessing of computer, economic espionage, denial of
service, Industrial espionage, computer contamination, e-
mail bombing, copyright-related offences; Against Soci-
ety — pornography, illegal gambling and online games,
glorification of violence, hate speech, forgery, religious
offence, racism, Web Jacking; Against Government —
cyber terrorism, hacking, military espionage, accessing
confidential information, cyber warfare (crimes are con-
sidered an attack on that national sovereignty).

In the world and in Ukraine, digital crimes have a cer-
tain typification. Types of Crime were divided into two
groups for convenience: A computer is an instrument for
committing a crime — Content violations, Unauthorized
modification of data, software, Improper use of Commu-
nications; Computer is an object of criminal activity —
unauthorised access, malicious code, interruption of ser-
vices, Theft or misuse of services.

Each crime has Digital evidence, which are carriers of
a certain set of information and provide an evidence base
in identifying the offender, proving his guilt and issuing
an appropriate sentence. The peculiarities of digital evi-
dences are their heterogeneity, for the frequent short pe-
riod of their existence, they can be forged or destroyed.
Also, digital evidences can be located in various hardware
and software, in particular, on a computer hard drive,
flash drive, local network devices, websites, social net-
works, emails, etc. In order to take into account, the exist-
ing diversity as a basis for the Digital evidence class [14],
the chosen classification was developed in (Fig. 2).

In Ukraine, Criminal liability for committing a digi-
tal crime is regulated by the following legal documents:

Enrichment

Terrorism

Military espionage

Economic espionage

Targeting national information

infrastructure DataProperties

Vendetta/revenge

Hate (national origin,

gender, race) is_punishable_by

establishes

> Criminal liability

Ignorance

Atrticle 362 of the CCU

Avrticle 363 of the CCU Avticle 111 of the CCU

i Avrticle 114 of the CCU
| Article 231 of the CCU
i Avticle 301 of the CCU
{_ Article 361 of the CCU

Article 364 of the CCU
Avrticle 365 of the CCU

Article 366 of the CCU
Article 258 of the CCU

has individuat-—"""

Digital crime

applies

Types of Crime

the Constitution of Ukraine, the Criminal Code of
Ukraine (CCU) [21], the laws of Ukraine: “On Informa-
tion”, “On the Protection of Information in Information
and Telecommunication Systems”, “On the Basics Na-
tional Security” “On the Basic Principles of Ensuring
Cybersecurity of Ukraine”, “On Amendments to the
Criminal Code of Ukraine to Improve the Efficiency of
Combating Cybercrime in Martial Law”. The article pre-
sents fragments of this class, containing separate articles
corresponding to the crimes considered in the examples as
a possible form of punishment (Fig. 3).
Thus, we get a set of classes:

C = {Digital_Crime, Intruder, Digital_evidence,

Types_of _Crime, Criminal_liability} )

and a set of connections between the individuals of these
classes:

R? = {has, works, applies, is_punishable_by, es- @)
tablishes, leaves, provides}

Figure 3 shows an extended fragment of the concep-
tual model, which includes a part that describes the classi-
fication of crimes based on their motive with reference to
the punishment provided for by the current legislation of
Ukraine. The model also shows relationships between
concepts such as Data Properties Rcd, Object Properties
Ra, and class-individual Rcd, as well as the values of
these attributes (set T).

Taking into account the peculiarities of the subject
area, when creating the ontology, it was taken into ac-
count that some of the selected classes should be defined
and the filling process is provided by a group of special-
ists. It includes developers, industry experts, future users
(selectively if necessary). In the future, users cannot inde-
pendently make changes and additions to the classes:
Types of Crime and Criminal liability. For instances of
the Digital Crime, Intruder and Evidence classes, individ-
ual positions are filled in by users. in the Table. 1 shows
the corresponding characteristics of the classes.

Against individuals

Against Property

Against Organisations
Against government

DataProperties Against society

Unauthorised access

Malicious code

Interruption of services

omputer is an object o
criminal activity

DataProperties

Theft or misuse of
services

Content violations
Unauthorized
modification of data,
software

A computer is an
instrument for
committing a crime,

DataProperties

Figure 3 — Extended fragment of the conceptual model with attributes for the Digital Crime and Type of Crime classes and instances
of the Criminal liability class
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Table 1 — Class characteristics

Class Individuals User Data Object
changes | Property Property
Digital + + + +
Crime
Criminal + - - -
liability
Evidence + + + +
Intruder + + + +
Types of + - + +
Crime

In order to conduct a deeper and more automated data
analysis, a formalized expression of logical conditions
and relationships based on SWRL rules was used. Their
advantage is the ability to define complex logical connec-
tions and relationships between objects, finding new
knowledge based on existing ones and establishing new

relationships between elements, improving the quality of
search in the ontology. Also, SWRL rules can be used to
passively check the consistency of data in the ontology,
identify contradictions and inconsistencies.

The developed rules are divided into the correspond-
ing categories of Types of Crime for structure. The ontol-
ogy contains 206 rules developed by SWRL. Table 2
shows some of them. The rules presented relate to the
section on cyberterrorism. Thus, new links are formed
between user and non-user class instances: applies,
is_punishable_by, establishes, leaves.

The developed system is designed in such a way that,
if necessary, it can be expanded and supplemented with
additional concepts, attributes, relationships, etc.

Table 2 — Example of rules developed for applied ontology (F)

Rule SWRL Rule Rule category

Number

KT1 Evidence(?x) “byForm(?x,?y) —> leaves(Ciberterorrism,?x) Ciberterorrism

KT2 Evidence(?x) ~ UnauthorizedAccessDevices(?x,?y) —> leaves(Ciberterorrism,?x) Ciberterorrism

KT3 Evidence(?x) ~ byOrigin(?x, "InformationGeneratedByCSBasedOnDatalnput™) —> leaves(Ciberterorrism,?x) Ciberterorrism

KT4 Evidence(?x)  ByTheReportingFormat(?x, "HumanReadablelnformation") —> leaves(Ciberterorrism,?x) Ciberterorrism

KT5 Evidence(?x) ~ ByStorageLocation (?x, "InformationStoredInCS") —> leaves(Ciberterorrism,?x) Ciberterorrism

KT6 Digital_crime(?x) “Motive(?x, "Terrorism™) ~ Sort_of_Crime(?x, "AgainstSociety") * has(?x,?y) ~ leaves (Ci- Ciberterorrism
berterorrism,?y) -> applies(?x, Ciberterorrism)

KT7 Digital_crime(?x) “Motive(?x, "“Terrorism") ~ Sort_of _Crime(?x, "AgainstGoverment") ~ has(?x,?y) * Ciberterorrism
leaves(Ciberterorrism,?y) -> applies(?x, Ciberterorrism)

KT8 Digital_crime(?x) “Motive(?x, "Enrichment") ~ Sort_of_Crime(?x, "AgainstSociety")  has(?x,?y) " leaves (Ci- Ciberterorrism
berterorrism,?y) -> applies(?x, Ciberterorrism)

KT9 Digital_crime(?x) “Motive(?x, "Enrichment") ~ Sort_of_Crime(?x, "AgainstGoverment") ~ has(?x,?y) " leaves Ciberterorrism
(Ciberterorrism,?y) -> applies(?x, Ciberterorrism)

KT10 Intruder(?x) ” by Type(?x, "Terrorist") ~ works(?x,?y) ~ applies(?y, Ciberterorrism) -> is_punishable_by(?y, Arti- Ciberterorrism
cle_258 CCU)

KT11 Intruder(?x) by Type(?x, “Terrorist") ~ works(?x,?y) ~ applies(?y, Ciberterorrism) -> is_punishable_by(?y Arti- Ciberterorrism
cle_361_CCU)

KT12 Intruder(?x) ~ by Type(?x, "Hackers") ~ works(?x,?y) ~ applies(?y, Ciberterorrism) -> is_punishable_by(?y, Arti- Ciberterorrism
cle_ 258 CCU)

KT13 Intruder(?x) ~ by Type(?x, "Hackers™)  works(?x,?y)  applies(?y, Ciberterorrism) -> is_punishable_by(?y, Arti- Ciberterorrism
cle_361_CCU)

4 EXPERIMENTS

To implement the developed ontological model, the
semantic language OWL and the free Protege software
were chosen. These tools were favored due to OWL's
powerful expressiveness, its versatility and integration
with other tools (such as search and visualization), its
large developer community, and ease of development and
deployment.

Figure 4 shows the VOWL-graph of the developed on-
tology. You can see the set of standard types of attribute
values T from (1), as well as the Data Property hierarchy
introduced for convenience — the set R". Figure 5 shows
the set of Object Property Ra associations and an example
of the constraints imposed on the is_punishable_by rela-
tion.
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Figure 6, a shows a fragment of individuals of the
Type of Crime class and their attributes. Note that these
classes are filled with knowledge engineers. In Figure 6, b
is presented respectively in the Data Property.

Figure 7 shows an example of the SWRL rules that
were coded in the SWRL Protégé5.0 tab and the results
and their explanations obtained after putting these rules
into the ontology. In particular, in the Edit window that
opens, you can see a rule that forms a new
is_punishable_by relationship between objects of the
Digital Crime and Criminal liability class through works
applies custom relationships. Note that the last link is also
formed based on the SWRL rules.

OPEN a ACCESS




p-ISSN 1607-3274 PanioenexrpoHnika, inpopmaTrka, ynpasninas. 2023. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 4

Figure 4 — VOWL-graph of the developed ontology

Figure 5 — Object Property

5 RESULTS
To check the correctness of the developed ontology,
Reasoner machines were used. The purpose of Reasoner

© Vlasenko L. O., Lutska N. M., Zaiets N. A., Savchenko T. V., Rudenskiy A. A., 2023

DOI 10.15588/1607-3274-2023-4-17

is to classify, reproduce the class hierarchy embedded in
the ontological model, work with instances, determine
their belonging to classes in accordance with logical rules
and axioms, check consistency, and show inconsistencies.
Reasoner is based on the concept of Open World Reason-
ing.

Protégé 5.5.0 has the ability to work with three Rea-
soners: Fact++, HermiT 1.4.3.456 and Pellet. The main
difference between them is the algorithms for building
links, data formats and the ontological modeling language
that Reasoner supports.

To check the correctness of the ontology, a series of
experiments were carried out. Each series of experiments
corresponded to a certain type of digital crime. Individu-
als were created for the corresponding classes, for each of
them a unique set of attributes was set.
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V- Direct
- Non StandardPeripheralDevices
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V-l Indirect
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- Il CircumstancesOffense
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L lComputerinstrument
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a) b)
Figure 6 — Hierarchies of classes and individuals of the class Type of Crime (a) and Data Property (b) in Protégé

ROWL | SWRL

Comment
EKOHOMIYHE WNWIYHCTRO
EKOHOMIYHE WAKIYHCTED
EKOHOMIYHE WNWMYHCTED

Mame Rule
KEG Digital_crime(%x) * Motive(?x, "EconomicEspionage™*rdf.PlainLiteral) * ComputerObject{?x, "ThefiMisuseOfSenices™ rdf....
KE7 Digital_crime(?x) * Motive(?x, "EconamicEspionage™rdf.PlainLiteral) * ComputerObject(?x, "TheftMisuseOfSenices™ " rdf...
KES Digital_crime(%x) * Motive(?x, "EconomicEspionage™*rdf:PlainLiteral) * Computerinstrument({?x, "UnauthorizedModificatio...
KES Digital_crime(%x) * Motive(?x, "EconomicEspionage™*rdf.PlainLiteral) * Computerinstrument{?x, "UnauthorizedModificatio... EKOHOMIYHE WAWIYHCTED
v KT Evidence(?x) * byForm(?x, ?y) -= leaves(Ciberterorrism, 7x) KiGepTrepopuam
| [ [KT10  [intruder(?x) * byType(?x, "Hackers™rdf-PlainLiteral) * works(?x, ?y) * applies(?y, Ciberterorrism) -= is_punishable_by(?y, ..
v

KT11 Intruder{?x) * byType(?x, "Hackers™*rdf:PlainLiteral) * works(?x, ?y)* applies(?y, Ciberterorrism) -= is_punishable_by(?y, ... KifepTepopuam

LR

v KTZ2 Evidence(?x) * UnauthorizedAccessDevices(?x, 7y)-= leaves(Ciberterorrism, 7x) KiGepTrepopuam
v KT3 Evidence(?x) * byOrigin{?x, "InformationGeneratedByCSBasedOnDatalnput™trdf.PlainLiteral) -= leaves(Ciberterorrism, 7x) KiGepTepopuam
v KT4 Evidence(?x) * BvTheReportinaFormat(?x. "HumanReadablelnformation™*rdf.PlainLiteral) -= leaves(Ciberterorrism. ?x) KifenTeooounam
Mew Edit = Clone  Delete
Control | Rules | Asserted Axioms | Inferred Axioms | OWWL 2 RL
| | £ Edit X

Successful execution of rule engine.
MNumber of inferred axioms: 163
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Look atthe ‘Inferred Axioms’ tab to see the inferred axioms. |KT1U
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The process took 2 millisecond(s). Intruder(?x) * byType(?x, "Hackers™*rdf-PlainLiteral) * works(?x, 7y} * applies(?y,
Look atthe ‘Inferred Axioms' tab to see the inferred axioms. Ciberterorrism) -= is_punishable_by(?y, Article_258_CCU}-|

Press the ‘Drools-=0WL" button to translate the inferred axioms to OWL knowledge.
Successfully transferred inferred axioms to OWL model.

The process took 15 millisecond(s).

Cancel Ok

OWL+SWRL-=Drools Run Drools Drools-=0WL

Figure 7 — Example SWRL rules encoded into an ontology

Figure 8 shows the result of Reasoner's work on a se- Figure 9 illustrates the result of the Reasoner check

ries of experiments on the digital crime of cyberterrorism
for an individual IndDC97 of the Digital Crime class. For
this digital crime, the corresponding instances of the Data
Properties set were set, digital traces were created — indi-
viduals DE97, DE97a. The digital crime IndDC97 is re-
lated to the Types of Crime of the Ciberterorrism individ-
ual through logical rules (Table 2) and the relation ap-
plies. Criminal liability is also defined in accordance with
Avrticles 361 and 258 of the Criminal Code of Ukraine by
the connection is punishable by.
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for digital crime IndDC97. For the Ciberterorrism indi-
vidual of the Types of Crime class, its digital traces
DE97, DE97a were matched by logical rules and the rela-
tion leaves.

The digital crime ontograph IndDC97 demonstrates
connections between class individuals (Fig. 10), which
are formed automatically based on the introduced SWRL
rules (Table 2). The new connections can be seen on the
left in Figure 10.
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Figure 8 — Reasoner example for the Ciberterorrism individual of the Types of Crime class

Figure 9 — Reasoner example for the Ciberterorrism individual of the Types of Crime class

6 DISCUSSION
Validation of an applied ontology depends on specific
needs and requirements. For small ontologies, manual
verification may be sufficient. For large ontologies, semi-
automated or automatic approaches are usually produced
— in particular, testing. The developed ontology was

checked manually and automatically.
98 test instances of the Digital Crime class and the
corresponding objects of the Intruder and Evidence
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classes were developed. Syntax errors were found during
a manual check. No semantic errors were found.

The developed ontology was tested using the online
resource Ontology testing Themis [22]. The test results
(Table 3) showed that the developed ontology was suc-
cessfully tested, is adequate, accurate, valid and does not
contain contradictions.
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Figure 10 — Ontograph for Digital Crime IndDC97

Table 3 — Test results by Ontology testing Themis

Metric Result
Percentage of covered requirement 97.83%
Percentage of requirements with terms that are unde- 2.17%

fined in the ontology
Percentage of requirements that lead to conflict 0
Percentage of tested terms 83.06%

The practical value of an ontology lies in its use as a
basis for a decision support system. Due to the use of the
OWL language, such an application can be WEB-oriented
[23]. At the same time, in addition to the semantic data-
base and knowledge, the user can form different queries
to the ontology. For example, in Fig. Figure 11 shows the
DL-query of the following template: “Find instances of
the Evidence class that have feedback from has with an
instance of the Digital crime class, which in turn has
feedback from works with an instance of the Intruder
class, and also has a corresponding byForm attribute
value”.

Query (class expression)

Evidence and inverse(has) some (Digital_crime and inverse(works)
some Intruder) and byForm value "Software”

Execute| Add to ontology

Query results
Query for

Instances (1 of 1)

®0eo7a Direct superclasses

Figure 11 — DL-query example

The proposed ontological model does not accompany
the process of solving a crime, since such models already
exist in sufficient numbers. It aims to collect and analyze
already solved crimes and obtain information on auto-
matically classified crimes, as well as to analyze their
common features, patterns and trends.
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CONCLUSIONS

The proposed model can be used to improve the
analysis, organization and interpretation of data related to
digital criminal activity. The developed ontology helps to
understand and classify crimes, make connections be-
tween different aspects of digital crimes and promote ef-
fective interaction between users.

The scientific novelty. The paper presents a modern
approach to modeling digital crime. The developed ontol-
ogy allows obtaining new knowledge, approaches or tools
in the field of digital crime analysis, improves coopera-
tion between various organizations, exchanges informa-
tion and jointly analyzes data.

The practical significance. The developed ontology
can be used for intelligent data analysis of digital crimes,
collecting this data, classifying, grouping, combining
digital traces, types of crimes and criminals, as well as
determining the possible punishment. The ontology does
not contain closed and confidential information, therefore
it is publicly available. The use of the OWL language
makes it compatible and integrated with the vast majority
of modern applications. It can also be used in the educa-
tional process in the relevant specialties, in particular 125
“Cybersecurity and Information Protection”.

Prospects for further research. It is planned to ex-
pand the developed ontology with additional classes and
attributes, in particular, classes that will contain data
about the injured party and the result of the harm caused
to them.
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AHOTAIISA

AxTyanbHicTb. Oco0nuBICTIO CydacHOro u(ppOBOro CBIiTY € Te, M0 3JIOYMHHICTD BXXE HEPIAKO BUMHIETHCS 3aBISKH HOBITHIM
KOMIT'FOTePHUM TEXHOJIOTisM, @ po6OTa IIPABOOXOPOHHUX OPraHiB CTUKAETHCS 3 HU3KOK CKIIAJIHHUX BUKIIHKIB Y IU(PPOBOMY cepelio-
BuILi.. PO3BUTOK iHpOPMALIHIX TEXHOJIOTII Ta IHTEpPHET-KOMYHIKaLlili CTBOPIOE HOBI MOXJIMBOCTI JUIs 3JI0YMHLIB, SIKI BUKOPUCTO-
BYIOTh LH(POBI ClTiM Ta JOKA3K AJIs 3AIHCHEHHS 3JI04MHIB, 0 YCKIIAJHIOE MPOLEC X BUSBICHHS Ta BIACIIAKOBYBaHHSL.

Meta. Po3poOka mpukiiagHOT OHTOJIOTIT JUTs CUCTEMHU aHali3y HU(pPOBOTrO KPUMIHAIBHOTO 3JIOYHHY, SIKa J03BOJIUTH €(EeKTHBHO
aHaJi3yBaTH, OOpOOIATH Ta IHTEPIPETYBATH BEIHKY KUIbKICTh HUPPOBUX AaHNX. BOHA JOMOMOXKE BHOpATHCA 31 CKIaIHAM 3aBIaH-
HSAM 00pOOKH U(POBUX JaHUX, a TAKOXK CIPHATUME aBTOMATH3AIlIl MPOLIECY BUABICHHS HOBUX 3HAHB.
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Merton. Jlns moOy10BA OHTOJIOTIYHOT MOJIENI SIK 3200y BiTOOpaXXeHHS 3HaHb PO HUPPOBHH 31104nH OyJI0 3i0paHo iH(opMaIIito
PO iCHYIOYi MDKHAPOJHY Ta BITYM3HSAHY Kiacuikailii, a TAKOXK MpoaHali30BaHi MOTPeOU Ta BUMOTH, Ki MalOTh OYTH 3a710BOJICHI
po3pobiieHo0 oHTOJNOTiEr0. CTBOPEHHS OHTOJIOTIYHOT MOJIEN, sSIKa Bi0Opa)kac OCHOBHI IMOHSTTS, B3a€MO3B’sI3KH y cdepi uudpoBoro
KPUMIiHAJIBHOTO 3JI04YKHY, OyJI0 3AiHCHEHO BIAMOBIAHO 3 BU3HAHUM OHTOJIOTIYHUM aHAIII30M clieliani3oBaHoi npeaMeTHol 00acTi.

PesyabraTn. [IprkiagHa OHTOJIOTS MiCTUTh O3HAUCHHS CyTHOCTEH, BIIACTUBOCTEH, KJIACiB, MiIKIACIB TOIIO, @ TAKOXX CTBOPEHHS
CEeMaHTHYHUX BiJHOIICHb MiX HUMH. B IIEHTpi ceMaHTHKH 3HaXOIUThCs Kiac uudposuii 3nounn (Digital Crime), npoGiemuy 06-
JIaCTh SIKOTO JOMOBHIOIOTH B3a€MO3B’si3aHi kiacu 3nounnens (Intruder), mudposuii ciuix (Digital evidence), tun 3nounny (Types of
Crime) ta kpuminanpna Bianosigansaicts (Criminal liability). Taki xapakrepucTukw, sSIK MOTUB, BU 3JI0YHHY, METOJ CKOEHHS, KIIa-
cudikamiiiHi 03HaKM OU(PPOBUX CIIJIB Ta TUMIB 3JI0YMHY, a TAKOX 1HIIA iHAWBiAyaidbHa iH(pOpMamis Oyiu BimHEceHi 10 aTpuOyTiB
BiAmoBimHMxX KiaciB. PeanizoBana oHTonoriuyHa Monens Ha MoBi OWL nporpamumum 3aco6om Protégé. OcobmuBicTio pearisarii mpu-
KJagHoi oHTONOTIT Oyno cTtBopeHHss SWRL-mpaBmiI /U1 aBTOMaTHYHOTO 3aIIOBHEHHS JOJATKOBHX 3B’SI3KIB MK €K3eMIUIIpAaMH Kia-
cy. Pydna ta aBroMaTn4Ha IepeBipka OHTOJIOTII MOKa3aja MiTiCHICTh, y3TOPKEHICTh, BUCOKY CTYMIHb KOPEKTHOCTI Ta aJJeKBaTHOCTI
Mozeni. BusiBiieHi moMUIIKY OyIy, SIK IIPaBUIIO, IIOB’sI3aHI 3 TEXHIYHUMH aCIIEKTaMH Ta CEMAaHTHYHUMHM HEY3TOKEHOCTSIMH, sIKi OyIIH
BHUIIPABJICHI ITi/l Yac MOJAIBIINX iTepaliil po3poOKH.

BucHoBku. JlocmikeHHs MiATBEpAHIO epeKTHBHICTh PO3POOICHOI MPUKIIATHOT OHTOJIOTIT ISl aHAli3y HU(PPOBOro KPUMiHAIb-
HOT0 3JI0YHHY, 3a0e3meuyo4n OiTbII TOYHI Ta MIBUAKI Pe3yJIbTaTH MOPIBHIHO 3 TPAAULIIHHUMHE MiIX0JaMH.

KJIFOYOBI CJIOBA: onTooris, nudpoBa KpuMiHamicTHKa, TAPPOBHIA 31049KH, IIM(POBI CITiIH.
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ABSTRACT

Context. The article is devoted to overcoming the contradictions between the assumptions adopted in known methods of closed-
loop control system identification and the design and conditions of its operation. The article presents a new method of identifying the
transfer functions matrix of a two-level closed-loop control system element, which functions under the conditions of multidimen-
sional stationary centered random influences.

Obijective. The purpose of the study, the results of which are presented in this paper, is to extend the indirect identification meth-
od to the case of estimating one of the two-level closed-loop control system elements’ dynamics model based on passive experiment
data.

Method. To solve the optimal identification problem, a variational method for minimizing the quality functional on the class of
fractional-rational transfer function matrices was used.

Results. As a result of the research, the identification problem formulation was formalized, the rules for obtaining experimental
information about the input and output signals were determined, the rules for identifying the transfer functions matrix of a two-level
closed-loop control system element, which minimizes the sum of the variances of identification errors in the frequency domain, and
the verification of these rules was carried out.

Conclusions. Justified rules allow to correctly determine transfer functions matrices of the closed-loop systems selected element
when fulfilling the defined list of conditions. The closed-loop systems control paths signals analysis proves the possibility of the
effect of changing these signals statistical means, even under conditions of only centered stationary input influences actions on the
system. Based on this, the further development of research can be aimed at overcoming such effects.

KEYWORDS: Identification, transfer function matrix, spectral density, error variance, quality functional.

NOMENCLATURE Omsn 1S a zero matrix of size mxn;

M; is a matrix of dimension mxn, the elements of P, is a matrix of dimension mxm;
which are polynomials from the differentiation operator R is an additionally defined weight matrix;
P ) r is a vector of programme signals;

m is a number of signals at the output of the local con- S\, is a transposed spectral density matrix of the vector
trol system; r:

No is a matrix of results of dividing the polynomials of - . . .
the numerators by the polynomials of the denominator of SXan Is a transposed spectral density matrix of the

the product on the right side of the expression; vector X,;
N. is a matrix of fractional rational functions whose
poles are located in the left half-plane of the complex
plane; between the generalised input vector { and the vector x,;
N_ is a matrix of fractional rational functions with 5;<g is a transposed matrix of mutual spectral densi-
poles in the right half-plane;
n is a number of inputs of the local system;

S};X is a transposed matrix of mutual spectral densities

ties between the vectors x, and ;
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Sss is a transposed matrix of spectral densities of un-
correlated white noise of single intensity;

S'ee is a transposed spectral density matrix of meas-
urement noise;

S(Po%
dummy noise vector @y;

S'yy is a transposed matrices of spectral densities of
disturbances;

S'Cg is a transposed spectral density matrix of the gen-
eralised input vector;

uy is a vector of input signals of the local system;

Un is @ mismatch vector;

W, is a matrix of transfer functions that determines the
relationship between the operator’s reactions to changes
in the components of the misalignment vector uy;

W, is a matrix of transfer functions that determines the
relationship between the operator’s actions to prevent and
probe pulses 3;

X1 is a vector of signals at the output of the local con-
trol system;

Xn is a vector of control signals;

y is a vector of master feedback signals;

@ is a block matrix of transfer functions of size
nx(n+m);

d is a vector of sensing pulses;

&, IS the vector of identification errors;

¢ is a vector of measurement noise;

¢o IS @ dummy measurement noise vector;

p is a vector of additional signals;

v is a vector of disturbances with m components;

¢ is a generalised vector of input influences.

is a transposed spectral density matrix of the

INTRODUCTION

According to the definition given in the well-known
article [1], one of the central problems in systems theory
is the problem of identification. According to L. Zadeh,
this problem is “determination, on the basis of observa-
tion of input and output, of a system within a specified
class of systems to which the system under test is equiva-
lent; determination of the initial or terminal state of the
system under test”. If we limit ourselves to considering
the works [2, 3] devoted to the determining automatic
control systems elements dynamics models, it is obvious
that the whole set of such studies is divided into two
parts. The first part is, for example, works [3-5], which
are devoted to determining open-loop systems and their
elements dynamics models. The second part, for example
works [2, 6-8], combines studies aimed at solving the
closed-loop control system elements identification prob-
lem. Despite the large number of papers devoted to solv-
ing the latter problem, the search for new methods and
means of determining the dynamics models of closed-
loop control system elements is still relevant.

This relevance is due to the existence of contradictions
between the assumptions made when formulating the
identification method and the design and operating condi-
tions of a closed-loop control system. In the context of the
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fourth industrial revolution, there is a rapid increase in the
diversity of control objects and, accordingly, systems.
Therefore, the requirements of practice require bringing
the identification procedures into line with the conditions
of the closed-loop control system design tasks.

The object of study in this paper is a two-level
closed-loop control system.

The subject of study is identification of a transfer
functions matrix of a two-level closed-loop control sytem
element.

The purpose of the work is to substantiate the rules
for estimating two-level closed-loop control system’s one
of the elements dynamics model based on passive ex-
periment data.

1 PROBLEM STATEMENT

As a rule, modern control systems have physical sub-
systems with many inputs and outputs as objects. These
subsystems operate under the influence of vector stochas-
tic useful signals, measurement noise, and interference.
For example, the flight control system of an unmanned
aerial vehicle or aircraft. Thus, of all considered. identifi-
cation methods [1-8], only the indirect and joint methods
remain. They allow identifying a multidimensional
closed-loop control system if its structure can be repre-
sented as shown in Fig. 1, and the sensors have low iner-
tia and low intensity of measurement noise.

Disturbances

Program Control {} Quiput
signals actions signals
———=| |Controller ———=| Plans
Feedback
signals
Sensors
Measurement
Hoises

Figure 1 — Architecture of a closed-loop (local) control system

However, the development of the principles of con-
trolling such objects has led to the emergence of closed-
loop systems that have two control loops (Fig. 2) [4, 16].

The external loop is used to generate a vector of con-
trol signals that are transmitted to the local control sys-
tem. This vector is generated by the master controller as a
result of comparing the vectors of program signals and
master feedback signals. The master feedback signals
differ slightly from the controlled variables due to the
influence of measurement noise and the inertial properties
of the master sensors. The relationship between the con-
trolled variables and the signals at the output of the con-
trol object is characterised by a kinematic link. If the con-
trol object is a moving vehicle, this link solves the inverse
kinematics problem [17].
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Thus, the use of the known indirect and joint methods
of identification to solve the problem of determining the
system (Fig. 2) elements dynamics models requires mod-
ification of these methods.

We will assume that, due to preliminary experiments
and the use of known identification methods, a linearized
model of the dynamics of the local control system has
been determined and presented as a system of ordinary
differential equations with constant coefficients of the
form

Pixg =My +v, 1)

where P; is a dimension matrix mxm, the elements of
which are polynomials from the differentiation operator

oo d
dt’

m is the number of signals at the output of the local con-
trol system; x; is a vector of signals at the output of the

local control system (Output signals); M; is a matrix of
dimension mxn, the elements of which are polynomials
from the differentiation operator p; n is the number of
inputs of the local system; u, is a vector of input signals
of the local system; y is a vector of disturbances with m
components. In this case, the architecture of a two-level
closed-loop control system is transformed into a block
diagram (Fig. 3). As you can see, this diagram has two
parts.

The first part combines the main controller and the
communication system with the main sensors (Fig. 3).
Three vectors act on the inputs of the main controller
(Fig. 3): program signals r, main feedback signals y, and
additional signals p. The origin and effect of additional
signals depend on the purpose and design of the control
system. At the outputs of the master controller, a vector of
control signals x, is formed. This vector is simultane-
ously the local control system input signals vector u;. Re-
lationship between these vectors is characterised by
two transfer function matrices W, and W,. For example,

Program
signals Disturbances
{} Control Caontrol % Outpur Controlled
Main signals Local | actions signals Kinematic| variables
controller ———7|| controller——={| Flant 1t -
M
Local
fgedbacﬁr Local
signals sersors
Main Measurement
feedback rotses
signals Main
SEFLEQVE =

Figure 2 — Architecture of a two-level closed-loop control system

- p il

LR IV

: X

5:‘;-@3:1 W, :‘;-@5;:- My =0 | Py
13 '

§ Part I i partr {°

Figure 3 — Block diagram of a two-level closed-loop control system
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if the control system is designed to ensure the movement
of an unmanned aerial vehicle along a given trajectory,
then the central part of the master controller is the pilot-
operator. Its dynamic properties are characterised by two
transfer functions matrices [9, 10]. The first W, deter-
mines the relationship of the operator’s reactions to
changes in the components of the misalignment vector u,,
The second matrix W, describes the relationship between
the operator’s actions to prevent (remnant) and the sens-
ing impulses of his nervous system 8.

The block diagram (Fig. 3) second part combines the
local control system, the kinematic link, and the main
sensors (Fig. 2). Its inputs are also three vectors: control
signals u,, disturbances vy, and measurement noise ¢. The
output of the second part is a vector of main feedback
signals y. The effect of changing the components of the
signal vector at the output of the local system x; on the
components of the vector y is characterised by the transfer
function matrix W;.

The structure and parameters of the transfer function
matrix W, and the model of measurement noise dynamics
can be determined separately from the system (Fig. 3) as a
result of dynamic sensor certification according to the
methodology given, for example, in monograph [4].

At the same time, it is possible to determine the trans-
fer function matrices of the master controller, which it has
in real operating conditions, only as a result of solving the
problem of identifying a closed-loop control system in an
appropriate manner.

Taking into account the statement of Peter Eykhoff,
substantiated in article [11], about the possibility of un-
ambiguous identification of only the transfer function of
an element of a closed-loop control system, the following
identification problem is formulated.

Let the polynomial matrices Py, M, the transfer func-
tion matrix W1, the transposed spectral density matrices of

disturbances S,,,, and measurement noise S, be given,

and it is known that all signals in the control loops of the
system (Fig. 4) are centred stationary random signals. It is
also assumed that the vectors r, u,, X, are measured with
sufficient accuracy. The optimal identification task is that,
as a result of processing experimental data (records of
vectors r, Uy, X,) and a priori information about those ele-
ments of the system in the Fig. 4, the dynamics of which
is known, to find algorithm of searching for such matrices
W, and W,, at which the identification error vector &,
components weighted variances sum would be minimal.

2 REVIEW OF THE LITERATURE

The analysis of methods for identifying closed-loop
control systems based on the study of such literature
sources as [2, 6-8] and [12], allows dividing them into
four parts (Fig. 4).

Direct Methods [6, 12] are used to determine the mod-
el of the dynamics of the control object and sometimes the
disturbances acting during the experiment, while ignoring
the presence of feedback. The main restrictions on the use
of this set of methods are:
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— the requirement of a low intensity of disturbances
with a high intensity of the useful signal;

— requirement of knowledge of the disturbance dy-
namics models;

— the requirement of low sensor inertia and high sig-
nal-to-noise ratio;

— the need to pre-determine the order of the control
object;

— limitation of the control object dynamics to stable
dynamic links only.

Methods for Closed Loop
Identification

.

«
f/ Joint input
output
method

P

Direct
L Method

[ Two Stage
Method

Indirect
Method

N

Figure 4 — Types of methods for identifying elements of closed-
loop systems

An attempt to overcome the shortcomings of direct
methods led to the development of a variational method
for identifying the dynamics of multidimensional control
objects, which is described in [13]. This method does not
require a priori information about the model of distur-
bance dynamics and the order of the control object.

Indirect Method [6, 12] involves conducting an ex-
periment, obtaining records of signals acting on the inputs
and outputs of the system, identifying the dynamics mod-
el of a closed-loop system, calculating the dynamics mod-
el of an equivalent open system, and searching for the
dynamics model of the control object. Algorithms that
implement this method have an advantage over the direct
method due to the absence of the requirement to have a
model of the dynamics of disturbances. At the same time,
the main disadvantages of these methods include:

— the need for prior knowledge of the controller’s con-
trol law (transfer function);

— limitation of the class of systems that can be identi-
fied to one-dimensional ones;

— requirement of low sensor inertia and high signal-to-
noise ratio;

— the need to pre-determine the order of the control
object.

An attempt to overcome the disadvantages of indirect
methods led to the development of a variational method
for identifying the dynamics of multidimensional control
objects, which is described in [14, 15]. This method over-
comes all the disadvantages of the indirect method, but
limits the class of useful signals, disturbances, and inter-
ferences that act during the experiment. All these signals
must belong to centred stationary random processes or to
an additive mixture of a stationary random process and a
deterministic time function.
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Joint input-output method [6] involves combining the
signals acting at the input and output of the system into a
single signal vector. This vector is considered to be the
output of some imaginary dynamic system, at the input of
which there is a virtual test signal with the known dynam-
ics, for example, “white noise”. It is believed [12] that the
main advantage of this method is associated with the ab-
sence of the need for a priori information about the sys-
tem and disturbances. However, it also has certain limita-
tions (disadvantages):

— the need to measure all useful signals, disturbances
and interferences that are present during the experiment;

— the experiment must reproduce real conditions of the
system;

— the requirement of low sensor inertia and high sig-
nal-to-noise ratio;

— the need to pre-determine the order of the control
object.

Two Stage Method [6, 8] consists of reducing a
closed-loop system to an equivalent open system and then
parametrically identifying this open system. The main
difficulty in applying this method is the need to fulfil sev-
eral requirements:

— having a priori knowledge of the system’s block dia-

gram;
— the block diagram should have one input and one
output;
— sensors must have low inertia and measurement
noise;

— the controller must follow a linear control law.

The purpose of the study, the results of which are pre-
sented in this article, is to extend the indirect identifica-
tion method to the case of estimating the dynamics model
of one of the elements of a two-level closed-loop control
system based on passive experiment data.

To achieve this goal, we solved the problem of deter-
mining the set of necessary a posteriori information about
the signal vectors in the control paths of the system (Fig.
4), as well as the substantiation of the algorithm for iden-
tifying the dynamics of one of the elements of a closed-
loop system, provided that the identified dynamics model
delivers an extreme of the selected quality indicator.

3 MATERIALS AND METHODS
According to the problem statement and the block di-
agram (Fig. 3), the identification error vector must satisfy
the equation

& = Xn —DE, (2)

where @ is a block matrix of transfer functions of size
x(n+m) type

D=[Dy; Dyy], ()

that relate the output of the identified master controller
model (the reconstructed vector x, ) to the input vectors 3,
r, v, ¢, ¢ is a generalised input vector of the form
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where @, is a dummy measurement noise vector equal to
-1 v
®o = [_Wlpl - Em] LJ : ®)

The sum of the weighted variances of identification er-
rors can be determined in the frequency domain [18] by
applying the Wiener-Khinchin theorem in vector form
[19] to expression (2) as

joo

J :% jtr{(s'xnxn —Sgy, Px— DSy +CDS'€CCD*)R}~ds, (6)
—joo

where S;(nxn is a transposed matrix of spectral densities

of the vector x, determined as a result of statistical proc-
essing of records of the components of this vector; S'QX is

a transposed matrix of mutual spectral densities between
the generalised input vector ¢ and the vector x,

Stx :[SSXH Sty +S%XJ , )

The index * denotes the Hermitian conjugation of the
matrix; S;«; is a transposed matrix of cross spectral densi-

ties between the vectors x, and ¢, which is equal to
SiclSix

S'«c is a transposed spectral density matrix of the general-
ised input vector (4), which has the following form in the
case of vectors’ §, r, y, ¢ different and independent ori-
gin sources

Sss Onxm

See = N 8
| Omen S”+S(po(po ®)

Om.n i @ zero matrix of size mxn; R is a positively de-
fined weight matrix.

The transposed matrices of spectral densities S',, and
cross spectral densities S, from expressions (7), (8) can
be found as a result of approximating the estimates of
these matrices obtained, for example, using the CPSD
function of the Matlab package [20], on the class of frac-
tional rational functions of complex argument [16]. The
transposed spectral density matrix of the fictitious noise
vector o, obtained by using the Wiener-Khinchin theo-
rem applied to the vector (5), can be represented as
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Sog00 = WP S PiWis + S 9) Dy =W, , (15)
The expression for calculating the transposed cross Where
spectral densities matrix S(p x, » 1S determined as a result 1
Fl = En +WnW1P1_ (16)

of the structural scheme (Fig. 3) transformations by the
following equation
Sy =Sy +S,

(PO Xn un Xn Xn Xan*Pl;l\N* - ern ; (10)

where the transposed matrices of spectral and cross spec-

tral densities S, S, er , as well as the matrix

X X ! un Xn'
S'cx can be estimated from the records of the components
of the vectors r, Up, Xp.

The only difficulty is to find the equation of the rela-

tionship between the transposed matrix SIan and the orig-
inal data of the identification task. The analysis of the
block diagram in Fig. 3 shows the equation
Xp =W, (r +9g— P M lxn)+wps : (11)
In addition, the control systems statistical dynamics pos-

tulates [21] allow proving the following identity for the
transfer function matrix W, (Fig. 1):

. ' 1. '
Séx, (SSBT SXnS =W S5sW px (12)
Thus, as a result of applying Wiener-Khinchin theorem
to the left and right sides of equation (11), taking into

account identity (12), the following matrix coupling equa-
tion is determined

Sty (855 S5 =Sy =S, 51 ) Srr -

A(S;Po% Tl A,

(13)

where
A=S, x +Sy x MyPWie — Sy,

Factoring the right-hand side of equation (13) on the left
[22] along with taking into account the known form of the
spectral density matrix of uncorrelated white noises of

single intensity S, allows finding the transposed matrix
S'an . The materials presented in [14] prove that there is a
connection between matrices ®;,, ®;, and other matrices
from the structural diagram (Fig. 3). It is formalised by
the following equations:

®yy=F Wy, (14)
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Equations (14)-(16), given the known matrices @y
and @5, allow uniquely finding the matrices of the trans-
fer functions W, and W,. Thus, the problem of optimal
identification of the closed-loop system elements is re-
duced to finding the transfer functions matrix ® corre-
sponding to a physically possible system while the func-
tional (6) being minimal, given the known matrices of

spectral and cross spectral densities S;(nxn and S'c,.

The solution to the problem was found by the well-
known Wiener-Kolmogorov method of minimising the
quadratic functional (6) on the class of transfer function
matrices of physically possible systems @ in the fre-
guency domain. In accordance with the chosen method,
the first variation of the functional (6) was found in the
following form

=— J. tr{’ RSQX + RCDSQQ }6®*ds +
e (17)
+1_ | tr8q>¥s;(§R+S£;C<D*R}ds.

—joo

The search for physically possible Lyapunov variational
matrices requires factorisation of the weight matrix R on
the right and factorisation of the transposed spectral den-
sity matrix of the generalised input vector (8) on the left
[22]. As a result of these operations, the stable matrices I’
and D, together with their inverses, are found to satisfy by
the equations

N =R, DD«=Sy . (18)
Substituting the obtained equations (18) into the varia-
tion of (17) allows representing the latter as

j tr{r [— I'Spy D +FCDD]D*}6(D*ds+
o
+—

(19)
trB(D{D[— DSy I+ D*tb*l"*]}ds.
oo
As a result of the separation (splitting) of the product of
matrices —FS'QXD*’ 1 is represented as the sum of three
matrices:

No+N, +N_ =-TS;Dit,
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where Np is the matrix of the results of dividing the poly-
nomials of the numerators by the polynomials of the de-
nominators of the product on the right side of the expres-
sion (20); N. is the matrix of fractional rational functions
of the complex argument s = jw, with the poles located in
the left half-plane of the complex plane; N_ is the matrix
of fractional rational functions with poles in the right half-
plane.

Substituting the result (20) into the variation of (19) al-
lows obtaining the following result:

joo
83 =% [triru[Ng + N, + TOD]D. Joads +

—joo

1 1
+— Jtr{F*N_D*}SCD*dS+—_ JtrS(D{D[No*+N+*+ (21)

—Jee —Joo

joo
+ Dx® I ]r}dS +1_ Itr {DN_*P}S‘DdS

—jOO

According to the Cauchy residual theorem, the second
and fourth integrals in expression (21) are zero, and the
condition for ensuring the minimum of the functional (6)
on the class of stable and minimally phase variations of ®
is as follows:

oD =—(Ng+N,). (22)
The solution of equation (22) with respect to the trans-
fer function matrix ®:
®=-T"Ng+N,)D?, (23)
allows determining the blocks ®4; and ®,, on the basis of
relation (3) and proceed to the search for the matrices of
transfer functions W, and W,. Substituting expression (16)

into relation (15) allows writing the following rule for
identifying the transfer function matrix Wy:

a1 1
Wn :q)lz (Em +W1Pl M1®12T . (24)

The transformation of equations (14) and (16) defines
the rule for identifying the transfer function matrix W, in
the following form:

W, = (Em +WnW1P1_1M1)CD11. (25)

Thus, equations (7)-(10) and (13) have been defined,
which allow forming a set of a posteriori information
about signal vectors in the control paths of a closed-loop
system necessary for identification. In addition, the rules
(23)—(25) are substantiated, which define an algorithm for
identifying two-level closed-loop control system’s one of
the elements dynamics model based on passive experi-
ment data, on the condition that the identified dynamics
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model delivers an extremum of the quadratic quality in-
dex (6). Thus, it is optimal [23].

4 EXPERIMENTS
The basis for checking the correctness of the new
identification rules is the principle of comparing the given
transfer functions Wyo and Wy, of the form:

0.3(s+2)

Wyo=——""72,
n0 S p0

0.032

$+0.053" (26)
with the transfer functions W, and W, calculated as a re-
sult of applying algorithms (24), (25). As the initial data
for identification, we used the structural diagram of the
system (Fig. 3) with the following dynamic characteristics
of it’s known elements:

M;=2, P =10(s+0.2), W; =1, 27)
as well as the following spectral densities
S5, =L s —o0.001,
-s°+0.01 -s°+1 (28)
Sgs =1.

Let us assume that the following spectral and cross
spectral densities are obtained as a result of processing the
statistical data on the records of signals r, uy,, x,:

$+0.35)s +0.057)s2 +5.3s + 7.1 ?
(5+0.35)s-+0.057),

S = X

XnXn 5
‘(s+1)(s+0.053)(52+0.26$+0.12] . (29

x0.9-107
_ 0.003(s +2)(s +0.2)

Y0 s +0.12(s2 + 0265 +0.12) (30)
_0.0003(~s +0.08)s +0.21°(s+1.99)

UnXn —

2
‘(s +0.053)(s-+0.1)s% +0.135 + 0.06] (31)

x[s +3.16(s2 + 0.115 +0.004)

In this case, to form the transposed matrix (8), the fol-

was found as a result of
0NN

substituting the corresponding data from (27) and (28)
into expression (9):

lowing spectral density S

2 2

0.0045 +1.435+q
S = .
®oPo | +0.1fs +0.2)
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Thus, the transposed spectral density matrix of the
generalised input vector, compiled in accordance with
expression (9), taking into account the result of (32), is as
follows:

1 0
2
-| 0.003)(s +3.148)(s +0.38)

(s+0.2)s+0.2)

St (33)

From expression (7), it follows that to determine the
transposed matrix of mutual spectral densities between
the generalised input vector £ and the vector x,, it is nec-

essary to find the spectral densities S;P X and ng .
0An n

Substitution of the corresponding matrices from relations
(27), (29)—(31) into expression (10) allows us to deter-
mine that

2
0.0003(s + 2)(52 11435 +
(34)

S — .
X0 " (_540.2)[s2 +0.265+0.12)5+0.1°

The calculation of the right-hand side of the coupling
equation (13) and taking into account the value of S,
from expressions (28) substantiates the following rela-
tionship:

0.000997s +0.2]°
- ) 2 (39
‘(s+0.053 s +o.26s+o.12]

SSXn S Xns

Factoring the right-hand side of equation (35) from the
left provided the spectral density ngn in the following
form

' 0.032(s+0.2)
Sox, = 5 .
(s+0.053)(s2 +0.265 +0.12)

(36)

Thus, the transposed matrix of mutual spectral densi-
ties between the generalised input vector £ and the vector
Xn, taking into account relations (7), (30), (34) and (36), is
represented as

s - 0.032(s+0.2)
Cx

| (s+0.053)js® +0.265+0.12)
: 37
0.0003(s +2)(s +3.148)(s + 0.38)|2 57

(-s+02)is? +0.265+0.12)s+ 0.1

Since vector x, has only one component, the weighting
coefficient is used instead of the weighting matrix R:
R=1. (38)

From expression (38) and the definition of the factori-
sation operation of the fractional rational function on the
right [22], it follows that
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r=1. (39)

The left factorisation of matrix (33) allowed defining
the following fractional rational matrix D, all features of
which are located in the left half-plane of the complex
variable s=jo,

1
D=9

The initial data for separation were determined by ex-
pression (20), taking into account the results of (37), (39),
(40) in the following form

(40)

0
0.032(s +3.148)(s + 0.38) |
(s+0.1)s+0.2)

~0.032(s+0.2)
(s+0.053)(s2 +0.265 +0.12)

—0.0095(s + 3.148)(s + 2)(s + 0.38)
(s+0.1)s2 +0.265+0.12)

N0+N++N_:{
(41)

Since the fractional rational functions on the right-
hand side of equation (41) have features with a negative
real part, the result of the separation coincides with the

initial data for it, namely
No+ N, =Ng+N,_+N_. (42)

Substituting the results (39), (40), (42) into rule (23)
allows finding the following matrix ®, which ensures the
minimum of the functional (6),

_ 0.032(s +0.2)
(s+0.053)[s2 +0.265 +0.12)

0.3(s+0.2)s + 2)}

(s2+0.265+0.12)

. 43)

The analysis of the right-hand side of equation (43)
shows that two relations are fulfilled:

O — 0.032(s +0.2) _ 1
" (s+0.053)s2 +0.265 + 0.12)’ 9
0.3(s+0.2)s+2)
gy = .
" [s2+0265+0.12) (49)

They provide possibility of finding optimal estimates

of the transfer functions W, and W,. Using equation (24),

taking into account the given data (27) and the result (45),
we prove that

_0.3(s+2)

W, =—212)

: (46)

At the same time, substituting data from (27), (44) and
(46) into the relation (25) allowed identifying the second
transfer function in the form of

_0.032
P 540053
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Comparison of the obtained transfer functions (46)
and (47) with the given transfer functions (26) proves the
correctness of the rules justified in the problem solution
process.

Thus, the research goal has been achieved. The rules
that extend the effect of the indirect identification method
to the case of estimating the two-level closed-loop con-
trol system’s one of the elements dynamics model based
on passive experiment data have been determined.

5 RESULTS

As a result of the research, the identification problem
was formalized, equations (7)—(10) and (13) which allow
forming a set of a posteriori information about the input-
output signals necessary for identification are defined,.

The rules (23)-(25) for identifying the two-level
closed-loop control system’s one of the elements dynam-
ics model, which minimizes the sum of the identification
errors variances in the frequency domain (6), are obtained
and verified.

6 DISCUSSION

The conditions and restrictions on the use of the new
frequency method for closed-loop system elements opti-
mal identification were determined as follows:

— the system operates under the influence of one-
dimensional or multidimensional centred stationary useful
signals, disturbances and measurement noises, the dynam-
ics of which may differ from white noise;

— models of dynamics of system elements that are not
subject to identification should be known in advance;

— models of the dynamics of external influences on the
system that act during the identification experiment must
be specified;

— it is necessary to ensure the possibility of measuring
the input-output signals of the closed-loop system element
to be identified.

The signals in the control paths of closed-loop systems
analysis proves the possibility of these signals mathe-
matical expectations changing effect, even under the con-
ditions of existence only centred stationary input influ-
ences on the system. On this basis, further development of
research can be directed at overcoming such effects.

CONCLUSIONS

The urgent problem of mathematical support devel-
opment is solved for identifying the two-level closed-loop
control system’s one of the elements dynamics model
with the minimum of the identification errors variances
sum.

The application of the Wiener-Kolmogorov ideas al-
lows overcoming the contradictions between the assump-
tions made in the formulation of the identification method
and a two-level closed-loop system design and operating
conditions by developing and applying new rules for op-
timal identification of this system elements.

The scientific novelty of obtained results is that a re-
sult of the study, a new method for identifying a complex
multidimensional element of a two-level closed-loop con-

trol system was determined for the first time. The justified
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method has two main distinguishing features. The first
feature is that to solve the identification problem it is
enough to measure one of the two vectors at the inputs of
the identification object and the vector of signals at its
outputs. The second distinctive feature is that as a result
of solving the identification problem, two transfer func-
tion matrices are determined. The first characterizes the
influence of the vector of controlled input signals on the
output signals of the object, and the second determines the
influence of the vector of uncontrolled input signals on
the output of the object.

The practical significance of the results lies in the
fact that the a priori conditions for obtaining initial data
for identifying the elements of a closed-loop control sys-
tem are substantiated. This allows for effective planning
of an identification experiment, as well as justifying the
list of signals that are to be recorded during this experi-
ment.

Prospects for further research are to develop meth-
ods and rules for overcoming the effect of violation of
stationarity in closed-loop control systems, which occurs
even under the action of centered stationary random influ-
ences, when carrying out identification.

ACKNOWLEDGEMENTS

The team of authors expresses their sincere gratitude
to Professors Blokhin L. M. and Ladaniuk A. P. for nu-
merous suggestions and recommendations for improving
approaches to identifying models of dynamics of multi-
dimensional systems, which are widely used both in avia-
tion and food production.

The preparation of this article would not have been
possible without the creation of a creative environment at
the Department of Aircraft Design, Aircraft Engines and
Airworthiness Maintenance of the Flight Academy of the
National Aviation University, headed by Professor Yulija
Sikirda.

REFERENCES

1. Zadeh L.A. From Circuit Theory to System Theory, Proc.
IRE, 1962, Vol. 50, pp. 856-865. DOI: 10.1007/978-3-540-
71795-9_4.

2. Levchuk I. L., Manko H. I., Tryshkin V. Ya., Korsun V. I.
Theory and practice of identification of controled objects:
Monograph. Dnipro, SHEI USUCT, 2019, 203 p. ISBN 978-
617-7478-46-0

3. Eykhoff P. eds. Trends and progress in system identifica-
tion: IFAC series for graduates, research workers and prac-
tising engineers, Elsevier Science & Technology, 2013,
418 p. ISBN-10: 1483116247. ISBN-13: 978-1483116242.

4. Blokhin L. N., Osadchyi S. I., Didyk O. K., Rudyuk H. 1.
Technologies of construction of modern competitive com-
plexes for controlling stochastic motion of objects. Kiro-
vohrad, Publisher-Lysenko V. F., 2015, 284 p. ISBN 978-
617-7197-30-9

5. Hjalmarsson H. System Identification of Complex and struc-
tured systems, European Journal of Control, 2009, Vol. 15,
Ne 3, pp. 275-310.

6. Afrooz Ebadat. Experiment Design for Closed-loop System
Identification with Applications in Model Predictive Control
and Occupancy Estimation: thesis ... doctor of philosophy.

OPEN a ACCESS




p-ISSN 1607-3274 Panioenextpownika, indpopmatrka, ynpasninns. 2023. Ne 4
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 4

Royal Institute of Technology (KTH). Stockholm, Sweden, closed control system, Collection of scientific works of

2017, 231 p. ISSN 1653-5146. ISBN 978-91-7729-464-1. Kharkiv Air Force University, 2009, Vol. 4 Ne 22, pp. 98-
7. Wang Jianhong, Ramirez-Mendoza Ricardo A. The practical 101.

analysis for closed-loop system identification, Cogent Engi-  15. Osadchyi S. I., Vikhrova L. H. Structural identification in

neering, 2020, Vol. 7, Issue 1, pp. 1-16. the problem of linearisation of the model of dynamics of

DOI:10.1080/23311916.2020.1796895 longitudinal gliding of the transom of a supercavitating ob-
8. Lei Zhou, Jiangang Li, Jun Sheng and Jun Cao Zexiang Li ject, Bulletin of the National Technical University “Kharkiv

Closed-loop identification for motion control system, 8th Polytechnic Institute””, Collection of scientific papers, The-

World Congress on Intelligent Control and Automation. Ji- matic issue, Computing and modelling: NTU “KhPI”*, 2011,

nan, China, 7-9 July 2010, proceedings, 2010, pp. 477-488. Ne 36, pp. 128-134.

DOI: 10.1109/WCICA.2010.5553795 16. Azarskov V. N., Blokhin L. N., Zhitetsky L. S., eds.:
9. lJirgl M., Havlikova M., Bradac Z. The Dynamic Pilot Be- Blokhin L. N. Methodology of designing optimal systems of

havioral Models, 25th DAAAM International Symposium on stochastic stabilisation, Monograph. K., Book publishing

Intelligent Manufacturing and Automation. Vienna, Austria, house NAU, 2006, 440 p. ISBN 966-598-325-3.

26-29 November 2014, proceedings, DAAAM, 2014, 17. Uicker J. J., Pennock G. R., Shigley J. E. Theory of Ma-

pp. 1192-1197 https//doi:org/ 10.1016/j.proeng.2015.01.483 chines and Mechanisms. New York, Oxford University
10. Petrova Yu. V. Methodology of initial selection of operators Press, 2003, 977 p.

by taking visual stochastic information (according to the  18. Kucera V. The H2 control problem: a general transfer-

models of the dynamics of the “visual channel” and the cri- function solution, International Journal of Control, 2007,

terion parameters of a person when working on a statisti- Vol. 80, Ne 5, pp. 800-815

cal...): PhD thesis: 05.13.01. Kyiv, 2006, 20 p. DOI:10.1080/00207170701203590
11. Eykhoff P. eds.: Trends and progress in system identifica- 19. Korn G., Korn T. Handbook of Mathematics (for scientists

tion: IFAC series for graduates, research workers and prac- and engineers). Moscow, Nauka, 1977, 831 p.

tising engineers, Elsevier Science & Technology, 1981, 20. MathWorks. “Cross-Power Spectral Density (cpsd)” [Elec-

Vol. 1, pp. 239-303 tronic resource]. Access mode:
12. Urban Forssell. Closed-loop Identication: Methods, Theory, https://nl.mathworks.com/help/signal/ref/cpsd.html

and Applications. Linkoping Sweden: Department of Elec-  21. Blokhin L. M., Burichenko M. Y., Bilak N. V. et al. Statisti-

trical Engineering Linkoping University, 1999, 263 p. ISBN cal dynamics of control systems. K., NAU, 2014, 300 p.

91-7219-432-4. ISSN 0345-7524 22. Aliev F. A., Bordyug V. A, Larin V. B. Factorisation of
13. Blokhin L. N., Osadchiy S. I., Bezkorovainyi Yu. N. Tech- polynomial matrices with respect to imaginary axis and unit

nology of Structural Identification and Subsequent Synthesis circle, Avtomatika, 1989, No. 4, pp. 51-58

of Optimal Stabilization Systems for Unstable Dynamic Ob-  23. Feldbaum A.A. Fundamentals of the theory of optimal au-

jects, Journal of Automation and Information Sciences. — tomatic systems. Moscow, Nauka, 1966, 623 p.

2007, Vol. 39, Nel1, pp. 57-66. Received 23.09.2023.
14. Osadchyi S. I. Technologies and algorithm for structural Accepted 20.11.2023.

identification of a mathematical model of a multidimen-
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V]IK 62.505:629.524
YACTOTHHUM METOJI ONTUMAJIBHOI ITEHTUH®IKAILIL EJEMEHTIB 3BAMKHEHOI CHCTEMHA

Ocamunii C. I. — 1-p TexH. Hayk, npodecop Kadenpu KOHCTPYKIII MOBITPSHUX CyZIEH, aBiaJBUIYHIB Ta MiITPHMaHHS JHOTHOI
npuaatHocTi JIboTHOT akanemil HarioHanbHOTo aBiamiiiHoro yHiBepcuteTy, KponuBHuUIKHIA, YKpaiHa.

3o3yast B. A. — kana. TexH. Hayk IOUEHT kadeapu mudpoBol eKOHOMIKHM Ta CUCTEMHOTo aHali3y [lep)kaBHOTO TOProBEJIbHO-
€KOHOMIYHOTO yHiBepcutety, KponuBHuikuii, Ykpaiua.

Kaniu B. M. — xanj. TexH. Hayk, npodecop kadeapu aBromatusanii BUpoOHHYMX mporieciB [{eHTpansHOyKpaiHCHKOTO HAaIlio-
HAJILHOTO TEXHIYHOTO YHiBepcureTy, KponnBHukuii, Yxpaina.

Tumomenko I'. C. — crapmmii Buknanad kadeapu aepoHaBiraiii, MeTeopoorii Ta oprasizaiii moBiTpstHOTO pyxy JIpoTHOT aka-
nemii HanionanmsHoOrO aBianiitHoro yHiBepcurety, KpormuBrunkuii, Ykpaina.

AHOTANIS

AKTyanbHicTb. CTaTTs NPUCBAYCHA MOAOIAHHIO MPOTHPIY MiX MPHUITYIICHHSIMH, IPUHHATHMH TIpH (HOPMYJIFOBaHHI METOAY ifie-
HTHbiKamii, Ta KOHCTPYKI€IO 1 yMoBaMH (QDYHKI[IOHYyBaHHs 3aMKHEHOI CHCTEMH KepyBaHHs. Y CTaTTi 3AiHCHEHO MPUBEICHHS apXiTe-
KTYpH JBOPIBHEBOI 3aMKHEHOI CHCTEM KEpyBaHHS [0 CTPYKTYPHOI cXeMH, sika Mae 1Bi uyacTuHHM. [lepiua yacTuHa noegHye y cobi
TOJIOBHUH KOHTPOJIEP TA CHCTEMY 3B’SI3Ky 3 TOJIOBHHMH CeHCOpaMH. J[pyra 4acTHHA CKJIQJAEThCs 3 JIOKAIBHOI CHCTEMY KepyBaHHH,
KIHEMaTUYHO{ JTAHKU Ta TOJIOBHUX CEHCOPIB.

Meta po6oTH. MeTor0 TOCIiIKeHHS, Pe3yIbTaTH SKOTO MPEICTaBIEH] Y il CTATTi, € MOUIMPEHHS Aii HEMPAMOTO METOAY ileH-
tu(iKalil Ha BUMAJO0K OL[IHIOBAHHS MOJENI IWHAMIKH TOJIOBHOTO KOHTpPOJIEpa IBOPIBHEBOI 3aMKHEHOI CHCTEMH KEepyBaHHs 3a JaHH-
MH ITaCHBHOT'O €KCIIEPUMEHTY.

Meton. Y cTaTTi BUKOPUCTAHO METOJ iZIcHTH(]IKaLii B YaCTOTHIH 00JacTi 6araTOBUMIPHUX CTOXACTHYHHUX CHCTEM CTalOimi3arlii
pyxoMux 00’€KTiB 3 JOBIIbHOIO JuHaMiko. [TouaTtkoBa iH(opMallist Mpo 3MiHM CUTHATIB «BXiJ-BUXiZ» OTPHMaHa 3a JaHUMH IacH-
BHOTO €KCHEPUMEHTY IiJ 4ac HaTypHHX BUNPOOYBaHb, fKa CIIOTBOPEHA HEJOCKOHATICTIO BHUMIPIOBAIBHUX NPWIAIIB Ta CHUCTEMHU
peectparii.

PesyabTaTn. BuzHaueHo HOBHUil MeTOX ineHTH}IKAII] eTeMEHTIB ABOPIBHEBOI 3aMKHEHOI CHCTEMH KepyBaHHS, sika (QYHKIIOHY€E
B yMOBax [Iii 0araTOBUMipHHX CTalliOHAPHUX IICHTPOBAHMX BUITAJKOBUX BILIMBIB.
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10.

11.

BucnoBku. OOrpyHTOBaHI NpaBWiia J03BOJSIOTh KOPEKTHO BU3HAYATH MATPHIIl MEpeaTHUX (QYHKIIH 0OpaHOro eleMeHTa 3a-
MKHCHOI CHUCTEMH TPH BHUKOHAHHI BH3HAYEHOIO IMepeiky yMoB. [IpoBeieHMiA aHali3 CHTHANIB KOHTYPIB KEPYBaHHS 3aMKHYTHMH
CHUCTEMaMH JIOBOJMTH MOXKJIMBICTh ICHYBaHHS e(DEKTY 3MiHH [UX CHTHAJIB CTATHCTHYHUMH 3aCO00aMH HABITh 32 YMOB JIii HA CUCTEMY
JIMIIIE 30CePEDKCHUX CTalliOHAPHUX BXIAHUX BIUIMBIB. BUXOISUM 3 L{OTO, MOJAIBIINN PO3BUTOK JOCHIIIKEHb MOXE OyTH CIIpsSIMOBa-
HUH Ha NOJ0TaHHs TaKUX e(EeKTiB.
KJIFOYOBI CJIOBA: inentudikaris, MaTpuLs nepeaaBalbHuX (QyHKIIN, CIEKTpaibHA MIIBHICTD, TUCTIEPCis NOXUOKH, (QyHK-
IIOHAJ SKOCTI.
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