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ABSTRACT

Context. Today, the leading cable production plants in many countries of the world manufacture single- and multi-module
designs of fiber-optic cables (FOC) with different protective covers and the number of fibers. This creates a wide range of possible
FOC models for different consumer (buyer) requirements. However, the lack of openness of prices for FOC for the consumer, in
particular for the project organization, and the desire of the manufacturer to save on production creates a need for the development
and research of a method for evaluating the effectiveness of FOC of a multi-module design. In the work, it is proposed to do this by
analyzing a number of optical cable models according to parameters-criteria — the compactness coefficient and the economic
efficiency coefficient of the FOC by diameter.

Obijective. To develop a method of evaluation the efficiency of fiber-optic cables models with multi-modular design based on
mass-dimensional indicators, which will allow to quickly choose an appropriate model of the FOC with the given initial data.

Method. A method of evaluating the efficiency of the FOC modular design has been developed and proposed. It is based on the
comparison of cable models and the selection of the most appropriate of them at given initial data. The paper proposed and intro-
duced parameters-criteria for this — the compactness coefficient v and the efficiency coefficient according to the diameter of the cable
Eo — which show the connection of the design characteristics of the FOC to a certain parameter of its structure. At the same time, the
most effective model (design) of the FOC compared to the basic models in terms of technical conditions, both from the point of view
of the manufacturer and the customer, consists in lower material costs for its production while simultaneously ensuring the specified
requirements for the cable (first of all, number of fibers and mechanical strength). This will allow, at the stage of cable design, to
make an appropriate choice of its model with given initial parameters and to develop such a design of the FOC, which will allow to
minimize the dimensions (and therefore the material capacity and cost) of the model without losing its quantitative and qualitative
characteristics.

Results. The paper presents the results of the development and research of the method of evaluating the efficiency of the FOC
with multi-module structure based on mass and dimensional indicators. For example, using the developed method, it is shown that it
is possible to choose a FOC model with a diameter smaller by 10.9% and save 15.5% of the cable cost for each kilometer of the fiber
optic communication line while ensuring the initial requirements for the cable.

Conclusions. The scientific novelty of the work results is that, method of evaluation the efficiency of a modular FOC design has
been first developed, which allows at the cable design stage to compare the model with the cable design according to the technical
conditions (TC) and the appropriate choice of this model with the given initial parameters. The practical significance lies in the pos-
sibility of using this method to make an accelerated selection of the cable model at the stage of its design, while simultaneously pro-
viding the necessary capacity of the FOC with optical fibers and minimizing the cost of its materials and dimensions.

KEYWORDS: fiber-optic cable, cable design, geometric dimensions, mass-dimensional indicators, cost of cable materials.

ABBREVIATIONS FTTH is a Fiber To The Home;
AON is an all optical network HF is a hydrophobic filler;
FOC is a fiber optic cable; OM is an optical module;
FOCL is a fiber-optic communication line; OF is an optical fiber;
FE is a filling element; CSE is a central strength element;
FTTB is a Fiber To The Build,; PSE is a peripheral strength element.
© Bondarenko O. V., Stepanov D. M., Verbytskyi O. O. Siden S. V., 2024
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NOMENCLATURE

v is a coefficient of FOC compactness;

E, is a coefficient of economic efficiency of the FOC
by diameter;

dow is a diameter of the optical module tube;

D. is an outer diameter of the cable;

n is a number of twisted elements in the cable core;

0 is an angle of spiral twisting of the elements in the
cable core;

m is a number of layers in the cable core;

At,, is a radial thickness of the water-blocking tape;

Aty is a radial thickness of protective hose;

V. is a the volume of fiber optic cable;

P. is a mass of fiber optic cable;

Por is a mass of optical fiber;

Pcse is a mass of the central strength element;

Powm is an optical module mass;

Pur 1S @ mass of hydrophobic filler inside optical
module;

Pnro is @ mass of hydrophobic filler between optical
modules;

Pon is @ mass of the protective hose;

Pwb is @ mass of water-blocking tape;

Prse is a mass of the peripheral strength element;

d is a diameter of solid element;

D,y is an average diameter of the tubular element, mm;

o is a wall thickness of the tubular element, mm;

I is a length of the element of the cable, km;

v is a density of the material of structural element;

K is a structural or technological coefficients (twising,
helicity, corrugation, etc.);

Eo is a parameter-criterion of the economic efficiency
of the cable, UAH/(km-mm);

C. is a full cost of materials of cable, UAH/km;

N is a number of cable design elements.

C. is a cost of the cable element, UAH/km;

C, is a cost of one kilometer or unit of cable element
material, UAH/kg;

M is a mass of the volume element of the FOC,
kg/km:;

K, is a rate of waste in the manufacture of the FOC
element, %;

LD is a linear density of aramid threads, dtex;

Ny IS @ number of aramid threads in PSE layer;

Pna is @ mass of hydrophaobic aggregate in all OM, kg;

Dinom is an inner diameter of the tube OM, mm;

dor is a diameter of one OF, mm;

K is a coefficient of helical stacking of fiber;

Noe is a number of fiber in one module tube;

Yg. 18 @ material density of hydrophobic aggregate,
kg/mm?;

Kom IS a constructive and technological coefficient
that takes into account the spiral stacking of OM around
the CSE;

nNom is a number of OM in the core of the OC;

dout is an outer diameter of the tubular element of the
FOC, mm;

di, is an inner diameter of the tubular element of the
FOC, mm.

© Bondarenko O. V., Stepanov D. M., Verbytskyi O. O. Siden S. V., 2024
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INTRODUCTION

Modern society in the conditions of rapid technical
progress requires providing the increasing number of tele-
communication services and services, the implementation
of which occurs due to the use of various means of tele-
communications. The steady increasing the number of
users of telecommunication services and their require-
ments leads to an increase in the volume of information
transmitted in the communication network. And it
determines  the  expansion of the  transport
telecommunications network and the subscriber access
network. In addition, one of the main trends is the
introduction of 5th  generation (5G) mobile
communication networks, which provide high data
transfer rates and low delay. Future mobile
communication networks place high demands not only on
quality characteristics, but also on the efficiency of the
infrastructure on which communication provision is based
[1]. In this context, the design of optical cables becomes a
main element, providing an extremely important
foundation for the transmission of data in huge volumes.

In many countries of the world, the communication
network today has a two-level hierarchical structure
(transport telecommunication network and subscriber
access network) using both copper and fiber optic com-
munication cables. High-speed mutual exchange of in-
formation (audio, video, various types of data) between
the devices of nodes of the transport telecommunication
network is carried out exclusively on the basis of fiber-
optic cables of various designs. On the subscriber access
networks the FOCs are increasingly being replaced the
traditional electrical cables with copper cores due to the
possibility of simultaneously receiving integrated services
of the Internet, television and telephony, which will also
ensure a certain network energy independence during the
provision of services. This is achieved by the creation of
appropriate constructions of FOC and the building of new
high-speed fiber optic communication lines. For this pur-
pose, factories are actively working in cable production
(PJSC “Odeskabel”, PJSC “Zavod ‘Pivdenkabel’” and
others).

Factories producing cable products, guided by their
own scientific developments, design and manufacture an
increasingly large and wide range of FOC of various de-
signs for certain operating conditions (in soil, cable ducts,
underwater, for suspension, in mines, subchannels, collec-
tors, etc.). At the same time, in order to achieve signifi-
cant profitability of production and ensure the technical
efficiency of the cable, cable production plants try to
choose the appropriate design of the FOC (size and num-
ber of structural elements, their materials, manufacturing
technology, weight and cost of the cable) according to the
criterion “technical ability/cost of the cable”. At the same
time, the organization (customer) that performs the design
and/or building of FOCL needs such a brand of cable for
certain laying conditions, which would at the same time
ensure minimum costs for its purchase and compliance
with the requirements for the technical ability of the ca-
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ble. That is, the customer of cable products chooses the
FOC brand on the basis of requirements from: the speci-
fied number of optical fibers and the operating conditions
of the cable, which determines the type of its protective
coatings, mechanical strength, mass, dimensions, etc.
That is why the manufacturing plants provide a wide
range of cable products for the needs of the customer.
Such a task of choosing the optimal cable laying for the
given conditions is very large in scope of work and dura-
tion in time. Therefore, the cable production plant de-
signs, calculates, develops and tests only the basic proto-
types of FOC brands. And variations of the basic FOC
model create a wide range of brands of this cable. The
task of choosing an effective (expedient) sample of the
FOC during the design falls on the manufacturer, and
during the construction of the FOC — on the design or-
ganization.

Currently, there is no publicly available regulatory
documentation on the development of FOC, and known
sources provide only individual details about the calcula-
tion of their structures. Therefore, it requires the creation
of new, improvement of existing methods of design, cal-
culation and development, evaluation of cable structures
for given operating conditions.

Today, the leading cable production plants mostly
manufacture single- and multi-module FOC designs with
different protective covers and number of fibers. At the
same time, within the framework of one brand of cable,
the same FOC design has a different number of OF. This
leads to the complication of choosing an appropriate de-
sign of the FOC, and sometimes to its impracticality in
certain operating conditions, reducing its technical capa-
bility. And the development of a method for evaluating
the effectiveness of FOC models based on mass-
dimensional indicators will allow to make an appropriate
choice of cable design with a given number of optical
fibers, as well as with the possibility of reducing the cost
of materials for production.

The object of study is the evaluation of the effective-
ness of models of fiber-optic cables with multi-module
design by mass and dimensional indicators.

The subject of study is the model of a multi-module
fiber optic cable design.

The purpose of the work is to develop a method of
evaluating the efficiency of models of fiber-optic cables
with multi-module design based on mass-dimensional
indicators, which will allow to quickly choose an appro-
priate (better) model of the FOC with the given initial
data. This approach is universal when creating a wide
range of cable products and selecting a cable based on the
“quality/price” criterion for specific operating conditions.

1 PROBLEM STATEMENT
Suppose there are m models of FOC with modular
design, each of which has a certain number of optical
fibers and other technical characteristics, which in
practice depend on the technological capabilities of

production. First of all, the number of optical fibers nor,
© Bondarenko O. V., Stepanov D. M., Verbytskyi O. O. Siden S. V., 2024
DOI 10.15588/1607-3274-2024-1-1

the number N and the dimensions (d, At) of the structural
elements, their materials, the mass P, the price C; and the
volume V. determine the full cost of the FOC C., which
can be represented as a function C; =f (n, N, P, V., K, v,
Cl).

The task of finding an effective FOC model consists
in finding such a cable model x with the minimum total
cost of materials C, = min[Cy, Cg,...,C.n] and the
number of fibers, which is greater than the required
NOF>NOFneed-

In turn, the problem of finding an effective FOC
model is to find such a set of mass-dimensional
parameters of the cable design (n, N, d, P, V.) in which
C. — min. For this purpose, it is proposed to introduce
criteria-parameters; cable compactness coefficient v and
economic efficiency coefficient by diameter Eq.

2 REVIEW OF THE LITERATURE

Analysis of the works of well-known authors in the
field of fiber-optic communication, in particular, design,
development and production of FOC — Malke G., Hess-
ing P., Kanamori H., Beyer G., Bailey D., Wright E.,
Bondarenko O.V ., Katok V.B. etc. [2 — 12] showed the
lack of completeness of research in this direction. In par-
ticular, these works show approaches to the calculation
and design of modular structures of cables according to
tensile load [2, 3, 5, 7, 12], features of the use of different
materials for structural elements of cables [4], considera-
tion of metrological standards during the production of
FOC [6], features of the construction of a modular type
FOC [8], interrelations of the sizes of the structural ele-
ments of the FOC and methods of determining the cost of
the cable [8, 10, 11]. However, the assessment of the ef-
fectiveness of modular constructions of the FOC based on
mass-dimensional indicators, which would allow choos-
ing the appropriate cable structure for the given initial
data (conditions), remained out of the authors’ attention.

3 MATERIALS AND METHODS

Currently, in the conditions of the market economy,
there are a lot of different telecommunication companies
(telecommunication operators) that are engaged the pro-
viding telecommunication needs of consumers within the
limits of a settlement or district. Network construction
technologies such as Fiber to the Build and Fiber to the
Home, which are built on the basis of FOCL, have be-
come especially popular for use. They make it possible to
implement the AON optical information transmission
technology. For this, communication operator companies
use FOC with different amount of OF (for laying in the
ground, cable duct, low-current channels, hanging be-
tween buildings or on network poles for various pur-
poses).

To ensure the necessary bandwidth of communication
lines and networks, FOCs with a certain number (from 4
and more) of single-mode optical fibers with low attenua-
tion are used. In some countries, FOCs as a rule with
modular design are manufactured and used on communi-
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cation networks. Modular designs of the FOC core can
have a different structure, i.e. different number and sizes
of twisting elements (tubes of optical modules, filling
elements, layers, etc.), which determines the difference in
their geometrical and dimensional parameters. Fibers in
FOC are placed inside the tube of optical modules with
different diameters, which are filled with hydrophobic
filler. In such FOC the core contains, as a rule, from 2 to
12 OM tubes in the first layer or OM and a certain num-
ber of filling elements, which are spirally arranged around
the central strength element. As a rule, the CSE is made
of a fiberglass rod or a steel rope with a polyethylene
sheath. The diameter of the CSE depends on the number
of elements in the first layer of the cable core. The size of
the CSE, in turn, is decisive when calculating the value of
the maximum permissible tensile load of the FOC, the
value of which is used to estimate the long-term mechani-
cal strength of the cable and to conduct its development
[2,8, 11].

The choice of the FOC core structure, materials and
sizes of the structural elements of the cable determines its
technical indicators, including weight and dimensions.

Therefore, FOC designers solve the task of developing
a cable design that would allow minimizing the dimen-
sions (which means the material capacity and cost) of the
models without losing their quantitative and qualitative
characteristics. At the same time, the design of a certain
brand of FOC can have several options for the core and
the number of OF in it. This requires the selection of the
optimal design of the FOC for the given operating condi-
tions. At the same time, the effectiveness of the FOC
model (construction) compared to the basic models ac-
cording to the technical specifications, both from the
point of view of the manufacturer and the customer, con-
sists in lower material costs for its production while si-
multaneously ensuring the specified requirements for the
cable (primarily, in terms of the number of fibers and me-
chanical strength). The choice of a modular design of the
FOC with OF freely located inside determines the absence
of mechanical stresses in the fibers and ensures their in-
tegrity during operation [11].

The efficiency of the FOC design in terms of mass and
dimensions compared to the basic models according to the
technical conditions consists in the lower material con-
sumption of its structural elements while ensuring the
proper level of its technical ability. The solution to this
problem is based on the definition and study, first of all,
of the FOC cores, which are difference between cable
models. This will make it possible to compare FOC mod-
els with each other according to the criteria of construc-
tive efficiency and to choose the most appropriate one of
them at the given initial data.

In order to evaluate the effectiveness of fiber-optic ca-
ble models based on mass-dimensional indicators, it is
necessary to introduce parameters-criteria that would
show the connection of the characteristics of the FOC
design to a certain parameter of its structure. Therefore, it
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is proposed to introduce the following parameters-criteria
in the work:

— cable compactness coefficient, which shows the re-
lationship with the volume of the FOC and its mass;

— coefficient of economic efficiency of the FOC by di-
ameter, which characterizes the part of the cable cost per
unit of its diameter.

In a general view, the structure of the core of an opti-
cal cable with a single-layer multi-module unarmored
design is presented in Fig. 1 [2, 3, 6, 8, 10].

First of all, it is necessary to show the relation be-
tween the outer diameter of the FOC structure and the
number of layers, the number and sizes of elements (OM
or FE) in the layers, the radial thicknesses of the protec-
tive layers of the cable, etc.

Taking into account [2, 8, 9, 10], the outer diameter of
the FOC of the multi-module design according to Fig. 1
can be determined by the expression:

1+ -1(+1|+

De =dom

N D
2 2
sm@sm% (D)

+2(m-1)dop + 2Aty, +2At .

For a generalized assessment of FOC models, we will
calculate the parameters of their technical and economic
group. As you know, the technical and economic group
includes three main parameters, namely: product cost
(UAH/km), dimensions or volume V (dm® and mass P,
(kg/km) [7, 13, 14].

Dy

1 2 3 4 5 6

Figure 1 — Cross-section of a model of a single-layer con-
struction of FOC: 1 — CSE; 2 — OM tube; 3 — OF; 4 — water-
blocking layer; 5 — protective hose; 6 — polyethylene coating (in
the case of metal TSE); 7 — peripheral strength element

According to [2], the product of the volume and mass
of the cable model under investigation will allow to ob-
tain the parameter-criterion — the compactness coefficient
of the FOC v (dm* kg):

v=V.-F;.
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By the value of the parameter-criterion of the com-
pactness coefficient, it is possible to compare the material
consumption of the cable with the material consumption
of the basic design according to the technical specifica-
tions and, thus, determine the efficiency of its model
based on mass-dimensional indicators. The smaller the
value of the compactness factor, the smaller its weight
and material consumption.

The volume of the cable V, is defined as the sum of
the volumes of all its structural elements (solid or tubular)
and their fillings. Expressions for calculating the volumes
of solid and tubular structural elements of the FOC are
presented as:

— for solid element V, =nd3 -1-K /4

— for tubular element V, = n(d2,; —d3)-1-K /4.

The mass of the FOC is the sum of the masses of all
its elements and their fillings. The mass of FOC can be
calculated using the following expression:

P, =

N
P = Por+ Pcsg + Pom + Pris+ Prz +
i1

®3)

+Pyp + Ppsg + I:’ph-

Most cable construction elements are solid (optical fi-
bers, CSE or PSE fiberglass rods, filling elements, etc.) or
tubular (OM tube, protective hose, etc.). According to [7,
8, 10], the expressions for calculating the mass of solid
and tubular structural elements of the FOC are generally
presented as:

— for a solid element

2
p:%yl(k,K); 4)
— for a tubular element
P =Dy 1(K,K) - (5)

In formulas (4) and (5), the nominal dimensions of the
elements are substituted (without taking into account tol-
erances) and the nominal mass is calculated (without tak-
ing into account waste).

The mass of the hydrophobic filler of the OM cable
tubes is determined by the expression [9]:

(6)

T2 2
Prg :Z(DinOM_dOFK nOF)YhfIKOMnOM :

The mass of aramid threads, kg, can be calculated by
the expression [9]:

Ppsg =LD-ny 1074 . (7

Establishing a relation between the compactness coef-
ficient of the FOC, in particular, from its core structure
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(the number of OM tubes, fibers, etc.) will allow choosing
a less material-consuming cable model while providing a
given amount of OF.

It is possible to calculate the cost of materials of indi-
vidual elements and the total cost of materials of all ele-
ments of the FOC based on the determined masses of the
cable elements and the prices of their materials.

It is obvious that each model of FOC, due to its differ-
ent diameter, volume (material consumption), has a corre-
sponding cost price. Therefore, in order to quantitatively
compare the efficiency of the designs of these models, in
this work it is proposed to introduce a parameter-criterion
of the economic efficiency of the FOC by the diameter E,,
which will characterize the cost of the cable materials per
unit of its diameter, i.e.:

®)

The total cost of materials of all elements of the FOC
is determined by the expression [9]:

N
Cc =2 Celi - ©)
=1

The cost of materials for a separate element of the ca-
ble is calculated according to the expression [9]:

100+ K
C, =C/M| ——W |,
o =C1 ( 100 j

(10)
According to the value of the parameter-criterion —
coefficient of economic efficiency of the FOC by diame-
ter, it is possible to compare the cost of materials of dif-
ferent cables models and, thus, determine its more effi-
cient design. The lower the value of the coefficient of
economic efficiency of the FOC, the lower the cost of the
part of the cost of the cable materials per unit of its di-
ameter. Thus, lower costs for cable materials as a whole.

4 EXPERIMENTS

A multi-module FOC design without armor was cho-
sen as the sample for the research (Fig. 1). It can contain
several (1, 2 and 3) concentric layers of OM around the
CSE. The number of elements in the first layer used in
practice are in ranges from 3 to 12 [2, 5, 10, 11].

In the investigated FOC models, the following were
adopted: the diameter of the OM tube (element in layer)
dom = 2.3 mm with the maximum number of OF in each
module Nor = 12, the fiber diameter in the primary pro-
tective coating doy = 0.255 mm, the step of the spiral
arrangement of the layer elements around the CSE h = 90
mm. The densities of materials and semi-finished prod-
ucts used in the calculations for the structural elements of
the FOC and their cost are taken according to [2, 10].

In this work, the assumptions are:
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1. All elements of the layer are OM tubes with optical
fibers. All OM tubes in FOC design are completely filled
by fibers, that is, they contain 12 fibers in each.

2. OM tubes, which have a spiral arrangement around
the CSE with a certain angle, in the cross-section of the
cable were considered as circles, not an ellipse.

Calculations of data arrays of FOC models were per-
formed in the MathCad 14 software environment using
expressions (1)—(10) and known geometry formulas.

5 RESULTS
Using expression (1), calculations of the outer diame-
ters of the intended models of the FOC were performed in

the paper. At the same time, taking into account the rule
of “correct twisting”, at twisting the elements of the cable
core in a spiral layer, their number in each subsequent
layer increases by six compared to the previous one. And
their variety is determined by the possible number of ele-
ments of a layer from 3 to 12 and layers from 1 to 3 [10].
The results of the calculations of the outer diameters of
the FOC models are presented in the Table 1.

For a visual representation and better understanding,
the results of the calculations of the outer diameters of the
FOC models are presented in Fig. 2.

Table 1 — The results of the calculations of the diameters of the FOC models

Number of Number of elements in the first layer
layers in 3 | 4 | s | e [ 7 ] 8 | 9 | 10 1 12
FOC design diameters of the FOC design, mm
i 85 9.1 97 104 111 118 125 13.2 14 14.7
il 131 137 143 15 15.7 164 171 178 18.6 193
11 17.7 183 18.9 196 20.3 21 217 22.4 23.2 23.9
2 , , 513731 ter. Th!s fact makes it possi_ble to obtain a given capacity
- 48/3 of QF in t_he _cable when using a_Iarger num_ber of layers,
I o while achieving smaller dimensions (material consump-
£ g 39/3 tion) of the FOC. The smaller dimensions of the FOC lead
g a2 3012 to a decrease in the material capacity of the cable and, as
S 192303 2812 a result, to a decrease in the cost of its materials during
2 1427 Py | manufacture.
9 el 2202 0" In order to quantitatively verify this statement, it is
T o L necessary to carry out a generalized assessment of the
é’ 132 1612 201 effectiveness of each presented model of the FOC accord-
5 g, e - '1/1/1‘ ing to the criteria outlined in the work.
% o I S 9/1»/‘ According to expressions (2) — (7), the calculations of
2 0 g the mass of structural elements of the FOC were per-
£ m & 1 formed. All calculations of the coefficient of compactness
a 4 = of the FOC models are given in the Table 2 and Fig. 3.
. 3,1}/4’&/‘ Fig. 3 shows that the dependencies of the compactness
r—+ + | I I R coefficient have a parabolic character, that is, a small in-
3 4 5 6 7 8 9 10 11 12 crease of the number of OM in the first layer leads to a

Number of OM tubes in the first layer, pcs

Figure 2 — Dependences of the outer diameter of FOC models on
the number of OMs in the first cable layer for one-, two- and
three-layers core designs (m/n FOC model number, where m is
the total number of OMs; n is the number of layers)

Three dependencies are shown in Fig. 2 show the con-
nection between the number of OM in the first, second,
and third layers and the outer diameter of the FOC. Fig. 2
shows that with an increase of the number of OM in the
first FOC layer from 3 to 12 in the one-, two- and three-
layers structure of the cable core, its outer diameter will
increase linearly. It can also be seen that some models of
FOC with the same number of OM tubes can be obtained
using a different number of layers and provide the same
cable capacity (or even more), but with a smaller diame-
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greater increase of the cable compactness coefficient. That
is, obtaining a smaller value of the FOC compactness
coefficient is achieved when using a smaller number of
OM and layers of the cable core. This choice is limited
only by the conditions for the total number of optical fi-
bers and the value of the mechanical strength of the cable
[11]. This makes it possible to choose a more compact
FOC model, which is especially relevant for more effi-
cient use of the space of cable ducts, collectors and other
places of cable laying. So, for example, models 12/1 and
12/2 have the same number of OFs in FOC models (144
fibers). According to the dependencies in Fig. 3, by
choosing the 12/2 model, it is possible to get a FOC with
a lower cost of materials. At the same time, the diameter
of the FOC model will decrease by 10.9 %.
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Table 2 — The results of calculations the compactness coefficient (dm*kg) of one-, two-, and three-layer FOC designs with dif-
ferent core structures

- The number of layers of the FOC construction
g [ Il 1T
2 IS — i IS — i I= - A
) « o — = — — = & — — =
= Q|2 | R |82 (8|85 | L | 25| 82 | 8| Q|| 25828
22 2 ° 5¢ |E| S| 5| S| 5| £E S | 2| 9| 5g| cE| &3
5 3 g @ 2 °¥ | 8E | 5 3 o < o= 8E | 3 g @ 2 °c¥ | 8 €
z = @ £ a o @ 2 @ S 2 o @ c @ £ 2 o @
S| 5|3 |5 |E°|E|=|3 |5 |E°|2|=|3 |3 |§°
[a) > ) > [a) > O [a) > O
3 | 36 | 85 | 56.745 [150.418| 85355 | 144 | 13.1 [134.782 | 317.830 | 42837.8 | 324 | 17.7 | 246.057 | 451.153 [111009.4
4 | 48 | 91 | 65.039 [170.605] 11096 | 168 | 13.7 | 147.411| 345.018 | 50859.4 | 360 | 18.3 | 263.022 [ 481.645 [126683.2
5 | 60 | 9.7 | 73.898 [193.635]14309.2 | 192 | 14.3 [160.606 | 375.193 | 60258.2 | 396 | 18.9 | 280.552 | 515.222 |144546.6
6 | 72 | 104 | 84.949 [218.876|18593.3 | 216 | 15.0 | 176.715 | 407.717 | 72049.7 | 432 | 19.6 | 301.719 | 551.235 |166318.1
7 | 84 | 11.1 | 96.769 [246.096] 23814.5 | 240 | 15.7 | 193.593 | 442.363 | 85638.4 | 468 | 20.3 | 323.655 | 589.453 [190779.4
8 | 96 | 11.8 | 109.359 [275.173[30092.6 | 264 | 16.4 | 211.241| 479.010 [101186.6] 504 | 21.0 | 346.361 | 629.756 |218122.9
9 | 108 | 125 | 122.718 [306.163| 37571.7 | 288 | 17.1 | 229.658 | 517.725 [118899.7| 540 | 21.7 | 369.836 | 672.215 |248609.3
10 | 120 | 13.2 | 136.848 [338.953| 46385 | 312 | 17.8 | 248.846 | 558.396 |138954.6| 576 | 22.4 | 394.081 | 716.718 |282444.9
11 [ 132 | 14.0 | 153.938 [373.568]57506.3 | 336 | 18.6 | 271.716 | 601.055 |163316.3| 612 | 23.2 | 422.733 | 763.300 |322672.1
12 | 144 | 147 | 169.717 [410.133] 69606.5 | 360 | 19.3 [ 292.553 | 645.838 |191574.8| 648 | 23.9 | 448.627 | 812.103 [364331.3
00000 FOC model, which at the same cost of materials will have

z 543 better indicators of economic efficiency.

, e 13,7 11, It was established that the increase of the cost of FOC
= T~ Map - markers i i materials due to the increase of the number of OM tubes
b= layer (and therefore the total capacity of the OF inside the ca-
= 250000 ble) from 3 to 12 in the first layer in a single-layer core of
2 0 the cable is 66.8 %, in a two-layers — 86.6 %, in a three-
£ layers — 87 %. The specified results of the calculation of
S s I | layer the increase of the cost price of FOC materials in percent
2 m AT N gy e mean that the models of single-layer cables have the
g 1w m smallest cost variation.
§ a LS 0 e According to the expression (8), the parameter-
€ 3 | criterion of the economic efficiency of the FOC design by
O 0 layer the diameter E, is determined. The results of the calcula-

Number of OM tubes in the first

Figure 3 — Dependencies of the compactness coefficient of FOC
models on the number of OM in layers (m/n FOC model num-
ber, where m is the total number of OM; n is the number of lay-
ers)

Using expressions (9), (10), the full cost of FOC mate-
rials C, (Table 3) for one-, two-, and three-layers cable
designs were determined in the work. Fig. 4 makes it pos-
sible to establish a visual connection between the cost of
materials of the model FOC and the diameter of the cable.
This dependence will make it possible to determine the
parameter-criterion of economic efficiency of FOC mod-
els by diameter.

Fig. 4 shows the dependence of the total cost price of
FOC materials on its diameter with different numbers of
layers and elements in them. From Fig. 4 and Table 3 it
can be seen that some of FOC models have approximately
the same cost of materials in the overlapping parts of the
graphs. This indicates that it is possible to choose such a
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tion of E, are presented in the Table 4 and Fig. 5.

From the Table 4 and Fig. 5, it can be seen that using
more than one layer in the cable core, the value of the
parameter-criterion of the coefficient of economic effi-
ciency of the FOC decreases, that is, the expediency of
the three-layer design is higher than the others if a large
number of OF is needed. But at the same time, it can be
seen that in the overlapping parts of the graphs, some
FOC models have approximately the same values of the
E, coefficient. That is, with approximately the same cost
of materials of these FOC models, it is advisable to
choose the one with a larger number of layers, as this
gives a larger number of optical fibers. So, for example,
from Fig. 5 models 10/1 and 12/2 have almost identical
values of the parameter-criterion of economic efficiency
Eo. However, by choosing the 12/2 model, it will allow us
to get a FOC with more optical fibers (144 vs. 120).

On the other hand, for example, the models 12/1 and
12/2 have the same number of optical fibers, but different
prices. By choosing the model 12/2 according to the re-
sults of this method, it will save 15.5 % of the cost of the
cable for each kilometer of FOCL.
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Figure 4 — Dependence of the total cost price of materials of the FOC on its diameter for one-, two- and three-layer designs (m/n
FOC model number, where m is the total number of OMs; n is the number of layers)

Table 4 — Results of the calculation of the parameter-criterion of the economic efficiency of the FOC design by diameter
Parameter-criterion of the economic efficiency of the FOC design

Number of OM in the first layer

3 4 5 6 7 8 9 10 11 12

[ 0.416 0.339 0.279 0.227 0.188 0.158 0.134 0.114 0.097 0.085
1 0.117 0.107 0.097 0.088 0.079 0.072 0.065 0.059 0.054 0.049
I 0.067 0.064 0.061 0.057 0.053 0.050 0.047 0.044 0.041 0.038

Number of layers in cable core

0,450
0,400
0,350
0,300
0,250
0,200
0,150 = 122 | up

A 4
ol
0,100 101 | B 2713
! . 303 333 34 =
L 9 i S~ A 25 368 2wz gy 48
0.050 121 By o . ——
28 W02

483 513 543
——

Economic efficiency of the FOC design
bv diameter En, UAH/mm

0,000

] m 1 20 22 24

2 . 14 16 18
Diameter of cable D, mm

Figure 5 — Dependence of the parameter-criterion of the economic efficiency of the FOK design by the cable diameter (m/n FOC
model number, where m is the total number of OMs; n is the number of layers)
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6 DISCUSSION

The proposed method of evaluating the efficiency of
the FOC with a modular design will allow during the
cable designing stage to make an appropriate choice of
its model with the given initial parameters. The re-
searches presented in this work show a large number of
possible models of FOC. This is also confirmed by the
variety of cable models that are presented on the official
websites of the manufacturers’ factories, for example
PJSC “Odeskabel” and PJSC “Zavod ‘Pivdenkabel’”
[13, 14]. Thus, manufacturing plants provide a wide
range of cables of the same brand, which differ in the
structure of the core and the number of fibers. The con-
sumer, based on his needs, chooses the necessary capac-
ity of the cable. Moreover, a very important point at this
stage is the lack of transparency of prices for FOC for
the consumer. And the manufacturing plant seeks to save
on the cost price of production of the FOC and to reach
an agreement on the price through discussion with the
buyer. Therefore, this method of evaluating the effec-
tiveness of modular FOC design will allow manufactur-
ing plants to systematize the expediency of manufactur-
ing FOC models, and consumers — without prices, to
orient themselves in the expediency of choosing a cer-
tain cable model.

The approaches to the creation of multi-layer FOC
presented in this work are confirmed by the capabilities
of the manufacturing plants according to their prices for
cable products [13, 14].

The use of a larger number of layers in a multi-
module FOC for reducing the costs of materials is con-
firmed by the results of work [11].

CONCLUSIONS

The researches in this work of the effectiveness of
the modular FOC design based on mass and dimen-
sional indicators allowed us to do the following con-
clusions:

1. In the work the method of evaluating the effi-
ciency of the multi-module FOC design based on mass-
dimensional indicators by applying to the intended
range of cable models the criteria parameters — the ca-
ble compactness coefficient and the economic effi-
ciency of the cable by to the diameter E, is developed
and researched.

2. In the course of researches of FOC models, ac-
cording to the accepted parameters-criteria, it was es-
tablished that:

— by changing the number of layer elements and
layers, a wide range of FOC models can be obtained to
ensure the diversity of cables in terms of the total num-
ber of optical fibers;

— the use of the parameter-criterion of compactness
is the ability to choose a model of the FOC with a
smaller diameter (dimensions) while providing the
same amount of OF. In the work, for example, it is
shown that using this approach it is possible to choose
a FOC model with a diameter smaller by 10.9 %.
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— the increase of the cost of the FOC materials due to the
increase of the number of OM tubes (and therefore the total
capacity of the OF in the cable) from 3 to 12 in the first layer
with a single-layer core of the cable is 66.8 %, with a dou-
ble-layer — 86.6 %, with a three-layer — 87 %.

— the use of a cable with maximally filled by OM tubes
in layers with one- and two-layers core is impractical, since
the transition to a larger number of layers with a smaller
number of OMs will allow to obtain a more compact cable
design while simultaneously providing a given number of
OFs. Therefore, for example, it is shown in the work that, by
selecting the FOC model according to the approaches pro-
posed in the method, it is possible to save 15.5 % of the cost
of the cable for each kilometer of the FOCL.

3. The method, results, established facts and statements
obtained in this work can be recommended for usage in the
process of accelerated selection of a cable model at the stage
of its designing, with the simultaneous provision of the nec-
essary capacity of the FOC with optical fibers and the mini-
mization of the cost of its materials and dimensions.
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AHOTAIIA

AxTyanbHicTs. Ha choroznni 3aBou-nizepn BUpoOHHITBA KabeIbHOT IPOAYKIIii B 6araTbox KpaiHax CBITY BUTOTOBISIIOTH O/THO-
Ta 6GaraToOMO/IyJIbHI KOHCTPYKIIii BOJOKOHHO-oNTHYHUX KabelniB (BOK) 3 pisHHMH 3aXMCHUMH HOKPHBAMH Ta KiTBKICTIO BOJIOKOH. L]e
CTBOPIOE MIUPOKHHL psiji MOxiuBHX Mozeieii BOK st pisHuX BUMOT crioskuBaya (mokymist). ITpote BifICYTHICTh BIAKPUTOCTI IiH Ha
BOK mnst crokuBava, 30KpeMa AJis MPOEKTHOI opraHizaliii, i MparHeHHs BUPOOHUKA 36KOHOMHUTH Ha BHPOOHHITBI CTBOPIOE
HEOoOXiHICTh B pO3po0Li Ta JociipKeHH] MeTony ouinku edekriuBHocTi BOK GararomoaynsHO1 KOHCTpYKIiil. B po6oTi 3ampormoHo-
BaHO 3pOOUTH I IUIIXOM aHANi3y HU3KH MOJENel ONTUYHUX KabelliB 3a mapaMeTpaMHu-KPUTEPisIMHA — KOe(ilieHTOM KOMIAKTHOCTI
Ta KoedimieHToM exoHOMiYHOI epexTrBHOCTI BOK 32 miametrpom.

Merta. Po3poOutn MeTox OLiHKH e(heKTHBHOCTI MOZIEIel BOJIOKOHHO-ONITHYHHUX KaOeliB 0araToMo Iy IbHOT KOHCTPYKIIIT 32 Maco-
rabapUTHUMH TTIOKa3HUKaMH, 1[0 JO3BOJIMTH IIPUCKOPEHO BUOMpaTH nouiabHy Monens BOK i3 3a1aHnMy BUXiJHUMH JaHAMH.

Meton. Po3pobneHo i 3ampornoHOoBaHO MeTon OwiHkM edektuBHOCTi BOK MomynbHOI KOHCTpyKIii, skuii Oa3yeThcs Ha
MOPiBHSHHI MoJiesiel kabeniB i BuOopi HailGUIbII JOLITEHOT 3 HUX TIPH 33aHUX BUXIJHUX JaHUX. B po0oTi 3anponoHOBaHO Ta BBe-
JICHO JUTS 1[bOTO TapaMeTpU-KpUTepii — KoedillieHT KOMIAKTHOCTI U Ta KoedilieHT eeKTUBHOCTI 3a giameTpoM Kabeinto Ey — siki
MOKa3yI0Th 3B’30K XapakTrepucTiku KoHCTpyKuil BOK no meBHoro mapamerpy i#oro ctpykrypu. [lpu npomy HailOinbin epekTuBHA
mogenb (korctpykiist) BOK mopiBHsSHO 3 6a30BMME MOAEISAMHE 10 TEXHIYHAM yMOBaM, SIK 3 TOYKH 30py BUPOOHHKA i 3aMOBHHKA,
MOJIATA€ B MCHIIUX MaTepiaJOBUTPATaX HA HOro BUPOOHHIITBO MPH OJHOYACHOMY 3a0e3IeUeHHi 3aJaHuX BUMOT 10 Kaberio (B mep-
Iy Yepry, MO KiJbKOCTI BOJOKOH Ta MeXaHiuHiil MinHocti). Lle 103BONUTH Ha eTari MPOEKTyBaHHs KaOemto 3IiHCHUTH DOLUIBHUN
BHOIp HOro Mozeni 3 3alaHMMH BUXITHUMHU MapaMeTpaMu Ta po3poOnTH Taky KoHCTpyKuito BOK, sika 10o3BoJIUTE MiHIMI3yBaTH ra-
Gapury (a 3HAUMTH MaTEPIAIOEMHICTH i cO0IBapTiCTh) MO Ge3 BTpaTH ii KIJIbKICHUX Ta SIKICHUX XapaKTePHCTHK.

Pe3yabTaTn. B po6oTi pUBEICHO pe3yJIbTaTH PO3POOKH Ta JOCIHIKEHHS METOy OmiHkU edekTrBHOCTI BOK GaraTomMomynbHOT
KOHCTPYKLIT 32 Maco-rabapuTHUMM MOKa3HUKaMu. JlJist IpuKiiagy, BUKOPUCTOBYIOYM PO3POOJICHHH METOJ, IOKa3aHO, IO MOXKHA
obpatu mozens BOK 3 miamerpom menmum Ha 10,9 % i 3ekonomuru 15,5 % Baprocti kabento Ha kokeH kimomerp BOJI3 mpu
3a0e3MeyeHH] BUXIAHIX BUMOT JI0 KaOero.

BucHoBku. HayxoBa HOBH3HA pe3ynbTaTiB poOOTH MONATaE B TOMY, IIO BIEpIIe po3podIeHO MeTo I OoLiHKHN edektuBHOCTI BOK
MOIYJIbHOI KOHCTPYKIIi{, IKMH 103BOJISIE HA €Talli IPOEKTYBaHHs KaOelto 3iICHUTH MOPIBHSIHHS MOJIEN 3 KOHCTPYKII€I0 KaOeIo 1o
texHiuHuM ymoBaM (TY) ta nouineHuit BUGip wiei Moneri 3 3ajaHMMK BUXIZHHUMH HapameTpami. [IpakTHYHA 3HAYYLICTh IOJISraE B
MOXJIMBOCTI 32 JOIIOMOT'0I0 JAaHOT'O METOAY 3IiHCHIOBAaTH NPHCKOPEHHUI BHOIp Moieli kabelro Ha eTarli oro IpoeKTyBaHHS 3 OJHO-
yacHUM 3abe3nedeHHsM HeoOxinHoi emHocti BOK ontuyHmMmM BOJIOKHaMHM Ta MiHiMi3awlili coGiBapTocTi #Horo marepiaiiB Ta
rabapuriB.

KJIFOYOBI CJIOBA: BoJIOKOHHO-ONTHYHHI Kabelb, KOHCTPYKLis Kabemto, reoOMEeTpHYHI pO3MipH, Maco-rabapuTHI HOKa3HUKH,
co0iBapTicTh MaTepiaiB Kabemro.
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ABSTRACT

Context. The rapid development of the technology of digital synthesis and processing of radar signals, which has been observed
in recent decades, has practically removed restrictions on the possibility of implementing arbitrary laws of frequency modulation of
radio oscillations. Along with the traditional use of linearly-frequency-modulated signals, modern radar means use probing signals
with non-linear frequency modulation, which provide a lower level of maximum side lobes and a higher rate of their descent. These
factors, in turn, contribute to improving the detection characteristics of targets under conditions of passive interference, as well as
increasing the probability of detecting small targets against the background of targets with larger effective scattering surfaces. In this
regard, a large number of studies are conducted in the direction of further improvement of existing and synthesis of radar signals with
new laws of frequency modulation. The use of multifragment nonlinear-frequency-modulated signals, which include fragments with
both linear and nonlinear modulation, provides an increase in the number of possible versions of the laws of frequency modulation
and synthesis of signals with predicted characteristics. Synthesis of new multifragment signals with a reduced level of side lobes of
autocorrelation functions and a higher rate of their descent is an important scientific and technical task, the solution of which is de-
voted to this article.

Obijective. The purpose of the work is to develop mathematical models of the current and shifted time of two-fragment nonlin-
ear-frequency modulated signals for the case when the first fragment has a root-quadratic, and the second linear frequency modula-
tion and determine the feasibility of using such a signal in radar applications.

Method. The article theoretically confirms that for the mathematical model of the current time, when moving from the first
fragment to the second at the junction of fragments, jumps of instantaneous frequency and phase (or only phases for the mathematical
model of shifted time) occur, which can significantly distort the resulting signal. Determination of value of frequency-phase jumps
for their further elimination is performed by finding difference between value of initial phase of second fragment and final value of
phase of first fragment. A distinctive feature of the developed mathematical models is the use of the first fragment of the signal with
root-quadratic, and the second — linear frequency modulation.

Results. Comparison of the signal, the first fragment of which has root-square frequency modulation, and the signal with two
linearly-frequency-modulated fragments, provided that the total duration and frequency deviation are equal, shows that for the new
synthesized signal the maximum level of side lobes decreased by 1.5 dB, and their rate of decay increased by 6.5 dB/dec.

Conclusions. A new two-fragment signal was synthesized, the first fragment of which has root-quadratic, and the second — linear
frequency modulation. Mathematical models of the current time and with a time shift for calculating the values of the instantaneous
phase of such a signal have been developed. A distinctive feature of these models is the presence of components to compensate for
frequency-phase distortions, taking into account the modulation law of the frequency of the first fragment. The resulting oscil-
lograms, spectra and autocorrelation functions of the synthesized two-fragment signals do not contradict the known theoretical posi-
tion, which indicates the reliability and adequacy of the proposed mathematical models.

KEYWORDS: mathematical model; non-linear frequency modulation; maximum level of side lobes.

ABBREVIATIONS PSLL is a peak side lobe level,
ACF is an autocorrelation function; REQ is a radio electronic equipment
SL is a side lobe; RP is a radio pulse;
ML is a main lobe; FM is a linear frequency modulation;
PWM is a pulse-width modulation; FMR is a frequency modulation rate;
WP is a weight processing; DDS is a digital discrete synthesis;
RQFM is a roots of quadratic frequency modulation; DSP is a digital signal processor;
LFM is a linear frequency modulation; FPGA is a field-programmable gate array;
MM is a mathematical model; SDR is a software-defined radio;
MPSLL is a maximum peak side lobe level; PLL is a phase-locked loop.

NLFM is a non-linear frequency modulation;

© Kostyria O. O., Hryzo A. A., Khudov H. V., Dodukh O. M., Lisohorskyi B. A., 2024
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NOMENCLATURE
By is a time-bandwidth product;

Afg is a frequency deviation of the signal, Hz;
Af,, is a frequency deviation of the n™" signal fragment

NLFM, Hz,
Ts is a weight of the signal, s;
n=1, 2 is a serial number signal fragment NLFM;
fo is a initial signal frequency, Hz;
t is a current time, s;
T, is aduration of the n"signal fragment NLFM, s;
Ty is a sums of duration of the first and second frag-

ments, s;
op(t) is a instantaneous phase n-ro signal fragment

NLFM, rad;
Bn isaFMR n™ signal fragment NLFM, Hz/s;

AP, is a difference FMR 2™ and 1™ fragments, Hz/s;

Bin is a average FMR 1™ fragment, Hz/s;

Bie is a ultimate FMR 1" fragment, Hz/s;

d¢1o is a component to compensate for phase jump at
fragment junction, rad.

INTRODUCTION

The widespread use of digital synthesis and radar sig-
nal processing due to the introduction of new capabilities
of DDS, DSP, FPGA, SDR technologies [1-10] provides
the use of signals with various types of PWM [11-16].
Signals with PWM frequency (phase) are called complex
signals, among them the most widely used are signals
with LFM. Such signals ensure preservation of required
distinguishing ability from range in case of increase of
radar probing signal duration to increase its energy poten-
tial [11-13, 15, 17-22]. Scientific research is actively
carried out to improve the technical characteristics of
REQ by using complex signals with different types of
PWM from LFM, one of the directions is to minimize the
value of MPSLL ACF radar signals.

As a rule, this is achieved by selecting the type of
modulation of the probe signal [11-24] or by WP of the
reflected radio frequency oscillation in the radar receiver
[25, 26]. It is also possible to jointly apply the above
methods [27-29], which can potentially provide a better
result. The effectiveness of the use of WP depends sig-
nificantly on such a parameter as the rate of decrease in
the SL of ACF signals. Therefore, when selecting a probe
signal, in addition to the MPSLL, attention should also be
paid to the value of the SL descent rate, which should be
as achievable as possible.

The choice of the PWM type of the probe signal can
be based on the analysis of its spectral characteristics — a
sign of a decrease in the ACF MPSLL is the rounding of
the signal spectrum, that is, the approximation of its shape
to the bell-shaped one. This effect can be achieved by
using nonlinear frequency modulation, namely, by in-
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creasing the FM, which is a derivative of the instantane-
ous frequency B(t) =df (t)/dt. In this case, the FM can

have both a constant (linear frequency change) and a vari-
able value (non-linear FM). Such signals are related to
NLFM signals, they can be formed by sequentially join-
ing fragments in time with linear and nonlinear FM. There
are MM two- and three-fragment NLFM signals [30-34].
Single-fragment signals with polynomial, tangential, S-
shaped and other types of FM are also known [35-39].
NLFM signals also include phase-manipulated signals
[41].

This article is devoted to the consideration of the fea-
tures of the formation of multi-fragment, namely two-
fragment NLFM signals.

There is no doubt that three-fragment NLFM signals
provide lower MPSLL compared to two-fragment signals,
and therefore their use is more expedient. However, two-
fragment signals should not be excluded from considera-
tion, since they are significantly easier to implement,
richly illustrative and allow more efficient testing of new
theoretical hypotheses and putting into practice the results
obtained. Such signals should be used at the initial stage
of research to debug MM and develop software products
for their practical reproduction.

The research is based on the hypothesis that it is pos-
sible to synthesize an NLFM signal with a lower MPSLL
and a higher rate of decline of the SL if one of the frag-
ments in the low frequency region has a more rounded
shape.

The article considers the case when the first fragment
of the NLFM signal has a root-quadratic, and the second —
linear FM.

The object of study is the process of forming and
processing two-fragment NLFM signals.

The subject of study are mathematical models of
NLFM signals, which consist of two fragments of the
RQFM-LFM type.

The purpose of the work is to develop the MM of the
current and shifted time of the RQFM-LFM signal and
determine the feasibility of using such a signal in radar
applications.

1 PROBLEM STATEMENT

The authors [33], along with NLFM signals, which
consist of LFM fragments, consider signals, one of the
fragments of which has a nonlinear law of frequency
change, for example, exponential. They are also consid-
ered as independent tangential, polynomial, S-shaped and
other laws of frequency modulation [14, 35-39], which
provide two-sided or one-sided rounding of the signal
spectrum.

A distinctive feature of the signal with RQFM in
comparison with the classical LFM signal is the rounding
of the spectrum in the low frequency region, which makes
it attractive to use it as one of the fragments for the syn-
thesis of multi-fragment NLFM signals. It is to be ex-
pected that the NLFM signals, when included in their
composition of the RQFM fragment, will have better
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characteristics with MPSLL compared to signals consist-
ing only of LFM fragments.

To determine the features of the synthesis of NLFM
signals using RQFM fragments, it is proposed to first
consider the option of a two-fragment RQFM-LFM signal
with the development of the current and shifted time MM.

The authors of the article propose to consider two-
fragment NLFM signals, the first fragment of which has
RQFM, that is, its instantaneous frequency changes in
accordance with the expression;

f1(t) = fo +Bin/Tat | @

where By =A_I_—]cl — average FMR 1™ fragment RQFM
1
NLFM signal.
As the initial, let’s take the MM of the current time of
the NLFM signal with frequency-phase distortion com-

pensation, which consists of two LFM fragments [40]:
2
21{f0t+%}, 0<t<T;
t =
o(t) @

2
2‘II|:( fo —ABZlTl)t-i- B2—2t:| + 5([)12, T]_ <t ST]_Z;

where 812 =mTiBo1: By =Afy/Tyi APy =By —PBi
T12 =T1 +T2 .

The current instantaneous phase component, which
compensates for frequency jumps during the transition
from the first fragment to the second, is calculated
asABoTt.

As the initial MM shifted time, we also use the
NLFM signal with two LFM fragments [41] of the form:

2
2TC|:f0t+BL:|, OStﬁTl,
2

2
9n(t)= 2{( f +Af1)(t—T1)+B{%—Tﬂﬂ—&m ©

where 8@qo = —rchz (B2 +B1)-

It is expected that due to the instantaneous change in
FMR at the joints of RQFM and LFM fragments, instan-
taneous frequency and phase jumps (or only phases for
MM shifted time) will occur, as is justified in [40, 41],
but the expressions for calculating the magnitude of these
jumps will be different, and therefore the resulting MM
will be new, which is the result research.

The effectiveness of the use of new MMs is evalu-
ated by achievable MPSLL, the rate of reduction of SL
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and the width of ML ACF signals, which is measured at
0.707 of the maximum value, compared to the previously
obtained in the works [14, 27-41]. Also, when comparing
the results obtained, the value of the signal base should be
taken into account Bg = AfgTg , that is, the product of the

deviation of the signal frequency by its duration, since
with a decrease in Bs, the MPSLL ACF value usually in-
creases.

2 REVIEW OF THE LITERATURE

New opportunities for digital synthesis and digital
processing of radar signals, which are provided by DDS,
DSP, FPGA, SDR technologies, allow to radically revise
approaches to the development of a new and improvement
of the existing REQ. The stimulator of this process is
DDS [1, 2], which provides the development of increas-
ingly high-frequency radio bands. The emergence of such
a tool as DSP [3, 4] at one time made a significant im-
provement in the efficiency of DSP systems in relation to
the range of operating frequencies and their band. In the
future, the FPGA [5-9] combines DDS with PLL, pro-
vides DSP functions, which allows you to quickly change
the operating modes of radar equipment by changing the
operating frequency, type of probe signal and operating
frequency band. SDR technology [10] is now more of a
tool for scientific researchers and REQ developers, as due
to versatility it can have excessive hardware redundancy.

The above indicates that there is a practical possibility
of introducing new types of probing signals with different
types of PWM into REQ.

Theoretically, the feasibility of using probing LFM
and RQFM signals [11-13, 15, 17-22], which historically
were the first among complex signals, has been proved in
practice. The authors of these publications define as com-
plex such signals, the base of which, that is, the product of
the duration of RP by the width of its frequency band, is
more than one. In addition to LFM and RQFM, signals
with non-linear PWM frequencies — NLFM signals [11-
24, 27-41] are also complex.

The nonlinear PWM frequency allows increasing
FRM at the edges of the RP, as a result of which the sig-
nal spectrum is rounded, which is equivalent to the WP
signal in the time domain [25, 26], but the bypass RP re-
mains rectangular and the energy loss in the radio trans-
mitter does not increase.

Varieties of NLFM signals are widely considered by
the authors [14, 27-41], these works are devoted to the
problem of improving the characteristics of REQ by re-
ducing MPSLL, which is achieved due to the WP signal
in the radio receiver [25, 26], rounding the signal spec-
trum [14, 30-41] or the simultaneous use of these meth-
ods [27-29].

Reduction of MPSLL can be achieved by synthesizing
a new type of signal, as described in [33]. The authors
proposed a two-fragment NLFM signal, the first fragment
of which has an exponential FM.

It is appropriate to clarify the feasibility of using
fragments with other non-linear types of FM, which can
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also provide rounding of the signal spectrum and reduce
MPSLL.

New opportunities for digital synthesis and digital
processing of radar signals, which are provided by DDS,
DSP, FPGA, SDR technologies, allow to radically revise
approaches to the development of a new and improvement
of the existing REQ. The stimulator of this process is
DDS [1, 2], which provides the development of increas-
ingly high-frequency radio bands. The emergence of such
a tool as DSP [3, 4] at one time made a significant im-
provement in the efficiency of DSP systems in relation to
the range of operating frequencies and their band. In the
future, the FPGA [5-9] combines DDS with PLL, pro-
vides DSP functions, which allows you to quickly change
the operating modes of radar equipment by changing the
operating frequency, type of probe signal and operating
frequency band. SDR technology [10] is now more of a
tool for scientific researchers and REQ developers, as due
to versatility it can have excessive hardware redundancy.

The above indicates that there is a practical possibility
of introducing new types of probing signals with different
types of PWM into REQ.

Theoretically, the feasibility of using probing LFM
and RQFM signals [11-13, 15, 17-22], which historically
were the first among complex signals, has been proved in
practice. The authors of these publications define as com-
plex such signals, the base of which, that is, the product of
the duration of RP by the width of its frequency band, is
more than one. In addition to LFM and RQFM, signals
with non-linear PWM frequencies — NLFM signals [11-
24, 27-41] are also complex.

The nonlinear PWM frequency allows increasing
FRM at the edges of the RP, as a result of which the sig-
nal spectrum is rounded, which is equivalent to the WP
signal in the time domain [25, 26], but the bypass RP re-
mains rectangular and the energy loss in the radio trans-
mitter does not increase.

Varieties of NLFM signals are widely considered by
the authors [14, 27-41], these works are devoted to the
problem of improving the characteristics of REQ by re-
ducing MPSLL, which is achieved due to the WP signal
in the radio receiver [25, 26], rounding the signal spec-
trum [14, 30-41] or the simultaneous use of these meth-
ods [27-29].

Reduction of MPSLL can be achieved by synthesizing
a new type of signal, as described in [33]. The authors
proposed a two-fragment NLFM signal, the first fragment
of which has an exponential FM.

It is appropriate to clarify the feasibility of using
fragments with other non-linear types of FM, which can
also provide rounding of the signal spectrum and reduce
MPSLL.

3 MATERIALS AND METHODS
Using the methods [40] and (1), we determine the fi-
nal phase of the first fragment and the initial phase of the
second fragment of the RQFM-LFM signal for the time
t=T;. It should be noted that the FMR of a fragment with
RQFM is a time variable, its instantaneous value is:
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and at time t=T;, the final FMR value is:
Pre =pa(T) =210 @

We have expressions for the final phase of the first
and the initial phase of the second fragment:

2
PE1= 27{ foTy +§B15T12j ; (5)

1
Ps2 = ZTC[ fola +EBZT12J (6)

and taking into account (4)—(6) the phase jump at the
junction of the fragments is equal to:

8y = 27T} (%2 - BlTNj )

Thus, based on (1), (2) and (7), the MM for calculat-
ing the instantaneous phase of the two-fragment NLFM
signal in the current time, if the frequency of the first
fragment changes according to the root-square law, has
the form:

2B VLT
2 f0t+—B1N3 Llost<T;

o(t) = ®)

2
t
m (o —AB21T1)t+BZT}5(P12: T <t<Ty

An MM of the current time of the two-fragment
NLFM signal (8) is obtained, which provides determining
a frequency jump at the junction of fragments in the case
when the first fragment is a signal from RQFM, which, in
turn, allows compensating for the corresponding phase
jump and taking into account the change in instantaneous
frequency when switching to the second fragment.

These results can be applied to the development of an
MM shifted time for a similar signal in which the fre-
guency jump at the junction of fragments is compensated
automatically.

Using (1), (3), (4) and the results of the studies [41],
the phase jump at the fragment junction for MM shifted
time is defined as:

8¢y = 1Ty (Bz + 46%] 9)
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Using (1), (3) and (9), we record the MM of the
shifted time to calculate the instantaneous phase of the
two-fragment NLFM signal, the first fragment of which is
the signal from RQFM:

o(t) =

2N T
2;{1‘0“&“31], 0<t<T;

(10)

2 —
27C|:( fO +Afl)(t—T1)+BZ(t2T1t):|—6(p12, Tl <t Sle

Model (10) differs from (8) in the form of time repre-
sentation and is fully adequate to it. That is, (8) and (10)
allow you to get the same final result in different mathe-
matical ways, which is evidence of their fairness and reli-
ability.

4 EXPERIMENTS

The operability of the two-segment NLFM signals de-
veloped by MM, in which the first fragment has RQFM,
was checked using the MATLAB application package.

To determine the advantages and disadvantages of the
new synthesized RQFM-LFM signal, three more complex
signals were simulated: single-fragment (LFM, RQFM)
and two-fragment (LFM-LFM) with equivalently identi-
cal frequency-time parameters. That is, the total duration
and frequency deviation of two-fragment signals is equal
to the duration and frequency deviation of single-
fragment signals that were taken for research. The follow-
ing signal characteristics were measured and compared:

— MPSLL value;

— SL descent rate;

— ML ACEF signal width at the level of 0.707 of the
maximum value.

For a more detailed analysis of RQFM-LFM signals, a
group of five signals was studied, for one of which
graphic material was provided. Also, for comparison, a
graphic material for single-fragment LFM and RQLF sig-
nals was obtained, the frequency-time parameters of
which coincide with the parameters of one of the RQLF-
LFM signals (No. 3, Table 2).

5 RESULTS

The results of studies of single-fragment LFM, RQFM
and two-fragment LFM-LFM, RQFM-LFM signals are
summarized in Table 1.

Comparison of results for LFM and RQFM signals
shows that the RQFM signal has a larger ML ACF width,
this is evidence of a decrease in the effective signal spec-
trum width, which is perfectly logical, since the LFM
spectrum of Fig. 1la compared to the RQFM spectrum of
Fig. 2b has a more rectangular shape, that is, in the same
frequency band, the power spectral density of the RQFM
signal is less than that of the LFM signal.

© Kostyria O. O., Hryzo A. A., Khudov H. V., Dodukh O. M., Lisohorskyi B. A., 2024

DOI 10.15588/1607-3274-2024-1-2

Table 1 — Results of experimental studies of NLFM signals of
different types with equivalent frequency-time parameters

Decline of

Type of| v, | To, | Afy, Af,, KHz MPSLL, SL, ML ACF,
signal | ps | ps | kHz dB dBJs us
LFM [120| - | 600 - -13.43 19.65 0.75
RQFM [120| — | 600 - -13.47 19.55 0.92
LFM-

LEM 20 |100| 200 | 400 | -17.31 17.42 0.83
RQFM-

LEM 40 | 80 | 400 | 200 -19.0 24.0 1.03

The MPSLL values and the SL decay rates of these
signals are virtually indistinguishable.

Normalized spectrum
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Figure 1 — Spectrum (a), ACF (b) LFM signal

It should be noted that the amplitude of the pulsations
of the SL ACF LFM signal (spurious oscillations at the
output of the matched filter) exceeds 20 dB (Fig. 1b), for
the RQFM signal this value averages 5 dB (Fig. 2c), and
therefore the use of WP for such signals should give the
best effect.

Table 2 shows the values of frequency-time parame-
ters of the studied two-fragment RQFM-LFM signals cal-
culated in accordance with MM (8). The use of MM (10)
provides identical results.
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Figure 2 — Frequency change plot (a), spectrum (b), ACF (c)
signal with RQFM

Table 2 — Results of experimental studies of two-fragment
RQFM-LFM signals

Decline
No Ty, us | Tops | Afy, kHz | Afy, kHz MPSLL, of SL,
dB

dB/s
1. 20 40 500 300 -20.76 215
2. 40 80 500 100 -20.0 26.5
3. 40 80 500 300 -19.71 22.3
4. 80 160 500 300 -19.38 22.6
5. 80 160 600 400 -20.16 20.0

A comparative analysis of the results of Table 1 and
Table 2 indicates that, provided the frequency-time pa-
rameters of signals such as RQFM-LFM and LFM-LFM
are equal, the MPSLL decrease for the new signal is ap-
proximately from 1.5 dB to almost 2.7 dB, and the SL
decrease rate increase in this case, from 6.6 dB/dec. up to
9.1 dB/deck.

The result of comparing the graphic material for
RQFM (Fig. 2) and RQFM-LFM (Fig. 3) signals is inter-
esting. Graphs of the instantaneous frequency change over
time in Fig. 2a and Fig. 3a have insignificant differences
at the mark of 40 ps — Fig. 3a shows a slight decrease in
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the characteristic. In this case, the signal spectra of Fig.
2b and Fig. 3b differ significantly. Figure 3b clearly
shows both spectral components of the signal, the transi-
tion between them without gaps and differences. That is,
there are no frequency and phase jumps at the junction of
the fragments.

Based on the results of comparative analysis of ACF
signals, the following should be noted. As a result of the
combination of two types of FM, the first SL RQFM sig-
nal (see. Fig. 2c) on the ACF graph, the RQFM-LFM sig-
nal merged with ML (Fig. 3c), as a result of which the
width of ML at the minimum level increased, the dip be-
tween the first SL and the second SL increased, as a result
of which the level of the second SL from -18 dB de-
creased to —22 dB and the third petal became the maxi-
mum at —20 dB. The amplitude of pulsations SL in Fig.
3v compared to Fig. 2b increased by 2-3 dB, but it is sig-
nificantly less than for the single-fragment LFM signal
Fig. 1b. These changes with other digital values are ob-
served in the ACF graphs of RQFM-LFM signals with
identical frequency-time parameters, which are included
in Table 2.

Frequency, MHz
1

05 ///

20 40 60 80 100 120
Time, ps

a
1 Normalized spectrum
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c
Figure 3 — Frequency change plot (a), spectrum (b), ACF (c)
signal from RQFM-LFM
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To demonstrate the potentially achievable characteris-
tics, Fig. 4 shows the results of modeling the RQFM-LFM
signal with the following parameters: f; =0,

Af; =550 KHZ, Af, =100 kHz, T; = 20 pis, T, = 40 ps.
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Time, ps
a
Amplitude, V
1
0
-1
0 10
Time, ps
b
1 Normalized spectrum
0.8
0.6
0.4
0.2 \
0 A
-1 -0.5 0 0.5 1 15
Frequency, MHz
c
Autocorrelation function
|
038 H
0,6 \
.H "a
0,4 R
II‘/
0,2 !
/
0 e M
-10000 -5000 0 5000 10000

Time sample number
d
Figure 4 — Frequency change plot (a), oscillogram (b), spec-
trum (c), ACF (d) RQFM-LFM signal with parameters:
fo =0, Afy =550 kHz, Af, =100 kHz, T; = 20 ps,

T2 =40 us

The frequency change graph of Fig. 4a and the oscil-
logram of Fig. 4b indicate the absence of abrupt changes
in the instantaneous frequency and phase of the signal,
which also confirms the appearance of its spectrum of
Fig. 4c. For better clarity of the result, the ACF plot is
shown on a linear scale. The MPSLL value is -26.9 dB
and the SLL decay rate is estimated at 30 dB/dec. ACF
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shows the merger of ML with SL, due to which its width
at the minimum level has significantly expanded, how-
ever, at 0.707 from the maximum value that determines
the discriminating ability from the range to the location
objects, the ML ACF extension is acceptable.

The ratio of duration and frequency deviations of
RQFM and LFM fragments is determined, according to
which MMs ensure the absence of frequency and phase
jumps (or only phase) at the junction of NLFM signal
fragments. For the duration of fragments, the ratio of 1:2
is optimal, that is, the LFM fragment must be twice as
long as the RQFM fragment. For frequency deviations,
the range of change in the ratio between fragments is sig-
nificantly larger — from 6:5 to 5:1. If this value is 1:1 and
with a subsequent increase in the contribution of the LFM
fragment to the ACF of the resulting signal, the RQFM
increases and it begins to approach the ACF LFM signal
in appearance and characteristics, which is quite logical.

6 DISCUSSION

The two-fragment NLFM signals considered in [35]
mainly have the form LFM-LFM, the MPSLL obtained
for this case is at the level of —=16.5 dB, which is a very
real result in the absence of phase jump compensation in
MM shifted time, which was used. In [33], a two-
fragment NLFM signal is proposed, the first fragment of
which has an exponential FM, the smallest MPSLL ACF
value is —25.96 dB at Bg =200 . As a result of the studies

performed, this result was improved by 0.94 dB with
Bg =39, that is, such an MPSLL value is obtained for

the low-base (Bg <100 ) signal.

The achieved MRBP level of synthesized RQFM-
LFM signals practically reaches (on average, about 1-2
dB worse) MPSLL three-fragment NLFM signals consist-
ing of LFM fragments. However, compared to the latter,
the new signals have a wider range of changes in the input
frequency parameters and provide a higher SLL decay
rate. Therefore, in the case of WP application, an im-
provement in the results of further MPSLL reduction as
compared to the above signals is to be expected.

CONCLUSIONS

The scientific novelty. As a result of the studies, a
new two-fragment NLFM signal was synthesized, which
consists of RQFM and LFM fragments. Two new MMs
(current time and with time shift) have been developed to
calculate the instantaneous phase values of such a signal.
Studies of MM have demonstrated their mutual compli-
ance and adequacy, which is evidence of their reliability.
The combination of RQFM and LFM fragments allows
you to get an NLFM signal with a reduced MPSLL level
and a higher SLL decay rate. A feature of using RQFM
fragments in a two-fragment NLFM signal has been re-
vealed. This feature is that to calculate the frequency pa-
rameters of the RQFM fragment, it is necessary to use the
average value of FMR B4y , and to determine the compo-

nents of the frequency-phase correction, take the final
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FMR value for the fragment, which is half the average,
that is, Byy /2. By mathematical modeling, it is deter-

mined that the MPSLL for the studied group of five
NLFM signals ranges from —19.38 dB to —20.76 dB, and
the SLL decay rate varies from 19 dB/dec to 22 dB/dec,
which is on average more than in the case of using only
LFM fragments. Comparison with the LFM-LFM type
signal for the same frequency-time parameters demon-
strates a decrease in MPSLL by 1.5 dB, an increase in the
SLL decay rate by 6.5 dB/deck, however, the ML ACF
width increased by 24%, which is the price for improving
the previous characteristics. Analysis of the obtained os-
cillograms, spectra and ACF synthesized NLFM signals
shows no distortion at the joints of fragments, which indi-
cates that the values of frequency-phase (or only phase)
jumps are determined correctly and fully compensated.

The practical significance of the obtained results lies
in the possibility of using the synthesized NLFM signal
for use as a probe in a variety of radar facilities. In addi-
tion to the above advantages RQFM-LFM signal is its
insensitivity to change the ratio of frequency deviations
RQFM and LFM fragments in contrast to LFM-LFM sig-
nals. That is, in the case of practical application, the
RQFM-LFM type signal will provide greater variability in
the frequency parameters of the probe signal without
changing the total frequency deviation, which will im-
prove the characteristics of the radar in terms of noise
immunity and electronic compatibility.

Prospects for further research. In the future, it is
planned to develop MM three-fragment NLFM signals
that use fragments with a nonlinear law of frequency
modulation.
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AHOTAIIA

AKTyanbHicTh. BypximBuii po3BUTOK TeXHIKHM IU(POBOro CHHTE3Y Ta 0OpPOOKH pajioioKalifHUX CHUTHANIB, SIKMH cHocTepira-
€ThCS Y OCTaHHI JECATUIITTS, IPAKTUYHO 3HSAB OOMEXKEHHS LIOA0 MOXKJIMBOCTI peaji3alil JOBIIbHUX 3aKOHIB YaCTOTHOI MOJYJIALIT
paniokosnuBanb. Ilopsin 3 TpaauLiHHAM 3aCTOCYBAHHIM JiHIHHO-4aCTOTHO-MOMAYJIbOBAHMX CHUTHAIIB B CYYacHHX pajiojoKauiifHuX
3ac00ax BUKOPUCTOBYIOTHCS 30HAYBAJIbHI CHTHAIH 3 HENIHIIHOI YaCTOTHOIO MOYJIALIEI), SIKi 3a0€3Me4y0Th HH)KUHI PiBEHb MaK-
CHUMaJIbHUX OIYHUX TETIOCTOK Ta OUIBIIY MBHAKICTE iX cmaganHs. Lli ¢pakTopu B CBOIO Yepry CHOpPHUSIOTH MOKPAIICHHIO XapaKTepuc-
THK BUSBJICHHS LJIEH 3a YMOB JIii TACHBHUX 3aBaJI, a TAKOX IiJIBUIICHHIO WMOBIPHOCTI BHSBJICHHS MaJOPO3MIpHHX IIJICH Ha T
1iIeH 3 OUIBIIMMY e()eKTUBHUMHU IOBEPXHIMH PO3CIIOBAaHHSA. Y 3B’S3Ky 3 IIUM BeJHKa KUIBKICTh JOCIIKEHb IIPOBOJUTECS y HAIpPS-
MKY MOJAJIbIIOr0 yJOCKOHAJICHHS ICHYIOUHX Ta CHHTE3y PaJioJIOKAlliiHUX CUTHAJIB 3 HOBUMH 3aKOHAMH 4acTOTHOI MoayJusiuii. Bu-
KOPHUCTaHHs 0arato)parMEHTHUX HENIHIITHO-4aCTOTHO-MOIYJIbOBAHUX CHTHAMIB, /10 CKJIAy SKUX BXOIATh (parMEeHTH sK 3 JIiHiH-
HOIO, TaK i 3 HEJiHifHOW MoyIslieio 3abe3mneuye 301MbIICHHS KiTbKOCTI MOXJIMBUX BapiaHTIB 3aKOHIB 4acTOTHOI MOAYJILIT Ta
CHHTE3 CHUTHAIB 3 MPOrHO30BAHUMH XapakTepucTukaMu. CHHTEe3 HOBHX OaraTto(pparMeHTHHX CUTHAIIB 31 3HIKEHUM piBHEM Oi4HHX
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TIEITFOCTOK aBTOKOPEIIIIMHUX (QyHKIIH Ta OiIbIIO0 MIBUAKICTIO IX CIIAQJAHHS € BaXIIMBOIO HAyKOBO-TEXHIYHOIO 33/1aUclo, BUPIIICH-
HIO SIKOT IPUCBSYCHO JaHy CTaTTIO.

MeTta po6oTH — po3poOKa MaTEeMaTUYHHUX MOJIENIeH TOTOYHOTO i 3CYHYTOro 4acy ABO(pParMeHTHUX HEJIiHIHHO-4aCTOTHO MOJY-
JIbOBAaHMX CUTHAJIB JUIS BUNAJKY, KOJIM NepIIni GparMeHT Mae KOpiHb-KBaApaTUUHY, a JPYTHH JIiHIIHY 4acTOTHY MOAYJIALUIO Ta
BU3HAUYCHHS JOLIBHOCTI BAKOPUCTaHHS TAaKOTO CUTHAILY B PaJliOJIOKALlifHUX 3aCTOCYBaHHSX.

Merton. B cTarTi TEOpETHYHO MiATBEPIKCHO, IO ISl MAaTEMAaTHYHOT MO IIOTOYHOTO Yacy, MpH Mepexoi Bix nepmoro ¢par-
MEHTY [0 IPYroro Ha CTHKY (parMeHTiB BUHHKAIOTH CTPHOKH MHTTEBOI 4acTOTH Ta (asu (abo TimbKH (Ga3u ISl MaTeMaTHIHOL
MOJIeNi 3CYHYTOrO 4acy), siKi MOXYTb CYTTEBO CIIOTBOPHTH PE3yJbTYHOUMil CHUrHay. BH3HaueHHsS BENMYMHH YaCTOTHO-(ha30BHX
CTPUOKIB JUIsl 1X IOJAJBIIOr0 YCYHEHHS! BHKOHYEThCS IUISIXOM 3HAXOJIDKEHHS PI3HMI[ MDK 3HAYCHHSIM OYaTKOBOI (ha3d Jpyroro
(dparMeHTy Ta KiHIEBUM 3HAa4eHHsAM a3y nepuoro. BigMiHHOIO OCOONHMBICTIO PO3POOJIEHMX MAaTEeMaTHYHHX MOJENeH € BUKOPH-
CTaHHs NepIIoro (pparMeHTy CUrHaly 3 KOpiHb-KBaJPaTHYHOIO, a APYTOro — JiHIHHOI YaCTOTHOIO MOYJISLIEO.

PesyabraTu. [TopiBHAHHSA CHUrHAY, NepIIMii (ParMEHT SIKOTO Mae KOPiHb-KBaJpaTH4YHY YaCTOTHY MOAYJIALIIO, Ta CHTHANY 3
JIBOMA JTIHIHO-4aCTOTHO MOJYJIbOBAaHUMHM (h)parMEHTaMH 32 YMOBHU PIBHOCTI CyMapHOi TPHBAJIOCTI Ta AeBialii 4aCTOTH MOKa3ye, 10
IUIE HOBOTO CHHTE30BAHOTO CHUTHAy MaKCHMAaJbHUH piBeHb OIYHMX METIOCTOK 3HM3uMBCsA Ha 1,5 nb, a mBuakicTe iX cnamaHHS
30inbmuIacs Ha 6,5 nb/nex.

BucnoBku. CHHTE30BaHO HOBHUi IBO(QPArMEHTHHIl CHTHAaJN, MEepLInii GparMeHT SKOro Mae KOpiHb-KBaJApaTH4HY, a ApYruil —
JHIHHY YacTOTHY MOXyJIAIifo. Po3poOiieHo MaTeMaTH4Hi MoOJedi MOTOYHOTO 4Yacy Ta 3i 3CYyBOM dHacy JUII PO3PaxyHKY 3HAuCHb
MHUTTEBOI (pasW TaKOro CHrHajdy. BiIMiHHOIO OCOONHMBICTIO IUX MOJEJICH € HAasBHICTh CKIQJOBHX JJISi KOMIIGHCAlii YacTOTHO-
(a30BHX CIIOTBOPEHb 3 YpaxyBaHHSM 3aKOHY MOJIYJIALIl 4acToTH mnepmioro ¢parmenty. OTpuMaHi OCHMIOrpaMHM, CIEKTPH Ta
aBTOKOPEILIHHI (QyHKLIT CHHTE30BaHUX ABO(GPArMEHTHHX CHUTHAIIB HE MPOTHPIYaTh BIIOMHM TEOPETUYHHMM IIOJIOKEHHSM, IO
CBIJTYMTb IIPO JOCTOBIPHICTH Ta a/IeKBATHICTb 3aIIPOIIOHOBAHUX MaTEMaTHYHUX MOJIEIICH.

KJIFOYOBI CJIOBA: matemaTiHyHa MOJETb; HEJiHII{HA 9aCTOTHA MOIYJIALIS; MAKCUMAIILHUN PiBEHb O1YHHX MEITIOCTOK.
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RESEARCH OF THE FEATURES OF DIGITAL SIGNAL FORMATION IN
SATELLITE COMMUNICATION LINES
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ABSTRACT

Context. Remote sensing of the Earth is now widely used in various fields. One of the challenges of remote sensing is the crea-
tion of inexpensive satellite systems operating in polar circular orbits. These systems require the development of a reception-
transmission system that allows tens of gigabits of video information to be transmitted to an earth receiving station within ten min-
utes. That is, there is a need to create a communication system that provides high speed data transmission from small satellites
weighing up to 50 kg.

Objective. The aim of the work is to study the features of digital signal formation in modern satellite communication lines and to
develop a communication system with a high data transfer rate (usually 300 Mbit/s), which can be applied to small Earth Observation
satellites.

Method. Proposed concept for building a high-speed data transmitter from a remote sensing earth satellite using commercially
available off-the-shelf technology. Calculations of the power flow density created at the input of the receiving earth station were
performed to find out the possible power of the on-board transmitter.

Results. A diagram of a communication system based on the DVB-S standard using the technology of commercially available
off-the-shelf products has been developed. The high-speed data transmitter is implemented on a Xilinx® Zyng Ultrascale+ ™
MPSoC FPGA microchip, which is located on an Enclustra Mercury XU8 module with a high-performance dual 16-bit AD9174
DAC. The on-board transmitter with a power of up to 2 W meets the requirements of the ITU Radio Regulations for the power flux
density on the surface of the Earth, which is created by the radiation of the space station EESS in the range 8025-8400 MHz. It is
shown that the energy reserve of the communication line of 3 dB is achieved for various commands for coding and modulation
changes with an increase in the elevation angle, which allows to increase the speed of information transmission.

Conclusions. An original receiving-transmitting system was developed for use in small satellites for remote sensing of the Earth.
It is shown that the function of adaptive modeling of ACM of the DVB-S standard allows you to automatically change the transmis-
sion parameters in real time depending on the changing conditions of the channel, providing opportunities for more flexible and ef-
fective data transmission in various conditions, which will allow to increase the volumes of information transmitted by communica-
tion session. The proposed system operates in the X-band and is built using commercially available off-the-shelf products. An an-
tenna with double circular polarization is used as the emitter. Two physical channels represent two polarization modes: right circular

polarization and left circular polarization, each of which has three frequency channels.
KEYWORDS: small satellite, low Earth orbit, remote sensing of the Earth, power flow density, X-band, DVB-S.

ABBREVIATIONS

ACM - Adaptive Coding and Modulation;

ADC - Analog-Digital Conversion;

BER - Bit Error Ratio;

CCSDS - Consultative Committee for Space Data
Systems;

COTS - Commercially available off-the-shelf;

DAC - Digital-Analog Conversion;

DC - Direct Current;

DVB-S2 - Digital Video Broadcasting — Satellite —
Second Generation;

EESS - Earth Exploration Satellite Service;

EO - Earth Observation;

IF — Intermediate Frequency;

ISARA - Integrated Solar Antenna and Reflective An-
tenna;

ITU — International Telecommunication Union;

FCC - Federal Communications Commission;

FEC - Forward Error Correction;

PFD — Power Flow Density

FFH - Fast Frequency Hopping;

FPGA - Field Programmable Gate Array
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HDT - High-speed Data Transmitter;

HSD2 — High Speed Downlink Version 2;

LEO - Low Earth Orbit;

LHCP - Left-Hand Circular Polarization;

MGA - Middle-Gain Antenna;

MIMO — Multiple Input Multiple Output;

MODCOD - changing modulation and coding;

NCO - Numerically-Controlled Oscillator;

NGSO - Non-Geostationary Orbit;

OCSD - Optical Communications and Sensor Demon-
stration;

OFDM - Orthogonal Frequency Division Multiplex-
ing;
QAM - Quadrature Amplitude Modulation;

RF-DAC - Radio Frequency Digital-Analog Con-
verter;

RHCP - Right-Hand Circular Polarization;

SCSs - Satellite Communication Systems;

SDR - Software Defined Radio;

TT&C - Telemetry, Tracking, and Control;

UHF — Ultra High Frequency.
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NOMENCLATURE
En/Ng — signal-to-noise density ratio;
C/Ng — carrier-to-noise density ratio;
M; — number of transmitting antennas;
M; — number of receiving antennas.

INTRODUCTION

The use of small satellites began in the 1980s. Such
satellites are usually used in Low Earth Orbits. Explicitly,
by the end of 2021, more than 4700 LEO satellites have
been successfully launched, accounting for nearly 86% of
the total launch volume of all types of satellites [1]. Dur-
ing these years, LEO SCSs have found a plethora of ap-
plications, including media broadcasting, backhauling,
mobile communication, and broadband Internet [1-6]. ].
In fact, LEO SCS is a supplement to ground systems in
areas where there is no coverage. There is now a conver-
gence of ground systems with LEO SCS.

Currently, Earth observation satellite is being widely
implemented [7]. In this technological process (EO), sat-
ellites are used for non-contact collection of information
about objects or phenomena on the Earth’s surface.
Thanks to EO technology, it is possible to obtain informa-
tion about changes on the Earth’s surface, study climatic
and natural phenomena, monitor the use of land plots,
detect changes in ecosystems, etc. [8-9]. EO technology
is becoming more and more important for monitoring and
managing the resources of our planet, as well as for solv-
ing various scientific, environmental and economic tasks.
Satellites send large volumes of data collected by EO
technology to Earth through communications systems.
This requires fast and reliable communication systems.
The development of advanced data transmission tech-
nologies is becoming important to ensure effective infor-
mation exchange.

Satellite communication systems for EO have specific
requirements because their tasks include transmitting and
receiving large amounts of real-time data from satellites
surveying the Earth’s surface. The main requirements for
communication systems of EO satellites include:

— wide bandwidth: the system must have a wide enough
bandwidth to transmit large volumes of data captured by
Earth imaging satellites;

— low signal delay: for additional applications, such as
navigation or natural disaster monitoring, low signal delay
is important to ensure fast information exchange;

— high bandwidth: the system must have a large band-
width to process a large flow of data in real time;

— resistance to interference: the satellite system must
be resistant to various types of interference, such as at-
mospheric phenomena, electromagnetic distortions and
other interferences;

— global coverage: the system must provide coverage
of the entire surface of the Earth in order to have the
availability of communication at any point;

— autonomy and reliability: the system must be
autonomous and reliable, able to work without human
intervention for a long time;
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— energy efficiency: the system must be energy effi-
cient, since satellites have limited energy resources;

— compatibility with communication standards: the
satellite system must be compatible with communication
standards, which ensures its integration with existing net-
works.

These requirements make it possible to ensure effec-
tive operation of EO satellite communication systems and
high-quality data collection and transmission for further
analysis and use. But there are many technical problems
when using near-Earth space. However, the biggest prob-
lem is not only the high cost of manufacturing a space-
craft, but also its development and launch into orbit.
These problems can be solved with the help of small
spacecraft. Their production is cheaper, development
takes less time and does not require a large team of spe-
cialists.

It is small satellites that have recently begun to play an
important role in the EO process. Small satellites include
spacecraft with a total mass of 100-500 kg.

In this work, the authors propose an original commu-
nication system that provides a high speed of information
transmission, and which can be used on small EO satel-
lites.

The object of study is satellite communication sys-
tem.

The subject of the study is satellite communication
system for EO.

The purpose of the work is research into the features
of digital signal formation in modern satellite communi-
cation lines and the development of a communication
system with a high data transfer rate (usually 300 Mbit/s),
which can be applied to small EO satellites.

1 PROBLEM STATEMENT

It is known that there are several main ways to in-
crease the speed of information transmission in the “satel-
lite-Earth” line [10]. Ka-band bandwidth is many times
the available bandwidth compared to X-band, so NASA is
moving to Ka-band to increase radio communication
speed.

However, the Ka-band has higher attenuation in the
atmosphere and clouds, as well as heavy attenuation dur-
ing rain. For Ka-band, there is limited availability of
COTS components such as amplifiers, filters, and mixers
compared to X-band [11-12].

Optical communication seems to be a more attractive
option for small satellites due to the presence of practi-
cally unlimited bandwidth, enormous speed, and the ab-
sence of regulations regarding the operation of lasers in
comparison with the radio spectrum, which is regulated
by the FCC and ITU [13]. However, optical communica-
tion terminals are quite expensive, costing about 1 million
dollars each. In addition, the availability of optical com-
munication strongly depends on the presence of cloud
cover.

The use of hardware or software that can be purchased
from commercial suppliers without the need for special
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development or modification can significantly reduce the
budget of a satellite project. The simultaneous use of sev-
eral communication channels of the DVB-S2 standard
[14] using COTS makes it possible to implement a high-
speed data transmitter for small EO satellites.

The purpose of the work is to study the features of
digital signal formation in modern satellite communica-
tion lines and to develop a communication system with a
high data transfer rate (usually 300 Mbit/s), which can be
applied to small EO satellites.

2 REVIEW OF THE LITERATURE

CCSDS develops standards for various aspects of
space communication and data exchange. Here are some
recommendations from the CCSDS that may be useful for
organizing satellite communications in the context of EQ:

— CCSDS Proximity-1 Space Data Link Protocol
(CCSDS 211.0-B-3). This standard defines the protocols
and services that can be used to exchange data between
satellites and ground stations. It provides basic guidelines
for the organization of communication [15].

— CCSDS Space Link Extension (CCSDS 232.2-B-1).
This standard regulates the extension of the CCSDS pro-
tocol to ensure reliable and efficient communication in
space. It can be useful for satellite systems that require
high reliability [16].

— CCSDS Advanced Orbiting Systems (CCSDS
910.0-M-1). This standard provides guidance on data
transmission, and command and control for orbiting satel-
lites. It can be useful for organizing communications and
managing satellites in EO systems [17].

— CCSDS File Delivery Protocol (CFDP) (CCSDS
727.0-B-4). This standard defines a protocol for efficient
file transfer between different spacecraft. It can be used to
transmit data collected by EO satellites to the ground sta-
tion [18].

— CCSDS Mission Operations (CCSDS 911.0-M-1).
This standard provides guidance and principles for mis-
sion operations, including mission planning, control, and
execution, which may be important for EO satellite mis-
sions [19].

These CCSDS recommendations can be used as a ba-
sis for the development of satellite EO systems, simplify-
ing the interaction between satellites and other elements
of the communication system.

The document [20] contains recommendations on the
use of the DVB-S2x standard for space systems. These
CCSDS recommendations for the specific application of
DVB-S2x for the transmission of information from the
EO satellite suggest:

— for the transmission of high-speed EO images, such
as high-resolution images, DVB-S2X can be used with
QAM modulation with redundancy. This will allow you
to achieve high data transfer rates and ensure high image
quality;

— for transmission of low-speed data, such as weather
and telemetry data, DVB-S2X can be used with amplitude
modulation with redundancy. This will make it possible to
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achieve acceptable signal quality with a limited channel
bandwidth.

It is important to note that choosing a specific applica-
tion of DVB-S2X for transmitting information from EO
satellite is a complex task that requires taking into ac-
count a number of factors, such as:

— the data transfer rate that is required for a specific
space system;

— channel bandwidth that is available for a specific
space system;

— reliability of data transmission, which is required for
a specific space system.

To ensure high data transmission reliability, it is rec-
ommended to use error control protocols such as FEC.
Technologies such as MIMO are recommended to ensure
high channel bandwidth utilization. Technologies such as
OFDM are recommended to ensure high immunity to
interference.

Conventional large satellites are equipped with a
downlink system that provides speeds of several hundred
Mbps and consumes high DC power of 100-200 W, in
some cases more. However, a small satellite can only
generate a total power of about 100 W. A high-speed
communication system requires about 40 watts for a 10-
minute communication session. This limits the use of high
data rate communication systems for small satellites.

Thus, a cost-effective approach to increasing the
downlink data volume is to increase the downlink data
rate to an earth station that has a short communication
session with the satellite — about 10 minutes.

Most CubeSat satellite communication systems oper-
ate in the UHF, S-band, and X-band [11]. Higher speed
commercial X-band radios are capable of speeds of
around 50-100 Mbps. Satellites in larger form factors
have higher X-band speeds, such as Planet’s Skysat satel-
lites with a downlink speed of 480 Mbps and Japan’s
Hodoshi 4 satellite, which demonstrated an uplink speed
of 505 Mbps.

In February 2015, the University of Tokyo published a
“record 348 Mbit/s microsatellite downlink event” in a
press release [21]. At the ISAS Sagamihara campus, the
3.8-meter ground station antenna received 348 Mbps data
from the Hodoyoshi-4 microsatellite with 16 QAM modu-
lation and successfully demodulated/decoded it without
errors. This communication rate is half that of ALOS-
2/Daichi-2, a Japanese Earth observation satellite weigh-
ing about 2 tons. This result indicates that the data trans-
mission capabilities of a small satellite are approaching
those of a large satellite.

Digital Globe’s WorldView-2 and Worldview-3 satel-
lites operate at 800 Mbps and 800/1200 Mbps respec-
tively but have a much larger form factor and weigh over
2500 kilograms [22]. The data collected by each satel-
lite’s on-board camera is processed, stored, and transmit-
ted together with basic telemetry data in the 8025-8400
MHz band (X-band) to the corresponding ground stations.
For TT&C functions, the satellites will receive command
communications over the primary uplink using the band
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2025-2110 MHz (S-band) which is permitted in the EESS
subject to the following conditions.

It is known that the available bandwidth of Ka-band is
many times higher than that of X-band. Therefore, NASA
is switching to the Ka-band to increase the speed of radio
communication. However, the Ka-band has higher at-
tenuation in the atmosphere and clouds, as well as heavy
attenuation in rain. For Ka-band devices, there is limited
availability of COTS components such as amplifiers, fil-
ters, and mixers compared to X-band.

The NASA-sponsored ISARA mission successfully
demonstrated the capability of CubeSat communication in
the Ka-band at a speed of 100 Mbit/s [23]. This technol-
ogy uses an antenna that is made in the form of a reflec-
tive grid, which is integrated into a modified “Turkey
Tail” solar cell that covers the hull of the spacecraft (al-
most zero volume is required for its placement). Such an
antenna has a high gain — 33 dBi. The mass of the ISARA
antenna is 0.5 kg and meets the requirements of a 3U
spacecraft. This system has demonstrated the ability to
transmit data downlink at 100 Mbit/s using a relatively
simple ground station with a 70 cm parabolic reflector
antenna, enabled by the spacecraft’s ability to precisely
point the antenna at the ground station. The most produc-
tive commercial Ka-band radio that was used in flight
demonstrated a data rate of only 320 Mbit/s on a 6U
CubeSat [23]. This station has the following parameters:

— DC power consumption is 20 W;

— the central frequency is 26.8 GHz;

— radio frequency output power — 27 dBm;

— built-in horn antenna with a gain of 23 dBi;

— variable data transfer rate: from 35.3 Mbps to 320.6
Mbps.

Optical communication seems to be an attractive op-
tion for small satellites due to the availability of practi-
cally unlimited bandwidth, enormous speed and the ab-
sence of laser regulations compared to the radio spectrum
regulated by the FCC and ITU [24].

In low Earth orbit, the OCSD mission addresses two
major capabilities of value to many future small space-
craft missions: high-speed optical data transmission and
small spacecraft rendezvous operations [25]. The OCSD
project develops and uses technologies consisting of a
low-power laser communication system, proximity sen-
sors and a compact power plant. The second two-satellite
OCSD mission was launched on November 12, 2017, as
part of the Cygnus (OA-8) resupply mission. Modified
with lessons learned from the first mission, the two satel-
lites entered the operational phase of the mission in April
to demonstrate the world’s first high-speed laser link be-
tween a CubeSat and a ground station. This showed the
possibility of organizing optical communication. To date,
OCSD has successfully demonstrated optical communica-
tion at 200 megabits per second using a ground-based 30
cm telescope.

The AMS Beacon payload was integrated into the Ag-
ile Microsat (AMS) 6U platform built by MIT Lincoln
Laboratory to function as a space-based point source for

high-speed adaptive optics control [26]. In addition to the
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built-in 500 mW laser, this platform is equipped with a
reflector and a photodiode with a readout frequency of 1
kHz. The system was successfully launched in May 2022
into low Earth orbit.

However, optical communication terminals are expen-
sive, the availability of optical communication strongly
depends on cloud coverage. Considering that about 70%
of the Earth’s territory is covered by clouds every day,
several terrestrial optical terminals are needed to ensure
timely data transmission. However, the process of licens-
ing the radio frequency spectrum is a difficult bureau-
cratic procedure, which may encourage the transition to
the optical spectrum.

The Planet company has achieved good results in the
development of HSD2 X-band radio communication [27].
Planet’s HSD2 is a compact, lightweight and low-power
next-generation radio that was built and deployed on a 3U
CubeSat in December 2018. This system operates in the
X-band and is built using COTS parts. It has a dual-
polarized antenna. Two physical channels represent two
polarization modes: RHCP and LHCP, and each physical
channel uses a common bandwidth of 300 MHz. Within
each physical channel are three logical channels located
between 100 MHz frequency centers. The DVB-S2 com-
mercial digital television broadcasting standard is used for
modulation and coding. The ACM scheme is used to dy-
namically change the modulation and coding for each
channel separately based on the available channel set
[28].

Currently, the main systems operating high-speed
“satellite-Earth” channels are EO systems and satellites-
aggregators of information flows from third-party small
satellites. The transmission of high-resolution photo-
graphs, as well as the ability to receive information by a
limited number of ground stations, lead to requests to
increase the speed of the space-to-ground channel by
more than 1 Gbps in the X- or Ka-band. Currently, the
speed of information transmission over X-band radio lines
is 300 Mbit/s. The speed of data transmission while main-
taining the necessary probability of an error per bit can be
increased by increasing the energy of the radio line or by
building the receiving and transmitting equipment with
better characteristics, which include the quality factor of
the receiving system, which depends on the noise tem-
perature, the gain of the antenna, losses that related to
antenna guidance, distribution in the antenna-feeder path,
signal processing in the modem. According to the rec-
ommendation [29], the following modulation methods are
proposed in the X-band: phase modulation without
GMSK phase break with the break-in filter parameter o =
0.25; four-position OQPSK phase modulation with quad-
rature shift; modulation using 4D-8PSK-TCM convolu-
tional code. Due to the spectral efficiency of no more than
2 bits/(s:Hz) in the selected frequency band (X-band),
OQPSK modulation does not reach 1 Gbps even without
interference-free coding. Due to the spectral efficiency of
no more than 2 bits/(s-Hz) in the selected frequency band
(X-band), OQPSK modulation does not reach 1 Gbps
even without interference-free coding.
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In addition to phase modulations, it is possible to use
amplitude-phase methods, such as the DVB-S2 standard
[29], which make it possible to achieve a spectral effi-
ciency of up to 4.45 bits/(c-Hz) and a ratio of E,/Ng for
BER = from 10™' to 15.90dB.

To achieve a bit rate of R = 2000 Mbit/s with a band-
width of no more than 375 MHz in the X-band, the spec-
tral efficiency of the used signal code scheme is at least
5.33 bit/s-Hz in relation to the final bandwidth of the ra-
dio signal. Modulation types widely used in advanced
foreign samples do not meet these requirements, and
higher-order modulations, such as 64QAM or 64APSK,
are unacceptable due to a significant range of variations in
the amplitude of the complex envelope. Therefore, it is
necessary to switch to the Ka-band due to the much
greater availability of this frequency range.

An increase in the speed of information transmission
is possible due to adaptive modems, in which the speed of
information transmission is adaptively increased when the
communication range is reduced during the flight of the
satellite. When the spacecraft moves from the edge of the
horizon to the zenith, the communication range can
change from the maximum value d to the value of the
height of the orbit H at the zenith, which will lead to an
increase in the energy potential due to a decrease in signal
losses during its propagation and a decrease in the noise
temperature of the receiving system. This feature can be
used to increase the speed of information transfer.

Ensuring high data transfer rates can be realized due to
the redistribution of the spectrum considering the capa-
bilities of SDR technology, which involves replacing
some of the analog components, such as mixers, filters,
amplifiers, detectors, with digital processing. With the
help of this technology, the received useful signal is fed
directly to the ADC or a pre-amplifier located before the
ADC. To implement systems based on SDR technology,
it is possible to use PLD technology, which allows creat-
ing systems on a crystal with many complex digital
blocks. The data transmission speed of SDR systems is
determined by the capabilities of analog-to-digital and
digital-to-analog conversion schemes, as well as the speed
of operation of digital units.

For the development and manufacture of faster de-
vices, it is possible to use foreign manufacturers of micro-
circuits, such as UMC, TSMC or IHP. TSMC provides
the ability to manufacture chips with design standards
down to 40nm, a transistor cutoff frequency of ~ 400GHz,
UMC up to 65nm, and a transistor cutoff frequency of =
360GHz. Designing mixed-signal circuits (ADC/DAC)
using these technologies is a challenge, as process stan-
dards fall below 100 nm, transistors have very low intrin-
sic gain, which can lead to low effective ADC/DAC bi-
trates.

Bandwidth and quality of information transmission
can be increased in the case of using MIMO technology,
which includes the presence of a certain number of M,
and M,. The high-speed data stream is divided into Mt
independent sequences at a rate of 1/M;, which are then
transmitted simultaneously from several antennas, respec-
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tively, using only 1/M; of their primary frequency band.
The data flow converter at the transmitting end of the
communication line converts a serial flow into a parallel
one and performs the reverse conversion at the receiving
end [30]. Implementation of spatio-temporal distribution
of signals in MIMO systems allows to increase the band-
width of communication lines due to the formation of
physically different channels. The application of MIMO
technology in terrestrial wireless communication systems
makes it the most promising for the creation of new high-
speed wireless systems. Therefore, the question arises of
choosing the type of MIMO technology that can be most
rationally used in satellite communication systems that
differ from terrestrial systems in terms of coverage area,
communication channel topology, propagation delay, and
the level of interference in the communication channel.
Based on the features of satellite communication, the
most promising options for using MIMO systems can be:

— single user transmission scheme using one or two
satellites;

— multi-user transmission scheme using one satellite.

The space limitation in a single-satellite system can be
negligible when using multiple satellites in single-user
communication systems, the so-called orbital diversity.
The main disadvantages of orbital separation are the inef-
ficient use of the satellite bandwidth for transmitting the
same signal, as well as the need to synchronize transmis-
sions from two independent satellites [30].

3 MATERIALS AND METHODS

In the course of the work, an X-band HDT was devel-
oped. The transmitter is designed to transmit data from
the EO systems to the ground receiving station. The pro-
posed transmitter scheme is based on the industry stan-
dard DVB-S2 modulation scheme. However, to reduce
costs in this scheme, COTS modulators and demodulators
are used. The structural diagram of the HDT is shown in
Fig. 1.

The main features of the developed HDT are as fol-
lows:

1. The use of a high-speed DAC allows you to imple-
ment the entire path of high-frequency modulation in the
digital domain. The analog modulation tract is tradition-
ally implemented with discrete components and is diffi-
cult to optimize.

2. Parallel use of several DVB-S2 modulators, the
outputs of which are divided by frequency and polariza-
tion within the permissible bandwidth using RF-DAC.
This allows the use of inexpensive COTS demodulators at
ground stations. A demodulator for a high data rate Earth
observation mission is a very expensive component. In
the case of using the 6-channel version, the price of de-
modulators becomes very high. Whereas standard DVB-
S2 COTS demodulators are available at low cost.

3. Using DVB-S2 as a modulation scheme. In the pro-
posed scheme, DVB-S2 was designed in such a way to
use any excess of the communication channel by increas-
ing the data throughput. The ability to change the code
rate and modulation scheme in real time when the quality
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of communication changes allows the DVB-S2 channel to
maximize data throughput.

Two physical communication channels implement two
polarization modes: RHCP and LHCP, and each physical
channel uses a common bandwidth of 300 MHz. Inside
each physical channel there are three logical channels,
located at 100 MHz from each other between frequency
centers. The symbol frequency of a separate channel is
76.8 Msec/s.

Each physical channel has an output RF power of 1 W
and is connected to an antenna with a gain of 15 dBi.

Field Programmable Gate Array (FPGA) is widely
used in satellite communication [31]. In the developed
HDT, an FPGA (Enclustra Mercury XU8) multiplexes the
input data into six DVB-S2 cores that modulate and pro-
vide FEC. Data packets are encapsulated into DVB-S2
baseband frames with a data transfer rate of 76.8 Msec/s,
shifted in frequency, combined into two physical chan-
nels, and converted to an analog baseband signal using a
high-speed DAC. Two independent superheterodyne
transmitters are used to convert baseband signals to X-
band signals.

The input data is encoded through several DVB-S2
modulators/encoders. Parallel channels fed to RF-DAC
(via high-speed digital interface). RF-DAC mixes differ-
ent channels to different intermediate frequency (using
fully digital control and mixers). Channels are added and
fed to two high-speed DACs. The DAC typically outputs
the modulated and combined channels at the S-band IF.
All the processing done by the RF-DAC (other than the
actual DAC output) is done digitally. The IF signals are
converted to X-band and amplified by two power amplifi-
ers. The two outputs of the amplifier can be used to for-
ward the signal to the antenna(s) with left and right circu-
lar polarization. The earth station receives the radio fre-
quency signal, separates the two polarizations, and trans-
mits the result to the DVB-S2 demodulators, which de-
modulate the incoming data streams. Data streams are
combined to create an output data stream.

During the entire pass, DVB-S2 modulators receive a
MODCOD command to ensure the maximum bandwidth
of the data channel within the given communication field.

Let’s consider in detail the functional architecture of
HDT. Fig. 2 shows the physical blocks (PCBs / modules),
as well as the interfaces of the external and internal con-
nectors of the HDT scheme.

The power board basically contains the DC-to-DC
converter that is required to operate the HDT from the
28V bus. The regulator provides galvanic isolation and
provides a fixed 12 V (or 15 V) output from which all
internal voltages come. The Power Board also serves as a
plinth for the digital board that provides the standard
Cubesat form factor. The interface between the two
boards is carried out through a standard PC104 connector.

The digital board contains an FPGA module (Enclus-
tra Mercury XU8) and two RF-DACs. The digital card
also contains high-speed data transfer interfaces in the
form of two GTX links. By default, this interface type

uses two SMP connectors per channel. An Enclustra Mer-
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cury XU8 digital board and two RF-DACs are connected
via the JESD204b interface. Both FPGAs and RF-DACs
require an external heatsink to dissipate heat.

The HDT is implemented on the Xilinx® Zynq Ul-
traScale+™ MPSoC FPGA, which is a high-performance
system-on-chip device developed by Xilinx. This device
combines a programmable logic matrix and ARM Cortex-
A53 and Cortex-R5 processor cores, as well as several
built-in functions and interfaces. The FPGA is located on
the Enclustra Mercury XU8 module (Fig. 3). This is done
to save time, cost, and design complexity, as it means that
the auxiliary circuitry (SDRAM, flash memory, power
supplies, etc.) requires no design effort. The main role of
the FPGA is to package the input data stream of the GTx
interface into DVB-S2 frames, which are converted into |
and Q channels. The values of | and Q are then transmit-
ted to the RF-DAC via the JESD204B interface.

The digital board contains an FPGA module (Enclus-
tra Mercury XU5), as well as an RFDAC and an upcon-
verter of the RFDAC output to S-band. This is done for
this board to contain everything needed for use in a
CubeSat (that is, it meets the needs of CubeCom). The
board form factor is the standard CubeSat form factor.
The board contains all the local regulators to allow it to
operate from the voltage normally present in the Cubesat
(as well as the intermediate voltage provided by the
Power Board). The digital board also contains high-speed
data transfer interfaces in the form of two GTX channels.
By default, two SMP connectors per communication
channel are used for this type of interface. The digital
board has a heatsink that will cover its top and bottom
parts. Both FPGAs and RFDACSs need some way to dissi-
pate heat. The transmitter is controlled via the CAN inter-
face.

Consider a digital-to-analog converter. The HDT cir-
cuit uses a low-power AD9174 multi-channel dual DAC,
which reduces power consumption in high-bandwidth and
multi-channel applications while maintaining the required
performance. The AD9174 is known to be a high-
performance dual 16-bit DAC that supports DAC sam-
pling rates up to 12.6 GSPS (Fig. 4). This device features
an 8-lane 15.4Gbps JESD204B data input port, a high-
performance on-chip DAC, and digital signal processing
capabilities designed for single-band and multi-band di-
rect-to-RF wireless applications.

The AD9174 has three integrated data input channels
per RF DAC data channel. Each input channel is fully
bypassed. Each data input channel (or channelizer) con-
tains a configurable gain stage, an interpolation filter, and
a numerically controlled channel oscillator for flexible
multi-band frequency planning. The AD9174 supports
input data rates up to 3.08 GSPS complex (in-
phase/quadrans (1/Q)) or up to 6.16 GSPS non-complex
(real) and can distribute multiple complex input data
streams to dedicated channels for individual processing.
Each group of three channelizers is summed into a corre-
sponding main data path for additional processing when
needed. Each main data channel contains an interpolation
filter and one 48-bit main NCO before the RF DAC core.
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Figure 3 — Block diagram of the Enclustra Mercury XU8 module
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for the nominal height of the orbit of 200 km, with a
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With a modulator switch, the main data path outputs
can be routed to DACO alone for single DAC operation,
or to both DACO and DAC1 for dual IF DAC operation.

The AD9174 also supports Ultra High Data Rate
modes, which bypass the channel switch and primary data
paths to provide maximum data rates of up to 6.16 GSPS
as a single 16-bit DAC, up to 3.08 GSPS as a dual 16-bit
DAC. Additionally, the main NCO blocks in the AD9174
contain a bank of 31 32-bit NCOs, each with an inde-
pendent phase accumulator. Combined with an 80MHz
serial peripheral interface for NCO programming, this
bank provides phase coherent fast FFH for applications
where NCO frequencies are continuously adjustable dur-
ing operation.

Consider a power amplifier. Two separate PA mod-
ules are used to operate the LHCP and RHCP antennas.
They consist of an S-band to X-band up-converter and a
power amplifier. There are two more separate PAs. They
are placed separately and have good thermal contact with
the chassis/body. PA modules connect to the digital board
via radio frequency communication (using the SMP con-
nector) and the power and control channel (using the Om-
netics connector). This is the internal interface. Note that
it may be necessary to add additional filters in the RF
lines to ensure compliance with ITU standards. Power
amplifier modules have a radio frequency output (in the
form of an SMA connector). PA modules are connected to
the digital board through a radio frequency channel and a
power and control channel.

4 EXPERIMENTS

As part of this study, experiments were carried out
with a high-speed downlink with 16 QAM: 100 Mbit/s for
237 Mbit/s (ACM13) and 348 Mbit/s (ACM17). During
the experiment, an MGA antenna (horn antenna with an
average gain of 13.5 dBi, a beam width of 20°) was used
to ensure communication. The performance of the pro-
posed system was shown.

In the course of this work, experiments were carried
out with the transmission of high-speed data on the
downlink, when the satellite passed at an elevation angle
of >70° in the Earth orientation mode. In this state, the
earth station was within half the beam width of the on-
board antenna. The transmitter retransmitted fixed known
data (PN code). The received signals were demodulated
and decoded by a software receiver. The calculated C/N,
ratio obtained based on the adopted IF spectrum was
about 9.6 dB/Hz at the ground antenna elevation angle of
84.5° and the tilt range of 622 km. The measured bit error
rate was 1.2 10~° without error correction. After the turbo
decoding process, the measured bit error rate was less
than 1.7 10°°,

The dependence of the power flux density at the input
of the receiving antenna of the earth station, depending on
the angle of the satellite at the receiving point, was inves-
tigated. A comparison of the calculated PFD for the pro-
posed communication system and the recommended PFD
according to the ITU Radio Regulations was made. Cal-
culations were carried out in the Excel program, consider-
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ing the typical values of the parameters of the satellite-
Earth radio link.

5 RESULTS

In Fig. 5 shows the dependence of the maximum PFD
in the 4 kHz band near the Earth’s surface depending on
the satellite’s elevation angle for a nominal orbit height of
400 km, with a transmitter power of 1 W. The blue curve
shows the estimated PFD for the developed EO satellite
communication system. The red curve corresponds to the
recommendations of the ITU Radio Regulations.

In Fig. 6 shows the dependence of the maximum PFD
in the 4 kHz band near the Earth’s surface depending on
the satellite’s elevation angle for a nominal orbit height of
400 km, with a transmitter power of 2 W.

In Fig. 7 shows the dependence of the maximum PFD
in the 4 kHz band near the Earth’s surface depending on
the satellite’s elevation angle for a nominal orbit height of
200 km, with a transmitter power of 2 W.

6 DISCUSSION

It is known that the ITU Radio Regulations impose a
limit on the power flux density on the surface of the Earth
for a signal coming from a satellite.

On the other hand, satellite communication systems
must ensure very high reliability of reception of transmit-
ted messages. Therefore, the use of multi-level modula-
tion signals ensures high reliability of reception. In addi-
tion, reliability can be ensured by increasing the level of
the signal arriving at the receiver input, that is, due to the
use of sufficiently powerful transmitters, as well as due to
receiving and transmitting antennas with a high gain, or
due to the use of complex FEC coding.

It should be noted that section 25.208 of the Commis-
sion’s regulations does not contain limits on the power
flux density on the Earth’s surface, which is generated by
the radiation of NGSO EESS space stations operating in
the 8025-8400 MHz range.

However, Table 21-4 of the ITU Radio Regulations
states that for Earth Exploration Satellite Service (Space-
Earth) and Space Exploration Service (Space-Earth) PFDs
on the surface of the Earth generated by EESS space sta-
tion emissions in the range 8025-8400 MHz , should not
exceed the following values:

e 150 dB (W/m?) in any range of 4 kHz for angles of
incidence from 0 to 5 degrees above the horizontal plane;

e — 150 + 0.5 (d°) dB (W/m?) in any range of 4 kHz
for angles of incidence d (in degrees) from 5 to 25 de-
grees above the horizontal plane;

e — 140 dB (W/m?) in any 4 kHz range for incidence
angles from 25 to 90 degrees above the horizontal plane.

These PFD limitations can be compared with the cal-
culated PFD that can be obtained considering the standard
conditions of electromagnetic wave propagation in free
space, considering the typical losses in the transmission
path (filters, power cables, splitters) of the proposed
HDT.

From Fig. 5 — 7 the PFD on the surface of the Earth,
which is generated by the X-band transmitter, in all
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modes of operation and at satellite altitudes of 200 and
400 km corresponds to the PFD limits of the ITU Radio
Regulations for all angles of arrival at a transmitter power
ofupto2 W.

CONCLUSIONS

The paper considers the concept of building a high-
speed data transmitter using COTS technology and
implements a communication system scheme based on the
DVB-S standard using COTS. The analysis of the main
features of the digital signal formation in the DVB-S
standard and the improved DVB-S2X standard was
carried out. It was established that even with the use of
the DVB-S2X standard, it is impossible to fully reach the
Shannon limit.

HDT is implemented on a Xilinx® Zynq Ultras-
cale+™ MPSoC FPGA, which sits on an Enclustra Mer-
cury XU8 module with a high-performance dual 16-bit
AD9174 DAC. It is shown that the function of adaptive
modeling of ACM of the DVB-S standard proposed for
the communication system allows automatic changes of
transmission parameters in real time depending on the
changing conditions of the channel. This provides an
opportunity for more flexible and effective data
transmission in various conditions, which allows to
increase the amount of information transmitted during a
communication session.

Performed calculations of the power flow density at
the receiving location on Earth to find out the possible
power of the on-board transmitter. An on-board
transmitter of up to 2 W has been shown to meet the
requirements of the ITU Radio Regulations for PFDs on
the Earth’s surface generated by EESS space station
radiation in the 8025-8400 MHz range.

The scientific novelty of the obtained results lies in
the fact that for the first time a scheme of a
communication system based on the DVB-S standard
using COTS, which can be applied to small EO satellites,
is proposed.

The practical significance of the obtained results lies
in the fact that an original scheme for building a high-
speed data transmitter using COTS technology for small
EO satellites has been developed. Formulated recommen-
dations for improving the operation of the satellite com-
munication system. It is shown that the use of the ACM
adaptive modeling function of the DVB-S standard allows
you to automatically change the transmission parameters
in real time depending on the changing conditions of the
channel. The obtained results can be applied in the con-
struction of small EO satellites.

Prospects for further research are the study of
OCSD systems for EO needs
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JOCJALIXKEHHS OCOBJIMBOCTEN ®OPMYBAHHS IIU®POBOIO CUTHAJIY B CYITY THUKOBHX JITHIAX
3B’ A3KY

Marpo B. U. — xann. ¢i3.-mMar. Hayk, goneHt, npodecop kadenpu Oesnexu iHpopmarii Ta TerekomyHikarii HanionaasHoro te-
XHIYHOTO yHIBepCHTETY «JIHINpoBChKa moiTexHikay, JIainpo, Ykpaina.

Mangino O. I'. — cryzent kadenpu Gesmexu iHpopmauii Ta TesekoMmyHikarii HanioHaJbHOrO TEXHIYHOTO YHIBEPCHTETY
«JIHinmpoBChKa moJiTexHika», JlHinpo, Ykpaina.

AHOTAIIIA

AxTyanbHicTh. J[cTaHIiiiHe 30HyBaHH 3eMIli HUHI 3HaXOJUTh IIMPOKE 3aCTOCYBAaHHA B Pi3HHX ranyssx. OHiero i3 mpobiiem
JMCTaHI[IHOTO 30HYBaHHS € CTBOPEHHS HEJOPOTHX CYIyTHUKOBHX CHCTEM, IO MPALIOIOTh HA MOJISAPHUX KPYroBux opbirax. ani
CHCTEMH HOTPeOYIOTh PO3pOOKH MPUHOMO-TIepeIaBalbHOI CHCTEMH, L0 JI03BOJISIE TIEpeAaBaTu ACCATKU rirabit Bigeoindopmaii Ha
3eMHY NpUIMaNbHy CTaHIIIO MPOTATOM AecsATKa XBHIHH. ToOTO icHy€e OTpeda y CTBOPEHHI CHCTEMH 3B 513Ky IO 3a0e3Meuye BHCOKY
MIBUIKICTH NIepeiadi JaHUX 3 MaIX CYITyTHHUKIB, Baroro 10 50 kr.

Meta. MeToro poOOTH € HOCHiIKEHHS 0COOMMBOCTEH ()OpMYBaHHS HU(POBOTO CHUTHAIY B CyYacHHX CYITyTHUKOBHUX JIHISX
3B’513Ky Ta po3po0Ka CHCTEMH 3B’3Ky 3 BUCOKOIO IIBHAKICTIO mepeadi ganux (3azsuvait 300 Moit/c), sika Moxe OyTH 3aCTOCOBaHa
JI0 MAJIUX CYIyTHUKIB JUCTaHI[IHHOTO 30H/TyBaHHS 3eMIIi.

MeToa. 3anponoHOBaHa KOHIEILIS T00YJOBH BUCOKOIIBUIKICHOTO IIepeaBaya JJaHuX i3 CyIMyTHHKA JUCTAHLIHHOTO 30HIyBaH-
HS1 3eMJTi i3 BUKOPUCTAHHIM TEXHOJIOTIT KOMEpLiifHO roToBHX a00 KOMEPIIHO JOCTYHUX TOTOBUX MPOAYKTIB. BukoHaHi po3paxyH-
KU LIIJIBHOCTI MOTOKY IOTYXHOCTI JUIS 3’ SICyBaHHS MOXJIMBOI HOTY>HOCTI OOPTOBOro nepeiaBaya. BHKOHaHI pO3paxyHKH OIOJDKETY
paziomniHii cymyTHUK-3eMJIs i3 3aCTOCYBAaHHAM Iepe0aYeHIX PEKUMIB KOMaH Ha 3MiHU KOAYBaHHS Ta MOIYJIALII.

PesyabTaTn. Po3pobiena cxema cucteMy 3B’ 3Ky Ha OCHOBI cTaHmapTy DVB-S 3 BUKOpHCTaHHSIM TEXHOJOTIi KOMEpLiitHO TOTO-
BHUX IPOAYKTIiB. BucoKkomBHAKICHUI nepeaBay naHux peanizoBano Ha FPGA Xilinx® Zynq Ultrascale+ ™ MPSoC, sikuii po3rario-
Banuii Ha MoxyJi Enclustra Mercury XU8 3 BucokonpoaykTuBHUM nonBiiiHuit 16-po3psaaim DAC AD9174. Boprosuii nepenaBad
HOTYXHicTIO 10 2 BT 3agoBosibHse BUMoraM PernamenTy panio3s’si3ky |TU no miiabHOCTI MOTOKY HMOTY)KHOCTI Ha IOBEPXHI 3eMili,
SIKHI CTBOPIOETHCSI BUITPOMIHIOBaHHAM KocMiyHoi craniii EESS y nianazoni 8025-8400 MI'. ITokasaHo, 110 eHepreTHYHHMI 3amac
ninii 38’513Ky B 3 1B mocsraeTbest [Uisl pisHUX KOMaH Ha 3MiHM KOAYBaHHs Ta MOLYJIALIT npu 301IbLUICHHI KyTa MicCIls, IO J03BOJISIE
30iIbIIyBaTH MIBUAKOCTI Mepenadi iHpopmarii.

BucHoBku. Po3po0iieHa opuriHaibHa MpUHOMO-NIepeiaBaibHa CUCTEMa IS 3aCTOCYBaHHS B MAJIX CYNYTHHKAX JUCTAHLIHHOTO
30H1yBaHHS 3emii. [lokazano, mo came Qynkuis agantuBHOro MonemtoBaHas ACM crannapty DVB-S no3Bosnsie aBTOMaTHaHO 3Mi-
HIOBATH [TapaMeTpH Iepesiadi B pealbHOMY 4aci B 3aJIe)KHOCTI BiJ] 3MiHIOBAHMX YMOB KaHATy, HAAal09X MOXIIMBOCTI OUTBII IHYYKOI 1
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e(eKTHBHOI Tepeadi JaHuX y PI3HUX YMOBaXx, IO JO3BOJIUTH 30UIBIIUTH 00’ eMH iH(pOpMaii, SIKi IIepefaroThCs 3a CEaHC 3B S3KY.
3ampornoHoBaHa cucTeMa mpariroe B X-miana3oHi i modymoBana 3 Bukopuctanusm faetaneid COTS. ¥V KkocTi BUNPOMiHIOBAaYiB BUKO-
PHCTOBYIOTHCS aHTEHAaMH C ABIHOIO mosipu3aniero. JIBa (i3nuHi KaHaIH IPECTABISIOTh Ba PEXKUMH MOJSPH3ALIii: IIPaBy KPYroBy
HOJISIPU3ALIIO 1 J1iBYy KPyroBy HOJIIPU3ALIit0, KOXKHA 3 SIKUX MA€ TPH YaCTOTHI KaHANH.

KJUIFOYOBI CJIOBA: manuii cynyTHUK, HU3bKa 3eMHa OpOiTa, AUCTaHIiitHe 30HAyBaHHs 3eMIli, TYCTHHA MTOTOKY MOTYXHOCTI,
X-mianazon, DVB-S.
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ABSTRACT

Context. One of the scientific hypotheses for the creation of nonreciprocal optical metasurfaces is based on the use of a wave
channel in which rays of the direct and reverse diffraction scenarios are realized on two-periodic flat structures with nonlinear ele-
ments. Such processes in the nanometer wavelength range of electronic devices require precise calculations of the interaction of
waves and microstructures of devices. It is also important to describe the behavior of antenna devices in mobile communications.
Expanding the wavelength range of stable communication is achieved by using prefractal structures in antenna devices in combina-
tion with periodic structuring. Similar modeling problems arise when electromagnetic waves penetrate materials with a crystalline
structure (radio transparency).

Obijective. To test this hypothesis, it is necessary to carry out mathematical modeling of the process of scattering of electromag-
netic waves by metasurfaces under conditions of excitation of several diffraction orders. It is known that among two-periodic flat
lattices of different structures there are five types that fill the plane. These are the Bravais grilles. The problem of scattering of an
incident monochromatic TE polarized wave on a metal screen with recesses in two-periodic structures filled with silicon was consid-
ered.

Method. The paper builds mathematical models for the study of spatial-amplitude spectra of metasurfaces on Brave lattices and
gives some results of their numerical study. The condition for determining the diffraction orders propagating over the grating is pro-
posed. Scattered field amplitudes are from the solution of the boundary value problem for the Helmholtz equation in the COMSOL
Multiphysics 5.4 package. Similar problem formulations are possible when studying the penetration of an electromagnetic field into a
crystalline substance.

Results. Obtained relations for diffraction orders of electromagnetic waves scattered by a diffraction grating. The existence of
wavelengths incident on a two-periodic lattice for which there is no reflected wave is shown for different shapes (rectangular, square,
hexagonal) of periodic elements in the center of which a depression filled with silicon was made. Distributions of reflection coeffi-
cients for different geometric sizes of colored elements and recesses are given. The characteristics of the electric field at resonant
modes in the form of modulus isolines show the nature of the interaction of the field over the periodic lattice and the scatterers-
depressions. At the resonant wavelengths of the incident waves, standing waves appear in the scatterers.

Conclusions. A mathematical model of the set of diffraction orders propagating from a square and hexagonal lattice into half-
space is proposed z > 0. It has been shown that flat periodic lattice with square or hexagonal periodicity elements and resonant scat-
terers in the form of cylindrical recesses filled with silicon can produce a non-mirrored scattered field in metal. The response of the
lattices to changes in the wavelength of the incident field by the structure of diffraction orders of the scattered field and high sensitiv-
ity to the rotation of the incident plane were revealed. The two-periodic lattices have prospects for creating anti-reflective surfaces of
various devices. Two-periodic lattices have prospects for creating anti-reflective surfaces for various devices, laser or sensor elec-
tronic devices, antennas in mobile communication elements, and radio transparency elements. They have more advanced manufactur-
ing technologies in relation to spatial crystal structures.

KEYWORDS: Maxwell’s equation, periodic lattice elements, diffraction, diffraction orders, non-reciprocity of diffraction spots,
numerical tracking methods, resonant metasurface, non-specular reflection.

. NOMENCLATURE U(x,y,z) is a total field amplitude;
EMW is a electro-magnetic wave; . .
S 1S @ modes (harmonics);

E(x,y,2,t) isa vectors of electrical intensity field; . .
(xy.2,8) y Iy, is a constant spreading for modes Sy, ;

ﬁ(x, y,z,t) is a vectors of magnetically intensity 0 is an EMF incidence angle:

field; . _ o _ @ is an azimuthal angle of the plane of the wave vec-
p(x,y,z,t) is a density of distribution of electric /. ¢ the incident wave:
charges; o is an angle between the coordinate axes;
g, IS an absolute electrical permeability of the me- A is a wavelength;
dium; 01,0, are lattice parameters;
gg IS an electric constant (or vacuum permittivity); ag,hy are the radius of the cylinder;
L, is an absolute magnetic permeability of the me- h, is a parameters of a cylindrical diffuser.
dium;
Ko is a magnetic constant (or vacuum permeability); INTRODUCTION

In cases where the characteristic dimensions of the ob-
stacles to light propagation are proportional to the wave-
length, adequate models of light diffraction on them are
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based on the Maxwell’s system of equations. Problems
based on them are solved using the following numerical
methods:

— finite and boundary element method for integral
equations;

— modal methods for differential and integral equa-
tions;

— difference methods for systems of differential and
integral equations;

— a method for solving problems on eigenvalues and
eigenfunctions for differential and integral operators,
which implements the projection method on the basis of
the eigenfunctions of the problem operator.

Modal methods have a significant drawback - an in-
crease in numerical complexity with an increase in the
number of modes. The time-domain unfolding along or-
thogonal modes in the time domain for transversely in-
homogeneous structures remains problematic.

The object of study is the diffraction of electromag-
netic waves on biperiodic lattices with recesses.

The subject of study is the subject of the study is the
conditions on diffraction orders scattered above the lattice
and their amplitudes.

The purpose of the work is to separate the wave-
lengths of the incident field at which there is no reflected
beam for different forms of periodic elements with a de-
pression on a biperiodic lattice.

1 PROBLEM STATEMENT
To study the optical properties of complex periodic
structures, it is necessary to overcome the limit of nu-
merical complexity. This is possible when using numeri-
cal methods. Variation methods (for example, the
Galerkin’s method) applied to the Helmholtz equation
with respect to the spatial amplitudes of the full field in-
clude the choice of the sampling scheme, construction and
minimization. The obtained relations are transformed into
a system of linear algebraic equations to which discrete
analogues of boundary conditions are added.
Maxwell’s equations for the electromagnetic field in a
conducting medium are as follows:

£q %EJr oE =rotH,

—1,, — = rotE,
divE =2

80.
divH =0.

The system can be used to obtain wave equations for elec-
tric and magnetic tension vectors of field in the space-
time representation or frequency range. Thus, for the vec-

tor E(x,y,z,t) =U(x, y,2)e'®", the amplitude of the total
field U(x,y,z) in the frequency domain is obtained from
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the solution of the following boundary value problem for
the system of equations in a three-dimensional periodic
element over the plane of the structure.

rot {i rotU} - kg (ar —I—GJU =0.
Hr Weg

Substituting the expansion of the field amplitude vec-
tor components along the basis from piecewise linear
functions into the upper equation, we obtain residual for
minimization together with additional boundary condi-
tions on the perfectly conducting basis of the plane struc-
ture by projecting it onto the basic elements. We calculate
the necessary characteristics of the scattered field above
the lattice (for example, reflection coefficients of diffrac-
tion modes, intensity of scattered rays (modes), etc.) from
the found field parameters.

Let us consider some rectangular and square periodic
lattices with scatterers of different depth located in their
centers, and forms in the plane, a fragment of which is
shown in Fig. 1.

c
Figure 1 — Rectangular and square (1, =1, ) lattice: a — spatial

position; b — in-plane configuration of the lattice; ¢ — angular
characteristics of the falling field

The lattice formed by the periodic translation of the
parallelogram (l; =1,) are also of practical interest
(Fig. 2).

Hexagonal lattices are widely used in antenna tech-
nology. For example, the structure of graphene is a peri-
odic combination of hexagonal elements (Fig. 3).
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Figure 2 — Lattices made of parallelograms and rhombuses: a —
spatial position; b — in-plane configuration of the grating

Fig. 3 shows the hexagonal elements and their associ-
ated three sets of rhombuses-shaped elements that fill the
unbounded lattice plane and the required coordinate sys-
tems (xoy — the original coordinate system associated
with hexagons, x'oy’ —a coordinate system rotated by an
angle o, s,0s,— an oblique coordinate system associated
with associates rhombuses, for example, type I).

Transmissive and reflective diffraction gratings are
used to spatially separate electromagnetic waves (EMW)
into a spectrum. We focus on the study of some of its re-
gularities and methods of controlling the characteristics
for two-periodic grilles-screens in the xoy plane. It is
assumed that in the centers of the periodic elements there
are depressions — scatterers of various shapes. For the
study, we choose the first square grille (Fig. 1) with scat-
terers in the form of cylindrical recesses with radius &

and depth by (Fig. 3b, c) that can be filled with different
materials.
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Figure 3 — The structure of grapheme: a — hexagonal lattice of
graphene, carbon layer in a honeycomb packing, lattice of regu-
lar (l; =1, ) hexagons; b — spatial position of the hexagonal
lattice with cylindrical diffusers; ¢ — a fragment of the lattice in
the plane and possible rhombuses to fill it

2 REVIEW OF THE LITERATURE

The possibilities of using metamaterials in acoustics,
optics and radiophysics are related to the results of re-
search in the theory of electromagnetic wave diffraction
on biperiodic flat structures. The characteristic size of the
geometric periodicity is of the same order as the wave-
length of the incident field. The parameters of dielectric
and magnetic permeability also have corresponding peri-
odic changes. Such structures have an advantage over
spacious three-period structures in terms of their afforda-
bility. Flat biperiodic lattices in the radio and optical wa-
velength ranges allow obtaining zones of non-reciprocity
(absence of reflected rays) in scattered or (deviations in
the law of ray direction) penetrating rays (orders) of elec-
tromagnetic or sound waves that are not typical for natu-
ral materials. The similarity of the mechanisms of nonre-
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ciprocal reflection and penetration into the material stimu-
lated the development of their mathematical modeling
based on Maxwell’s equations. Among them, we note the
tasks of studying the practical application of photonic
crystals [1-3]. The study of the nonreciprocal scattering
and the peculiarities of metamaterials in the form of bipe-
riodic lattices with various shapes (Brave lattices) of a
periodic element was performed in [4-7]. The presence of
a scattered field without reflected rays is noted for some
frequencies of the incident field. Numerical methods are
used to study this phenomenon numerically [8-10]. A
numerical study of the non-reciprocity phenomenon al-
lows us to obtain detailed information about the polariza-
tion features of the scattered field and the diffraction or-
ders of the rays in it.

3 MATERIALS AND METHODS
The scatterers can be located on two families of paral-
lel lines with periods I, and I,. In the lattices plane, we

introduce two coordinate systems — a rectangular one with
the basis orths ey, e, , and an oblique one sos, with the

basis orths e;,e, . The position of the centers of the ele-
ments-scattering is determined by the radius-vector

Pvy, =Viher +Volpe; .

Then the component of the wave vector incident field

k! in the grille plane is
T = 0 5 5
k =klel+k262, k =kxex+kyey.

The complete system of solutions of the scalar Helm-
holtz equation, in accordance with the requirements of
Bloch’s theorem (known as Floquet’s theorem in one-
dimensional problems), in the domain z >0 (over a peri-
odic lattice) can be represented as [9-10].

o TEy 2nm 27N
if(k'S)—= "5~ 5]
S =€" ™%e T

Considering the obliquity (0< a < n/2) of the coordi-

nate system s0s, (Fig. 2) and its connection with the
rectangular coordinate system xoy , where o =a.,

) (1 0 &) (&
g_com sina Q_ Q’
3o o ])-e()
s) |0 — |\y y)
sino.
then B=A"1 we will get
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2nm 27N
vty —)y
/1tgae £, sina

ik, —2"My ik
21

I e

Sy =€/ me
For each mode (harmonic) S,,,, the propagation con-
stant along the z-axis is

2 2 2
I'mn :\lk “Ax "Xy

21m

2mm 2mn
where yy mn =Kx 7, Xymn= ky + -
1

(tga Losina’

ky = ksin@cose,ky =ksinOsing,k =%.

Each spatial mode S, for which
Im Iy 20, (1)

meets the condition of energy transfer from the grille
plane. The mode (m = 0, n = 0) is a mirror-reflected elec-
tromagnetic wave. From condition (1) we obtain

2 2 2
K® =%mn —Xy,mn =0

We will study the condition for wave propagation in
the region above the lattice as a set of admissible parame-
ters of the incident wave and the geometric characteristics
of the periodicity element of the lattices.

Let us introduce the characteristic function of parame-
ters of the lattice and incident wave

2
F m,n,e,(p,l,i,oc = sinBCOS(p—ml +
0y 0y

2
— + mictga] -1,

+| sinBsinp—n
losina 0y

then, the limit of the set of diffraction orders (m, n) prop-
agating from the lattice to the region z > 0 is determined
by equation.

F[mynlea(pailiyanoa (2)
by L

and the set of orders of propagating modes satisfies the
condition

F m,n,e,@,&,L,a <0. (3)
by Ly

In the case of a rectangular coordinate system from (2)

with a = n/2, we have
OPEN a.ﬁCCESS
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2
F m,n,e,(p,l,i,E = sinE)COS(p—mi +
ly Ly 2 /

1
, @)
+(sinesin(p—ni] -1=0.
7]
The region of propagation orders (Fig. 4) at
T

0=—1],

25
looks like a circle, which includes a certain set of diffrac-
tion orders.

(ng,k:400nm, ¢, =500 nm, £, =500 nm

Figure 4 _'Scattered diffraction orders for a square grating

0=——, @=—,%=400nm, ¢; =500 nm, {5 =500 nm
25 6
The
0 =g, Q= % A =500nm, ¢4 =500 nm, ¢, =500 nm(Fig.
5) includes only four diffraction orders (0, 0), (0, 1), (1,
0), (1, 1)

region of propagation orders in the case

Figure 5 — Scattered diffraction orders for a square grating

e:g, (p:g, A =500nm, /; =500 nm, ¢, =500 Nm

Parameters at which the two-beam scattering mode
(0.0), (1.0) (Fig. 6) is realized, for example, can be

e:g,(p:o, A =500nm, 7, =500 nNm, 7, =500 NM.

Figure 6 — Scattered diffraction orders for a square grating
e:g, =0, A=500nm, /; =500 nm, 7, =500 nm
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Choosing the angles 8, ¢, a and wavelength A and the
lattice parameters /4, ¢, , we obtain the condition on the

diffraction orders (m, n) of scattered waves in the region

z > 0 for parallelogram lattices. Thus, with
= ==, %=500nm, ¢,=500 nm, £, =500nm,
4.5 6
T

=3 we have a set of diffraction orders (Fig. 7a). The
two-beam regime of scattering of orders (0, 0) and (1, 1)

in such a grille is realized, for example, at 6 = % ¢=0,

A =500nm, ¢; =500 nm, ¢, =500 nm, (x:%, and with

a further change of o to n/6, the diffraction orders are lo-
calized (Fig. 7b).

a b
Figure 7 — Diffraction orders of a rhombus grille: a — ion orders

T T

for a square grating 6 =—, ¢@=—, A =500nm,
4.5 ¢ 6

b-a=

¢4 =500 nm, £2:500nm,a:§; , 0=0

T
6
In the case of a hexagonal grille (Fig. 3) (side of the

hexagon a = 500nm), the propagation condition for the
associated diamond-shaped grille for it

A A
d)(m,n,e,(p,g—,é—,ocl,azJ=

1 2
% sin(ey) )
+”fzsin(onz)J G

n& cos(ocl)]2 B

sin(al)}
tg(oy)
cos(oul)} N
tg(,)
-1<0,

= [sin 6cosop— m?[cos(al) +

1

1 £, sin(at,)

+[sin 6coso— m?{sin(al) +

where o, — angle of rotation of the coordinate system
relative to the original, orthogonal one; o, — the angle

between the axes of the oblique coordinate system associ-
ated with the rhombus Iy =1, .

4 EXPERIMENTS
Of practical interest is the problem of increasing the
power of some orders in the scattered field and minimiz-
ing the intensity of other orders, for example, (0,0). To
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investigate this possibility, we performed a comparative
analysis of the propagation sets for the studied gratings,
controlled the composition of the propagation mode or-
ders by the plane wave incidence angles, and estimated
their intensity.

At this stage, we considered the linear problem of the
electrodynamics of the incidence of a plane monochro-
matic wave with TE polarization on a metal screen with
periodically arranged scatterers (Fig. 2). The size of the
side of the square cell is a = 750nm, the dimensions of the
cylindrical recess  filled  with  silicon  are
o, =155nm(cylinder radius), hy =75nm (depth). The
incident wave is characterized by the angles of the wave
vector 0=40°, ¢=0°The plane of incidence of the

wave, with such data, coincides with the coordinate plane
X0z.

At such values of the interaction parameters, the prop-
agation condition (Fig. 8) gives a two-beam scattering
mode (0.0), (1.0) at a certain range of incident wave-
lengths. The red curve is the boundary of the region of
diffraction orders of propagation. Inside, the dots indicate
the orders of modes that propagate from the grille to the
region z > 0.

Figure 8 — Diffraction orders of grille with a quare-cell at a two-
beam composition of the scattered field

A direct numerical study of the diffraction of electro-
magnetic waves, solving the initial boundary value prob-
lem by the finite difference method for unsteady Max-
well’s equations on a spatially periodic grille element
with C-shaped strips of a given length of perfectly con-
ductive inclusions, was performed in [11].

COMSOL Multiphysics 5.4 provides the ability to
create and study various models of the interaction of elec-
tromagnetic waves with objects with a periodic structure.
The package allows you to supplement the user interface
with your own models. With the help of built-in physical
interfaces and support from material properties libraries, it
is possible to create adequate mathematical models to
study the patterns and numerical characteristics of the
interaction process.

The research used a section on the physics of beam
optics. At the first stage, we considered a linear problem
for the wave equations of electrodynamics when a plane
monochromatic wave with a given polarization is incident
on a two-periodic screen of scatterers (Fig. 2, 3). The
problem for system (2) in the region (Fig. 9) is solved by
the finite element method.
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Fig. 9 shows a periodic fragment of the computational
domain over a flat grille (a) and a variant of its discrete
elemental breakdown (b) with cylindrical scatterers filled
with silicon. The size of the side of the square is a =
750nm, the dimensions of the cylinder are o4 =155nm,

b =75nm. The incident wave is characterized by the

angles of the wave vector 6 = 40°, ¢o= 0° and the power
Ey =W /m, Hy =1A/m. The plane of incidence of the

wave, with such data, coincides with the coordinate plane
X0Z.

A set of input data has been prepared for the calcula-
tions

Expression Description

a 750[nm] square side
Ida0 2*a

ho 371da0
al 155[nm]
h1 75lnm]
theta a0[deg]
phi [ordegl
EO 11v/m]
H9 14/m]

Wave lehgth
air heigth
Radius diska
Disk heigth
Elevation angle

Azimut angle

Electric amplitude
Magnetic amplitude

AVAR
AN
AVAN,

AV,
=
SN

VA

VR

IAAVAWY
Xy

I

T AETEY)
ANAN|

V,\i’x
n

Figure 9 — Periodic element of the computational domain with
an input boundary (a) and their finite element partition (b)

Zero amplitude of the mirror wave (0, 0) is realized by
choosing the geometric parameters of a cylindrical dif-
fuser — a recess (oy =155nm, and by =75nm) filled with

homogeneous silicon. The search for resonant wave-
lengths was performed in the range A e [800,900]nm.

Fig. 10 shows the presence of an incident wavelength
at which the reflection coefficient of the reflected wave
(curve 1), mode (0, 0), is zero, and for the other beam
(curve 2), which corresponds to mode (1, 0), Kr = 1.

Fig. 10 shows that for a wave of A" =848 nm, the
specular reflection coefficient is zero and the energy is
emitted in modes of other orders. The cylindrical recess,
which is filled with silicon, works as a waveguide con-
nected to a free half-space and can be resonant. Analysis
of the distribution of the modulus of the electric compo-
nent of the field above the grille shows its moderate inter-
ference character. Under resonance conditions, the main
field energy is localized in a cylindrical waveguide.
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b c
Figure 10 — Full field characteristics over a square lattice:
a — reflection coefficient of the incident wavelengths for the
following parameters o = 750 nm; o4 =155nm,

h, =75 nm; 6 =40°, ¢=0°.; b isolines of the modulus of
the electric field component in the xoz plane for 1" =848 nm;

¢ —isolines of the modulus of the electric field component in the
xoz plane for wavelengths other than resonant ones

The choice of the geometric dimensions of the cylin-
drical recess o4 =300nm, h =300nm, gives rise to a

more complex dependence of the reflection coefficients
on the incident wavelength (Fig. 11). In a cylindrical
deepening-waveguide, a standing wave with two maxima
is excited, which gives rise to the shown reflection distri-
bution.

When comparing the isolines of the modulus of the
amplitude of the electric component of the field, a change
in the polarization of the full-field waves over the peri-
odic grille is noticeable at different wavelengths of the
incident field (Fig. 10 b, ¢).

12

740 760 780 800 820 B40 860
Lwe
Figure 11 — Reflectance as a function of wavelength for the
following parameters o = 750 nm, a1 =300 nm, by =300 nm,

0=140°, ¢=0°
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A similar phenomenon of energy redistribution be-
tween waves of different orders for a given grille with
square cells of periodicity can be found for other sizes of
a cylindrical scatterer filled with silicon. Thus, Fig. 12
shows the results of calculations of the reflective proper-
ties of a periodic grille at the dimensions of the scatterer

oq =300nm. h =375nm. Resonant complete energy

redistribution is realized at 1" =~ 998 nm.

940 960 980 1000 1020 1040 1060
Lw
a
‘ ~

b
Figure 12 — Full field characteristics over a square lattice:
a — distribution of reflection coefficients (1-mirror beam, 2-non-
mirror beam) along the incident wave length for parameters

o =750nm, a; =300nm, 6=40°, ¢=0°, b =375nm;
b — isolines of the modulus of the electric field component in the
xoz plane for A" =998 nm

More complicated reflection phenomena can be ob-
served when the size of the waveguides or the angle of the
wave incidence plane is changed, when a resonant stand-
ing wave with many maxima and a nonuniform distribu-
tion of electric field parameters at the boundary of the
waveguide and free half-space z>0 is excited in the wave-
guide (Fig. 13).
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700 710 720 730 740 750 76

Figure 13 — Distribution of reflection coefficients (1-mirror
beam, 2,3,4-nonmirror beams) by wavelength for parameter

a=750nm, aq =300nm, by =375nm, 0=140°, ¢ =45

In the wave range (Fig. 13) A e [700,750]nm of the
incident field, there are zones where the nature of the
scattered electromagnetic field and the composition of the
diffraction orders that create it change. At A" ~703 nm
we have a practically single-beam scattered field (curve
2), and at A" ~ 724 nm the field is created by four beams,
which changes to a single-beam field (curve 1) reflected
at A" ~ 742 nm. Thus, the realization of single-beam scat-
tering is possible for a grille with not square-cell not only
at angles ¢=0°(Fig. 12), but also at other angles, for
example, ¢ =45°.

We also investigated the case of a periodic grille with
hexagonal elements in the period (Fig. 14). Fig. 15 shows
the reflection intensity of different modes over a hexago-
nal grating.

The analysis of diffraction orders for a grille of regular
hexagons and a grille of associated rhombuses provides
different information about the composition of the set of
propagation orders. Thus, applying condition (5) and con-
dition (3), we obtain a different composition of the set of
diffraction scattering orders.

c

Figure 14 — Elements of periodicity of the geometry of the
computational domain of the hexagonal lattice: a — general
scheme, b — spatial image, ¢ — projection on xoy
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b c
Figure 15— Full field characteristics over a hexagonal lattice: a —
distribution of reflection coefficients along the incident wavelength
for parameters o. =500 nm, oy =155nm, hy =75nm,

0= g o= 600 ; b —isolines of the modulus of the electric field

vector above the grating; ¢ — wave vectors of modes at the input
boundary of the computational domain (plane parallel to xoy),
A=877.8 nm
It can be seen from Fig. 15 that the scattered field of a
periodic grille made of hexagonal elements with cylindri-
cal scatterers, the size of which is similar to a square
grille, almost does not have geometric reflection at a wa-
velength of A = 877.8 nm. The energy from the incident
mode is transformed into several scattered modes.
In the case o=500nm, oy =155nm, h =75 nm,

0 :%, ¢=0°, we have a two-beam case of the scattered

field above the grille in a certain range of incident wave-
lengths (Fig. 16).

Figure 16 — Distribution of reflection coefficients (1-mirrored
beam, 2-non-mirrored beam) along the incident wavelength for the

parameters o =500 nm, oy =155nm, hk =75nm, ezg, ¢=0°
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We found (Fig. 16) a regime for a grille of regular
hexagons where two-beam scattering with a minimum
intensity of the reflected beam is realized in the main
field.

It is further found that the distribution of the scattering

coefficient at ¢ =-60° coincides with the distribution at
¢=0.

5 RESULTS

A mathematical model of the set of diffraction orders
propagating from a square and hexagonal lattice into half-
space is proposed z > 0.

It is shown that flat periodic lattices with square or
hexagonal periodicity elements and resonant scatterers in
the form of cylindrical recesses filled with silicon in a
metal can create a non-mirrored scattered field.

The response of gratings to a change in the wave-
length of the incident field by the structure of the diffrac-
tion orders of the scattered field and a high sensitivity to
the rotation of the plane of incidence have been revealed.

6 DISCUSSION

The behavior of the electromagnetic field in photonic
crystals and near biperiodic lattices is explained by the
possibility of influencing the Bregovian scattering by peri-
odic inhomogeneity of the medium.

The existence of metamaterials for which there are con-
tinuous intervals of wavelengths of the incident field with a
nonreciprocal scattered field is important.

Some researchers consider metamaterials formed by
hexagonal, square cells with symmetry breaking out of
plane or in plane. Such designs have a free space in the
middle of the cell where you can place some controls. Then
a strong electric field concentration in the near field can be
achieved. This field behavior can be useful in laser or sen-
sor devices.

CONCLUSIONS

The scientific novelty is the analysis of the diffraction
orders of electromagnetic field rays over a biperiodic lat-
tice, which allows us to determine the ray composition of
the scattered field.

The amplitude characteristics of the rays are deter-
mined from the solution of the boundary value problem
for the Helmholtz equation in the frequency domain.
Numerical methods for Maxwell’s equations in time-
space coordinates are promising [11].

The proposed analysis of the orders of diffraction of
electromagnetic field rays on a biperiodic lattice on a per-
fectly conducting substrate allows us to determine the ray
composition of the scattered field.

The amplitude characteristics of the beams are deter-
mined from the solution of the boundary value problem
for the Helmholtz equation in the frequency domain. We
show the existence of wavelengths of the incident field at
which only non-mirrored rays with nonzero amplitude
exist. This makes it possible to use such lattices in a vari-
ety of electronic devices.

© Vanin V. A, Pershyna I. ., 2024
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In the case of arbitrary time-dependence of the parame-
ters of the passive field, numerical methods for Maxwell’s
equations in time-space coordinates are promising [11].

The practical significance of this work is detection of
features of the behavior of the scattered field over a bipe-
riodic lattice can be used to create non-reflective surfaces,
creating anti-reflective coatings in various devices.

The revealed features of the scattered field behavior
over a byperiodic grating can be used to create non-
reflective surfaces, creating anti-reflective coatings in
various devices, broadband mobile antennas, and sensor
devices

Prospects for further research are studies on the in-
fluence of boundary conditions in the mathematical model
on the composition of scattered diffraction orders and the
relationship between diffraction orders of the scattered
field and characteristic directions (eigenvalues and eigen-
vectors of Jacobi matrices).

Two-periodic gratings have prospects for creating an-
ti-reflective surfaces for various devices.
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PO3CIIOBAHHSI EJIEKTPOMATI'HITHUX XBW/Ib HA IVIOCKHUX PEINITYATHUX ABOXINEPIOJUYHUX CTPYKTYPAX
Banin B. A. — 1-p Texs. Hayk, npodecop, npodecop kadenpu Bumoi MareMaTuk HalioHanbHOrO TEXHIYHOTO YHIBEpPCHTETY «XapKiB-
CHKHUi OJITEXHIYHHUIA IHCTUTYT», XapKiB, YKpaiHa.
Mepumna 0. 1. — g-p ¢i3.-mar. Hayk, npodecop, 3aBinxyBau kadenpu BUIOI MaTeMaTHKH HalliOHAIBHOTO TEXHIYHOTO YHIBEPCUTETY
«XapKiBCbKUH NOMITEXHIYHUN IHCTHTYT», XapKiB, YKpaiHa.

AHOTALISA

AxTtyanbHicTs. OJiHa 3 HAYKOBHX TillOTE3 CTBOPEHHS HEB3a€MHUX KOHTPOJIBOBAHHMX ONTHYHHX METANlOBEPXOHb € BUKOPHCTAHHS XBH-
JIbOBOTO KaHANy, IKHH 0a3yeThcs Ha MPOMEHSAX IIPSAMOTO Ta 3BOPOTHOTO CLCHApIiiB qudpakiii Ha ABONEPIONUMYHHUX IUIOCKHX CTPYKTYpax 3
HeNiHIHUME efleMeHTamMu. Taki mpolleci B HAHOMETPOBOMY JIiala30Hi XBWIIb €IEKTPOHHUX MPUCTPOIB BUMArarOTh TOYHHUX PO3PAXyHKIB
MPOIIECIB B3aEMOJIT XBUIIb 1 MIKPOCTPYKTYp NpHIIaiB. BaxIMBO TakoX OmucaTH MOBEAIHKY aHTEHHHMX MPHCTPOIB B 3ac00ax MOOIIBHOIO
3B’3Ky. Po3IIMpeHHs Aiana3oHy JOBXKHMH XBHJIb CTAOLIBHOTO 3B’SI3KY JOCATA€THCA HA NO(PaKTaJbHUX CTPYKTYpax B aHTCHHHX NPUCTPOSX Y
MOEHAHHI 13 MEPIOJNYHAM CTPYKTYpyBaHHAM. CXO0Xi IPOOIEMH MOZIENIOBAaHHS BUHUKAIOTH 1 P NIPOHUKHEHHI €IEeKTPOMATHITHUX XBHUIb
Yyepe3 MaTepiaiy i3 KPUCTAIIYHOIO CTPYKTYPOIO (paaionpo3opicTs).

Merta. [l nepeBipku i€l rinoTe3n HEOOXiIHO MPOBECTH MAaTEMaTHYHE MOJETIOBAHHS MPOLIECY PO3CISHHS eNEKTPOMATHITHUX XBHJIb
METAOBEPXHAMH B YMOBAX 30yPKEHHS JEKLUIbKOX MU(PAKIiHUX MOpsaKiB. SIK BiTOMO, cepell ABOXIEPIOANYHUX IUIOCKUX PEIIITOK Pi3HUX
CTPYKTYp € IT’SITh THIIIB, SIKi MOKPHBaOTh muioiiuHy. e € pemitku Bpase. Po3rnsaanacek 3agava po3ciroBaHHS Magar0d0i MOHOXPOMATHYHOI
TE nonsipu30BaHOi XBHUJII HA METAIEBUIA €KPaH i3 3arJHOJICHHSIMH B IBOXIIEPIOIMYHIX CTPYKTypax, 3alOBHEHUX KPEMHIEM.

Merton. B po6oti noOynoBaHi MaTeMaTH4Hi MOJIEINI JUIsl BUBUSHHsI IPOCTOPOBUX aMILUIITYJHUX CIEKTPIB METaloBEepXOHb HA PeIIiTKax
BpaBe Ta HaBezieHi JiesKi pe3yIbTaTH 1X YHCEIBHOTO JOCIIDKEHHS. 3alIpOIOHOBAHA yMOBA BU3HAUYCHHS NU(paKiifHUX HOPSIKIB SAKi Po3HO-
BCIO/KYIOTBCS Ha/l PELIITKOK. AMILTITYIM PO3CISHOTO TOJIS 3HAXOIATHCS 13 PO3B’sI3aHHS KPaHoBOI 3afaui st piBHSIHHS [ enbMrosibis B
nakeri COMSOL Multiphysics 5.4. Anasnoriudi MOCTaHOBKH 3a/1a4 MOXUIMBI 1 P JOCHIIKEHHI MPOHUKHEHHSI €JIEKTPOMArHITHOTO MOJIS B
KPUCTAIIYHy PEYOBHUHY.

PesyabTaTn. OTpuMaHi CliBBiTHOIMEHHS 111 AU(PaKIiHHUX MOPSAAKIB PO3CIHUX eIEKTPOMATHITHUX XBIIb JU(PPAKIIHHOIO PEIIiTKOIO.
TToka3aHo iCHYBaHHS JOBXKHH MaJal04MX XBHJIb HA ABOXIEPIOAMYHY PELIITKY AJs SIKMX BIICYTHS BiJJI3epKajieHa XBUIIS IPH Pi3HUX popmax
(IpsSIMOKYTHa, KBaJpaTHa, MICCTUKYTHA) MePIOAMIHNUX eJIEMEHTIB B LCHTPI SIKUX OyJ0 BUKOHAHE 3arinOJIeHHs, HAaroBHEHe KpeMHieM. [Ipu-
BEJICHI pO3MOAiNy KoedilieHTy BiIa3epKaleHHS IPU Pi3HUX T€OMETPUYHUX PO3Mipax HEepiOAUYHUX CIEMEHTIB i 3araubneHHs. XapaKTepuc-
THUKHU EIEKTPUYHOTO MOJISI Ha PE30HAHCHUX PEXUMAX Y BUTIISI 130J1iHIH HOT0 MOIYJIsl OKA3yOTh XapaKTep B3a€MOIl MO HA/l MepioIny-
HOIO PEILITKOO 1 po3citoBayaMu-3arin0ieHHssMu. Ha pe3oHaHCHUX JOBKUHAX MaJJal0uMX XBUIIb BUHUKAIOThH CTOSYi XBUIII B pO3CiIOBayax.

BrcHOBKH. 3anpornoHOBaHa MaTeMaTHYHA MOJEIb MHOXUHU JUPPAKIIHHIX MOPSIKIB SIKI PO3HOBCIOPKYIOTHCS Bil KBaApaTHOI Ta Iec-
THKYTHOI PEeLIiTKU B HiBIpocTip. [oka3aHo, 1o MmIocki nepioguyHi penriTKy i3 KBaJpaTHUMH a00 MIECTHKYTHUMH eJIeMEHTaMH IIePioJIHO-
CTi Ta PE30HAHCHUMH PO3CIFOBaYaMH y BHUIIISAL HATIHAPHYHUX 3arinOIeHb, 3a[I0BHEHUX KPEMHIEM, ¥ METalli MOXYTh CTBOPIOBATH HEI3ep-
KaJIbHE po3cisiHe moJjie. BusiBiieHa peaxiist peliTox Ha 3MiHy JOBXXHHU XBWJII [1a/Ial0YO0r0 MO CTPYKTYPOIO AU(GPaKIIHHUX HOPSIKIB po3ci-
SIHOT'O TOJISt T4 BUCOKA Yy TJIMBICTb 110 MOBOPOTY IUIOLIMHY MaJiHHs. J[BOXNEpioJUYHI PeLIiTKH MalOTh NEPCHEKTHBY PH CTBOPEHHI aHTHOJII-
KOBHX MOBEPXOHb pi3HMX mpucTpoiB. The two-periodic lattices have prospects for creating anti-reflective surfaces of various devices. [Iso-
NepioMYHI PELIITKA MAOTh NEPCIIEKTHBY MPH CTBOPEHHI aHTHOJIIKOBHUX IMOBEPXOHb PI3HUX MPUCTPOIB, Ja3ePHUX UM CEHCOPHHUX Pa/lioeieK-
TPOHHHX IIPUCTPOIB, aHTCH B eJIEMEHTaX MOOIIEHOIO 3B’ 3Ky, PafioNpO30pOPHXEIEMEHTIB. BOHN MatoTh OiNbI PO3BUHEH] TEXHOJIOTII BUTO-
TOBJICHHS 10 BiJTHOLICHHIO JI0 IPOCTOPOBHX KPUCTAIYHUX CTPYKTYP.

KJIFOYOBI CJIOBA: piBasinHst MakcBena, IepiofnyHi e1eMEeHTH PelniTky, qudpakiis, TudpakiiiHi mopsakd, HeB3aeMHICTh audpa-
KUIHHKUX SBUIL, YKCEIbHI METO/IM JIOCHI/PKeHb, pE30HAHCHA METAIIOBEPXHs, HEB3a€MHE BiJII3ePKaJICHHSI.
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ABSTRACT

Context. The task of determining a generalized parameter characterizing a comprehensive assessment of the action of criteria af-
fecting the sequence of execution of orders for the manufacture and delivery of products to the customer.

Obijective. The purpose of the work is to develop an algorithm for calculating priorities when solving the problem of transport
services in conditions of uncertainty of choice.

Method. When considering the problem of the efficiency of order fulfillment, the reasons are given that affect the efficiency of the
tasks being solved for the delivery of paving slabs to the customer in the shortest possible time. In order to select a scheme that reflects
the main stages of decision-making, a justification was carried out and a comparative analysis of existing models was carried out. The
criteria for the requirements for describing such models have been determined. It is indicated that the objective function depends on a
group of reasons, i.e. represents a composite indicator. The stochastic nature of such factors led to the use of statistical analysis methods
for their assessment. The limits of variation of the parameters used in the calculations are established. The solution to the multicriteria
problem consists in bringing the role of the acting factors to one unconditional indicator, grouping and subsequent ranking of their val-
ues. The decision-making and the choice of the indicator will depend on the set threshold and the priority level of the factor. The indices
that form the priority of the factor are determined analytically or expertly. The sequence of actions performed is presented in the form of
an algorithm, which allows automating the selection of a model and the calculation of indicators. To assess the adequacy of the proposed
solutions, tables of comparative results for the selection of the priority of the executed orders are given.

Results. The method allows a comprehensive approach to taking into account the heterogeneous factors that determine the order
in which the order is selected when making managerial decisions, ensuring the achievement of a useful effect (streamlining the
schedule for the delivery of paving slabs to the customer) by ranking the values of priority indices.

Conclusions. The proposed scheme for the transition to a complex unconditional indicator (priority index) makes it possible to
quantitatively substantiate the procedure for choosing the next order when performing work. A special feature is that the list of oper-
ating factors can be changed (reduced or supplemented with new criteria). The values of these parameters will improve and have a
higher reliability with the expansion of the experimental design, depending on the retrospective of their receipt, the accuracy of the
data. As a prospect of the proposed method, the optimization of the process of selecting applications using queuing methods (for the
type of the corresponding flow — homogeneous, without consequences, stationary, gamma flow, etc.) can be considered.

KEYWORDS: decision making model, factor, priority, ranking, order sequence, algorithm.

ABBREVIATIONS
MM - mathematical model;
MED - multidimensional experimental data.

NOMENCLATURE

$ — cost of the order;

t — time of delivery of a tile to the consumer;

tgay — delivery within a day;

toweek — Order delivery within 2 weeks;

L — the distance of the location of the object from the
supplier;

Lo — minimum delivery distance (self-pickup);

Lg4e — distance traveled by transport when delivering
the goods;

p — type of work;

s — terms of performance of work (order);

w — weight of the delivered tile;

Wearry — CaIrying capacity of the transport unit;
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g — work schedule;

m — weather conditions at the time of the order;

e — availability of products in stock;

I general — Priority factor;

Z — number of calls / orders for the accounting period
of time;

f — frequency of customer appeals;

Is — order value index;

I;— product delivery time index;

I, — index of remoteness of the customer’s location;

I, — index of the type of work, which may include
only delivery, or delivery and installation of tiles;

I, — order volume index;

I — index, taking into account the urgency of the order
(delivery);

I — index, which provides for coordination with other
works;

D — priority coefficient;
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I, — index determined by the action of meteorological
conditions;

le — index, taking into account the availability of
goods (tiles) in stock;

j — number of customers for the reporting period (for
example, a year);

r — correlation coefficient;

o, — error rate;

x? — Pearson distribution with f degrees of freedom;

N — sample size;

V — number of sample elements where the sign
matches;

W — number of sample elements where the sign does
not matches;

v — number of sample rows;

n — number of parameters;

Ceonting — CONtingency coefficient.

INTRODUCTION

The efficiency of the production and related processes
depends on many factors. Among them are the availability
of a financial backlog, and the provision of the necessary
means of production, technological and raw material base,
the solution of personnel problems, and supply issues.

However, this kind of data is presented in a different
format, does not reflect the presence of connections, the
specifics of the work performed, and can vary widely. This
makes it difficult not only to control potential costs, but
also the very process of planning work. Therefore, model-
ing of possible situations is of particular importance [16].

The development of such models is a difficult task due
to the multi-criteria conditions and the uncertainty of the
boundaries of their action. The main thing, probably, will
be what models form the basis of such an analysis, how
effective they are and how close they are to the working
conditions of a real enterprise. If they are logical, thought
out from different angles (financial, technical, organiza-
tional, etc.), then their implementation will give the de-
sired effect.

All this fully applies to such an area as the production
of building materials. In particular, the manufacture of
paving slabs and the provision of related services (deliv-
ery to the customer and installation work). However, the
demand for such materials (as well as services) is unstable
and subject to seasonal and temporal fluctuations and
changes.

The object of study is the process of a comprehensive
assessment of the criteria that affect the manufacture and
sale of construction products (paving slabs) by an enter-
prise.

The subject of study is the task of determining the
priority of orders to form the order of their execution. It is
planned to implement it based on modeling the change of
factors that affect the timing and quality of work per-
formed based on the results of a passive experiment.

The purpose of the work is the development of an
algorithm for the complex accounting of parameters based
on the analysis of thematically related statistical data.
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1 PROBLEM STATEMENT

Operational provision of the customer with building
materials has always been distinguished by the complex-
ity of its implementation, which is due to a number of
reasons and conditions for the performance of work. This
is confirmed, for example, in one of the areas that have
been actively developing in recent years — the delivery
and laying of paving slabs. Consider what complicates the
execution of such orders.

Firstly, this is a variety of operating schemes for the
delivery of tiles and bulk materials. Differences depend
on the number and type of tiles, the distance of the buyer,
the timing of the order.

The heterogeneity of the existing conditions before the
fulfillment of orders causes the use of different supply
schemes, the choice of different-tonnage freight transport
and the variation in schedules for the delivery of raw ma-
terials.

Secondly, there are problems in planning shipments
that arise due to the limited transport fleet, the presence /
absence of a stock of products in the warehouse and the
effect of force majeure situations (equipment breakdown,
traffic jams, worsening road conditions). This should also
be taken into account in delivery planning. In addition,
they require the adoption of adequate organizational
measures.

Thirdly, seasonality and volumes of work performed.
There is no permanent component here. Although ini-
tially, especially for large contracts or subcontractors,
special conditions are negotiated in advance.

The actions of other manufacturers also affect the
planning of work, as they in turn increase competition in
the market. Applying sometimes unpopular measures
(dumping, anti-advertising) to worsen the reputation of a
competitor.

All these factors are important in the choice of man-
agement decisions. In addition, no one has canceled the
effect of market, sometimes market conditions.

Therefore, at the input we have a number of variable
parameters — $, t, L, p, w, m, e, Z. Depending on the pro-
duction possibilities, certain limitations apply. For in-
stance: tgay<t<tmweer; L€[Lo,Lae]; P accepts one of 3 out-
comes: pickup, delivery, delivery + laying tiles;
we[50,Wearry]; €€[1,2,...,10] shows the presence of a ware-
house stock of products; Z varies widely Ze[0,15].

It is necessary to find a solution to the objective func-
tion, at which the maximum reduction in the order lead-
time is achieved, with the achievement of maximum
profit and ensuring the schedule.

At the initial stage of solving problems of this kind, it
is necessary to single out a number of factors under study.
Then the MM of the adopted decision D will have a com-
plex form, and will be determined by the dependence of
the form:

D= f($tL,ns,wg,me). 1)

Let us add some to the factors given in (1).
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Therefore, the cost of an order, although it is the
dominant factor, may lose its original priority if this order
is difficult to implement. For example, unrealistic dead-
lines are set, or the object is far enough from the supplier.

Its implementation can become problematic if a num-
ber of conditions are met.

There are time limit, lack of free heavy vehicles to de-
liver a large batch, violation of the schedule of planned
work or lack of the required number of tiles of a given
type in the warehouse. No one has canceled the influence
of weather conditions, the deterioration of which can vio-
late the terms of the contract.

Thus, the created model should take into account the
impact of heterogeneous factors, according to the follow-
ing conditions:
$ — max
T —> min
S — min
Whmin < W= Wrax @)
g — optimum
e=0
m — min.

2 REVIEW OF THE LITERATURE

In connection with the action of a number of factors, a
comprehensive analysis of their influence is necessary,
which will make it possible to establish the order of execu-
tion of a particular order. The search for a solution requires
taking into account DER and involves a model experiment
with the choice of appropriate models. Therefore, we con-
sider which models have been used in practice.

As follows from [1], each of the models has its own
purpose. The classification is shown in table 1 and is de-
termined by the area of application where they give the
greatest effect.

Table 1 — Models in the decision-making
Based on the approach used to obtain data
descriptive normative

By the way of data processing
inductive deductive

By purpose
problem-oriented |
By way of action
static |

Specialists [16] note that the use of descriptor models
is justified by the presence of experimental data, i.e. field
of observation. Such models [17] are local, selective in
nature, since they are formulated because of numerical
indications of particular object/objects and are based on
identifying patterns in existing data. Possessing high reli-
ability, accuracy, they, however, are not universal. This
limits their application in practice.

Normative [18] models, which include those given in
[19], are built on the observance of predetermined
boundaries, certain rules. Their actions may not be so
precise, but they are universal, easily transferable from
one object to another. Within the framework of use, they

formal

dynamic
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are better prone to automating the control of parameters
and their further comparison with the standards.

Now regarding the way data is processed when look-
ing for patterns. There are two approaches here. The first
is inductive, which involves obtaining selective readings
(they will become key for making generalizing manage-
rial decisions).

Deductive, on the contrary, is built on the collection of
the maximum possible information about the object of
study. Further, it is analyzed, and certain conclusions are
drawn. Then they make the required decisions based on
them. Examples of such models are the situations de-
scribed in [17, 20].

An important aspect at the stage of choosing a model
is the determination of its effectiveness (adequacy) taking
into accounts the given restrictions. Based on the fact that
in some cases it is required to comply with formal condi-
tions, the so-called formal models, examples of which are
presented in [6,18].

In another situation (in the presence of specific condi-
tions), the construction of models with high reliability and
accuracy is required. They are aimed at solving well-
defined, pre-set problems. That is why they are called
problem-oriented. Examples of such models used in
transport problems are given in [7, 19].

The effectiveness of the constructed model, in addi-
tion to its adequacy to the given conditions, also depends
on the duration and frequency of practical application.

Therefore, models of this type are those that provide
for changes in conditions (therefore, they are not con-
stant). This is the so-called dynamic models.

Others, on the contrary, are based on the processing of
a pre-known numerical data array. The construction of
such models is based on the statistical processing of indi-
cators that are pre-selected, ordered, normalized.

Regression analysis methods are applied to them, and
the models themselves are called static (most of which
require the processing of statistical data, i.e. collected and
constant for a given period of time data) [5].

3 MATERIALS AND METHODS

Based on the properties listed above, let us consider
which models can be used for the tasks set. In addition,
given that there are many criteria that affect the fulfill-
ment of orders, and the conditions themselves are subject
to change, the goal will be to find the best option when
they are taken into account together.

The solution of such a multicriteria problem is seen in
the reduction of individual characteristics to unconditional
numerical indicators and the grouping of these values in
the form of a single parameter [7].

Then they can be ranked, ordered by the degree of de-
creasing priority. The choice taking into account the rat-
ing will serve as the basis for the order of execution of
this or that order when working with an array of such ap-
plications [8].

Conventionally, the entire process of operations per-
formed can be represented as the following diagram on

Figure 1.
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In the practical implementation of the attached model,
the question arises of quantifying the factors influencing
decision-making under conditions of demand uncertainty
[9, 10]. The priority coefficient D can serve as such a cri-
terion. To calculate it, it is proposed to use a dependence
that takes into account significance indices and has the
form:

1
Dzlgeneral:Ezi:1|$|tlllp|s|w|g|m|e- 3)

1. There are a number of restrictions on:

2. Order cost index (0.1< Ig<1);

3. Product delivery time index (0.2< 1,<1);

4. remote location of the customer (0< I, <1);

5. Index of the type of work, which may include only
delivery, or delivery and laying tiles (0< 1,<1);

6. Order volume index, and I,=f(lg),
(0.1< 1y, <1);

7. Index that takes into account the urgency of the or-
der O< I <1;

8. An index that provides for coordination with other
works (for example, preparatory ones) Ig=f(ls). Thus:
0.1<14<1;

9. Index from the influence of meteorological condi-

therefore

The quantitative determination of indices (3) can be
done in two ways:
1. Analytically, according to the formula:

k
Zj=o|if_ (4)

| =
general K

2. Expertly [10].

With this approach, a questionnaire is developed and a
survey of experts is conducted. Customers who have pre-
viously been provided with tile delivery services use
them. Of course, this is done on condition of anonymity
and the formation of presentable samples. These data
serve as the basis for setting up and conducting a passive
experiment.

Now let us look at its practical implementation.

4 EXPERIMENTS
For the approbation of complex accounting, 54 re-
cords of the last period were selected from the received
applications and a data table was formed in Table 3.
The original sample data were scaled down to num-
bers using a substitution scale in Table 4.

Table 3 — Initial data on the execution of orders

tions on the day of delivery of the order 0< I, <0.5; Order |PYS| KM | 5opivery or | Order | Receipt | Product
10. An index that takes into account the availability of cost | from | the | i llation | Weight |day of the availabil-
. . . order| place (kg) order ity
goods (tiles) in stock. It mostly depends on the size of the 29317 | 14 | 17 |Del. * laying 130262 | 21.11.21 | Tweek
order. o 95000 | 52 | 14 |Del. + laying| 451635 | 19.11.21 | 9 days
So, I=f(l,,) and is in the range 0.1< I, <1. 22078 | 15 | 11 Delivery | 11401 [13.11.21| 3days
7560 4 19.2 Delivery 2775 ]10.11.21 | 4days
Ascaptance of.order 33900 | 2 | 735 | Delivery | 14520 |28.10.21 Stg;k
l 5120 | 1 | 13.7 | Delivery | 2563 |27.10.21 stgék
Entaring:a.valia Choice of criterion 11384 | 5 | 27.3 | Delivery | 4644 |25.10.21| 3days
320 0 —  [Self-delivery] 200 22.10.21 In
stock
: Determinat . In
Normalized values Lo ¥ e 2158 | 1 | 19.2 | Delivery 716 211021 | o
1684 | 5 | 45 | Delivery | 468 |16.1021| "
stock
: . In
Eicuting Desicion-making 23875 | 0 | 183 | Delivery | 11830 |141021|
. In
Figure 1 — Order prioritization scheme 16082 | 7 | 215 | Delivery | 77265 | 11.10.21 | g0y
- . 5910 | 1 | 46 | Delivery | 1120 |08.10.21 t'”k
The existing database of orders for the delivery of TS EAR S 51555 05101 15 0C %
tiles, bulk materials and the performance of related work ' - perdeiveny] 2 =
form a Samp|e_ 18600 1 107 DeIivery 8600 07.10.21 stock
In the course of it, records are divided into groups, 17271 | 8 | 84.3 | Delivery | 7288 [02.10.21 [ 1 week
converted into a numerical format, and, having estab- 15015 | 0 | 843 [Self-delivery| 803 |o06.1021| M
lished significance indices, they are included in the calcu- St:’Ck
lation of D (3). 19851 | 2 | 107 |Del.+laying 9517 |30.09.21 storék
The obtained values of D form a series of data, which 20149 | 2 | 106 ISelf-deli 6545 | 30,0021 n
are normalized according to the ranges (ranks) of Table 2, ' 0 peliaeliveny) oot A stock
as well as the correlation ratios in [25]. 70194 | 0 | 112 | Delivery | 2446 |29.0921| M
Table 2 — The rank of factor significance - stock
£ 1905 | 5 - [Self-delivery] 975 [29.09.21| 3days
Ne Criterion (lgenerar) Rank n
1 Dominant 0.75% N genera <1 5558 0 9.2 Delivery | 2903.5 |28.09.21 stock
2 Important 0.5<lgenerai<0.75 22331 | 13 | 16.2 |Del. + laying| 12088 | 21.09.21 | 8 days
3 Having a value 0.2<generai<0.5 ] n
2 Less significant 0<lgrera<0.2 23705 | 5 | 141 |Del.+laying 17209 |20.0921| (.
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Table 4 — Scale substitutions of natural values

Receiv-
Price Type of work Weight ing Backlog
an order
0-Self- 1= Day of
1=<10000 Delivery <4500 wgek 10-stock
2(;38880 1-Delivery <92000 1.7 | 1-9days
2-Del.+laying
9=<80000.
AND. 10<
<90000 10000
10=
<100000

After substitution of values in the fields of records, the
data table acquired the following form in Table 5.

Table 5 — Fragment of the initial normalized data

Count 82';5 Dl(s',:ra;]n)ce Works | Weight | Date | Epsent
3 14 17 2 3 7 10
10 52 14 2 10 5 9
3 15 11 1 3 6 3
1 4 19 1 1 3 4
4 2 74 1 4 4 10
6 1 14 1 1 3 10
2 5 27 1 2 1 3
1 0 0 0 1 5 10
1 1 19 1 1 4 10
1 5 5 1 1 6 10
3 0 18 1 3 4 10
2 7 22 1 2 1 10
1 1 46 1 1 5 10
4 7 0 0 5 5 7
2 1 107 1 2 4 10
2 8 84 1 2 6 7
1 0 84 0 1 3 10
2 2 107 2 3 4 10
1 2 11 0 1 4 10
1 0 11 1 1 3 10
1 5 0 0 1 3 3
1 0 9 1 1 2 10
3 13 16 2 3 2 8
3 5 14 2 4 1 10

For the assessment, the software system of statistical
modeling MathModel [24] was used, which is used in a
number of mathematical studies.

A comprehensive assessment involves knowing the
rank of the factor being investigated. In this case, the tar-
get function is the delay in order execution, and the rest
will be used as influencing factors. Their list is given in
Table 3.

The investigated factors were tested for the presence
of a pair wise correlation of the available data. The result
of checking in MathModel is shown in Figures 3-8.
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4 7 2 3 7 10
10 52 i 2 0 5 ]
3 15 n a la I3
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Figure 3 — Cost-time distribution table
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Figure 4 — Graph of the regression equation “cost-time”

P FR ) (RN

The number of individual fields is characterized by a
large difference in values. Therefore, this sample was
checked for normal distribution.

Of the available arrays, the Gaussian distribution was
noted only for 6 factors (day of the week), which is re-
flected in Figure 2.

di. Distribution law — b
Factors_
X= -
Specifications
N 54 o -0.0945
Xep 3778 1 -2
Mn 1 Error 70,333
Max 7 522,516

Distribution law

Law  Normal

%2 1m o 9.456
P T

R 118

Figure 2 — Graph and parameters of the distribution of the factor
“day of the week of receipt of the order”
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Figure 5 — Table of distribution “distance-timing”

For pairs of other factors (“Terms-type of work”,
“Terms-date of order fulfillment” and “Terms-availability
of backlog in stock”™), it was not possible to find a stable
relationship, which led to the need to use other methods
of analysis.

One of them, which has shown its effectiveness in
practice, was the method of calculating the contingency
coefficient with the construction of pleiades and nuclei.
Its detailed description is given in [23].
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Figure 8 — Graph of the regression equation
“cargo weight-terms”

Let us dwell on the key points of its application in the
framework of solving the problem.

The calculation of the contingency coefficient is based
on establishing the presence of an associative relationship
between features.

Directly to calculate the Pearson contingency coeffi-
cient [23.25], an expression of the form:

2
X

Ao ®

Cconting =

In this case, the parameter f is the Fechner index and
determines the presence of gross blunders. Index f is de-
termined by the formula:

f

V—w
:V+W:(v—1)(w+1). ©)
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Let us see how this technology is implemented using
the MathModel program.

In the menu of the Correlation Pleiades and Nuclei
Method group, activate the Contingency coefficient
method. This will open a table window with data
in Figure 9.

iﬁ Method of correlation pleiades and kernels s a x

Il Table l Contingency factor

17

14

15 n 1 3
4 19 1 1
2 74 1 4 L
* Figure 9 — Table data for calculation contingency
coefficient

Opening the contingency coefficient will display the
formula with the calculation of the quintile of the 2 dis-
tribution and the obtained value of the coefficient
on Figure 10.

The bottom line shows the magnitude of the error that
determines the significance of the correlation coefficient.

So, if it is significant, then according to [9], the rela-
tion.

r>3o,,
C1-r? (7

Oy = m

i& Method of correlation pleiades and kernels - m] X

Table ‘ (onh;gonryacmr ]|

2]

X'ecalc = 146240 X"Ztable = 360,59

Product allocation factorused = [J 1

Gr= 0012
Figure 10 — Calculation of the contingency coefficient
Next, we start the process of calculating the correla-
tion pleiades and nuclei [26] by selecting the appropriate
menu line. A tabular data window will open on Figure 11.

il Method of correlation pleiacies and kernels = [m] X

| Table | Pleiades and nuclei

23

0917

1000 0146 0502 0564
0146 1000 0045 0112
0502 0045 1000 03,0

logi7 0564 0112 0330 1000 v

Figurelll — Window with data for calculating
correlation pleiades and nuclei
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In the tab Pleiades and kernels, set the threshold value
for the calculation for the separation of the pleiades 0.5 on
Figure 12.

i& Method of correlation pleiades and kernels == O X
Table | Peiades and nucle

Specify pleiades separation criteria (0,3-0,7)
05

Figure 12 — Setting the threshold for constructing
the pleiades

After clicking on the icon |g| and moving along
the vertical scroll bar, the window will display a table on
Figure 13 with the calculated pleiades, kernels according
to the correlation ratios of the factors under study and
pairs with maximum connections.

The graphical interpretation of the magnitude of the
connection between individual factors is the length of the
edges of the pleiades graph.

The factor numbers are shown in circles. Correlation
coefficient values are indicated above the edges connect-
ing the circles. The shorter the lines, the stronger the con-
nection. The formed constellations are highlighted with
frames.

il Method of correlation pleiades and kemels — O
Table

Bm

3 |
Pleiades and nuclei

Specify plelades separation critera [0.30.7]
[_0 £

Pledades by comelation cocfficients, critcrion 0.5

Pleiades #1

Parameters 1:8 R=0817
Parameters 1:2 R = 0578
Parameters 2:4 R = 0.502
Ploiades #2

Parameters <7 R=-0289
Ploiades §2

Parameters 7:6 R=0181

Pleiades #4

Paramcter s 7:3 R=0108

Kemels by correlation coefficients, criterion 0.5

Cone #1

Parameters  1°5 R=0917
Parameters  1°2 R = 0578
Parameters 2.4 A = 0.502
Core 2

Parameters 217 R=-0289
Core #3

Parameters 7.6 R=0181
Coe #4

Paramelers  2° 3 R=0148

Maximum connections
1 1. 2IR=0M71 1. 2IR= 0572
1 2: SIR= 0541 2: 4|R = 0.502|

]

Figure 13 — The window with the results of calculation
by the method of correlation and pleiades nuclei
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The graph constructed according to the recommenda-
tions of [24] can be represented in the following form on
Figure 14.

(3)
Pleiades 4 T
|

0,108

Pleiades 2

:’ 7 "-} -0,289 _.’ 5 0.578\’ 1 ".I
N ~~"4 0,564 B
[ IS /oo
0,502 ( 5 )
e K
0.181 (4)
Pleiades 3 Pfe:ad_es_‘l :
'_i 5] .\.I
./

Figure 14 — Graph of pleiades and kernels
of correlation of factors

5 RESULTS

Because of the study of the sample, the normal nature
of the data distribution was revealed only for the days of
the week on which the order was received.

To assess the degree of connection with other signs of
performance, check for the presence of pair correlation
according to the “factor-cause-factor-effect” scheme. The
target function, according to the task, is set — the terms of
the order. Of the six factors for which the analysis was
carried out, a correlation was established with 3: costs,
distance to the customer and the weight of the supplied
products.

This is reflected in the graphs (Fig. 4, 6 and 8) and re-
gression equations reflecting:

— cost-time relationship

y =0.617x25s — 2.95X +8.2 ®)
with a range of + 19.48;
— the relationship “distance-timing”
y= _0'0464Xdist +8.85 (9)

with a range of + 22.68;
— dependence “weight of cargo-terms”

y= 6'72XW8ight -0.681 (10)

with a range of + 21.38.

It was found that the correlation is weak [25], at which
the coefficient re [0.136 ... 0.456].

In addition, if for indicators of cost and weight, the
trend curve shows a growth, and then an increase in the
distance of delivery of goods reflects a decrease in terms
[22].
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The study of pair wise correlation for other factors did
not reveal the presence of a connection and made it possi-
ble to programmatically build models.

Therefore, to study the overall relationship between
factors, the contingency coefficient was calculated and a
graph of the pleiades and correlation kernels was formed.
Because of the construction, as the size of the bonds de-
creases, 4 pleiades are formed. The greatest relationship is
determined between 1, 2 and 5 factors (cost, lead time and
cargo weight, respectively).

6 DISCUSSION

The use of statistical analysis of data reflecting the ful-
fillment of orders for the delivery of paving slabs made it
possible to study the factors based on a passive experi-
ment.

According to experts, mistakes made when planning
transportation schemes can lead to significant costs (up to
50% of those declared in advance).

The difference between this approach and the solu-
tions proposed by other authors is that the key calculation
parameters are formed based on empirical data, i.e., ac-
cording to the results of natural observations.

What does not cancel the existing planned activities
(based on logistics [3], normative indicators), but only
increases their accuracy, in accordance with the actual
traffic conditions along the routes during the delivery of

building materials.
Launch /

.
Mode
£ l 3
Choice Record Report
i Open / . )
Conditions Period
§ “ database’ g

1

Conditions

1

Index
calculation

l

Rank
calculation

Print?

Report

—

Print?

Figure 15 — Block diagram of the decision-making
program
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Of course, the methods of expert analysis, which pro-
vide for a questionnaire and data processing, are left out-
side the scope of the study.

This circumstance is caused by objective reasons for
the change in the staffing and reorganization measures in
the work of the construction company.

Therefore, such an assessment under current condi-
tions cannot be recognized as possible, and the results
cannot be final.

Nevertheless, the main goal of such a study is to ob-
tain grounds for assigning the weights of the significance
indices, the calculation of which is carried out according
to the scheme on Figure 1 and formulas (1-4).

To automate the execution of such procedures, a pro-
gram can be used, the algorithm of which is given below
on Figure 15.

CONCLUSIONS

The urgent problem of developing mathematical mod-
els using small samples to make adequate management
decisions on the delivery of building materials to the cus-
tomer is being solved.

The scientific novelty of the results obtained lies in
the fact that mathematical models have been developed to
assess the complex action of various factors influencing
the achievement of the target function — the delivery of
building materials. At the same time, the samples were
systematized and analyzed for normality of distribution,
weights were determined, and a graph of correlation gal-
axies and kernels was formed to assess the relationship
between factors. The calculation of the contingent coeffi-
cient determines the degree of such a connection and al-
lows us to establish stochastic patterns in the form of
mathematical models. The use of programs allows you to
automate the analysis of samples and speed up the con-
struction of such models, which makes the data process-
ing process unified, excluding criteria that are not critical
for achieving the target function.

The practical significance of the results obtained lies
in the fact that the developed technology makes it possi-
ble to use various software that allows processing statisti-
cal data. The field of experiment can be expanded, which
will increase the quality of the resulting models and the
ability to use other factors that are not included in the list
of those studied, but can be considered additionally. The
results of the conducted research make it possible to nar-
row the list of factors, eliminating unimportant parameters
and increase the efficiency of management actions taken
to solve related problems (planning raw materials re-
serves, delivery dates and schedules, etc.).

Prospects for further research are in study the capa-
bilities of the proposed set of parameters for assessing
other economic indicators that affect the operation of an
enterprise (financial, material, energy, labor).

ACKNOWLEDGEMENTS
The authors express their gratitude to the management
of the enterprises “Na Himke” and Dvor.ua for the pro-

OPEN 8 ACCESS




p-ISSN 1607-3274 Panioenexrpownika, indpopmatrka, ynpasminns. 2024, Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 1

vided data, associate professor Vasyutkina for the oppor-
tunity to use the MathModel program in the calculations.

The work was carried out within the scope of research

work “Mathematical Modeling” of the Transnistrian State
University named after T.G. Shevchenko when conduct-
ing statistical research on the work of industrial transport
and preparing materials for the final work of the master.

10.

11.

REFERENCES
Yannis George et al. State-of-the-art review on multi-criteria
decision-making in the transport sector [Electronic re-
source], Journal of traffic and transportation engineering
(English edition), 2020, Vol.7, No.4, pp.413-431. —
DOI: https://doi.org/10.1016/j.jtte.2020.05.005
Gali¢ M., Kraus I. Simulation model for scenario optimiza-
tion of the ready-mix concrete delivery problem [Electronic
resource], Selected scientific papers — journal of civil engi-
neering, 2016, Vol. 11, No. 2, pp. 7-18.
DOI: https://doi.org/10.1515/sspjce-2016-0014.
Gonzalez-Feliu J., Jean-Louis R. Modeling urban goods
movement: how to be oriented with so many approaches?
[Electronic resource], Procedia — social and behavioral sci-
ences, 2012, Vol. 39, pp. 89-100.
DOI: https://doi.org/10.1016/j.sbspro.2012.03.093.
Misanova I. et al. Risk management in the organization of
delivery of construction materials [Electronic resource],
MATEC web of conferences, 2020,Vol. 329, P. 03060. DOI:
https://doi.org/10.1051/matecconf/202032903060
Akter T. et al. A spatial panel regression model to measure
the effect of weather events on freight truck traffic [Elec-
tronic resource], Transportmetrica A: transport science,
2020, Vol. 16, No. 3, pp. 910-929.
DOI: https://doi.org/10.1080/23249935.2020.
Kukharchyk A. G. Transport task of optimization of costs
with multimodal transportation [Electronic resource], Eco-
nomic innovations, 2017, Vol. 19, No. 2(64), pp. 157-163.
DOI: https://doi.org/10.31520/ei.2017.19.2(64).157-163
Gorzelanczyk Piotr et al. Optimizing the choice of means of
transport using operational research [Electronic resource],
Communications — scientific letters of the university of
zilina, 2021, Vol. 23, No. 3, pp. A193-A207.
DOI: https://doi.org/10.26552/com.c.2021.3.a193-a207
Mohammadnazari Z. Ghannadpour S. F. Sustainable con-
struction supply chain management with the spotlight of in-
ventory optimization under uncertainty [Electronic re-
source], Environment, development and sustainability, 2020.
DOI: https://doi.org/10.1007/s10668-020-01095-0
Govindan K., Fattahi M., Keyvanshokooh E. Supply chain
network design under uncertainty: a comprehensive review
and future research directions [Electronic resource], Euro-
pean journal of operational research, 2017,Vol. 263, No. 1.
pp. 108-141.
DOI: https://doi.org/10.1016/j.ejor.2017.04.0009.
Doustmohammadi M., Anderson M., Doustmohammadi Eh.
Regression analysis to create new truck trip generation equa-
tions for medium sized communities [Electronic resource],
Current urban studies, 2019, Vol. 07, No. 03, pp. 480-491.
DOI: https://doi.org/10.4236/cus.2019.73024.
Sanchez-Diaz I. Assessing the magnitude of freight traffic
generated by office deliveries [Electronic resource], Trans-
portation research part A: policy and practice, 2020,
Vol. 142, pp. 279-289.
DOlI: https://doi.org/10.1016/j.tra.2020.11.003

© Bashkatov A. M., Yuldashova O. A., 2024
DOI 10.15588/1607-3274-2024-1-5

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Lu Ch. et al. Analysis of factors affecting freight demand
based on input-output model [Electronic resource], Mathe-
matical problems in engineering, 2021, Vol. 2021, pp. 1-19.
DOI: https://doi.org/10.1155/2021/5581742.

Oliskevych M. Optimization of periodic unitary online
schedule of transport tasks of highway road trains [Elec-
tronic resource], Transport problems,2018, Vol. 13, No. 1,
pp. 111-122. DOI: https://doi.org/10.21307/tp.2018.13.1.10.
Machado T. et al. Multi-constrained joint transportation
tasks by teams of autonomous mobile robots using a dy-
namical systems approach [Electronic resource], 2016 IEEE
international conference on robotics and automation
(ICRA). Stockholm, 16-21 May 2016, [S.l.], 2016.
DOI: https://doi.org/10.1109/icra.2016.7487477.

Nieoczym Al. et al. Autonomous vans — the planning proc-
ess of transport tasks [Electronic resource], Open engineer-
ing, 2020, Vol. 10, No. 1, pp. 18-25.
DOI: https://doi.org/10.1515/eng-2020-0006.

Al-Mamary Y. H. et al. A critical review of models and
theories in field of individual acceptance of technology
[Electronic resource], International journal of hybrid infor-
mation technology, 2016, Vol.9, No.6, pp.143-158.
DOI: https://doi.org/10.14257/ijhit.2016.9.6.13

Taherdoost H. A review of technology acceptance and adop-
tion models and theories [Electronic resource], Procedia
manufacturing, 2018, Vol. 22, pp. 960-967.
DOI: https://doi.org/10.1016/j.promfg.2018.03.137
Weber E. U., Coskunoglu O. Descriptive and prescriptive
models of decision-making: implications for the develop-
ment of decision aids [Electronic resource], IEEE transac-
tions on systems, man, and cybernetics, 1990, Vol. 20,
No. 2, pp. 310-317. DOI: https://doi.org/10.1109/21.52542
Hilton R. W. Integrating normative and descriptive theories
of information processing [Electronic resource], Journal of
accounting research, 1980, Vol.18, No.2, pp.477.
DOI: https://doi.org/10.2307/2490589

Albers M. J. Decision making [Electronic resource], The
14th annual international conference, Research Triangle
Park, North Carolina, United States, 19-22 October 1996.
New York, New York, USA, 1996. Mode of ac-
cess: https://doi.org/10.1145/238215.238256

Pan N.-H., Lee M.-L., Chen Sh.-Q. Construction material
supply chain process analysis and optimization / procesy
analizé ir optimizacija statybiniy medziagy tiekimo grandi-
néje [Electronic resource], Journal of civil engineering and
management, 2011, Vol.17, No.3, pp.357-370.
DOI: https://doi.org/10.3846/13923730.2011.594221
Visconti E. et al. Model-driven engineering city spaces via
bidirectional model transformations [Electronic resource],
Software and systems modeling, 2021,
DOI: https://doi.org/10.1007/s10270-020-00851-0

Crainic T. G. Transportation science special issue on freight
transportation and logistics, part | [Electronic resource],
Transportation science, 2016, Vol. 50, No. 2, pp. 363-365.
DOI: https://doi.org/10.1287/trsc.2016.0681

Boult T. E. Optimal algorithms: tools for mathematical
modeling [Electronic resource], Journal of complexity, 1987.
Vol. 3, No. 2, pp. 183-200.
DOI: https://doi.org/10.1016/0885-064x(87)90026-4
Mammen E. Statistical models [Electronic resource], The
American statistician, 2006, Vol. 60, No. 2, pp. 204-205.
DOI: https://doi.org/10.1198/tas.2006.545

Taylor R. Interpretation of the correlation coefficient: a ba-
sic review [Electronic resource], Journal of diagnostic medi-

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2024. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 1

cal sonography, 1990, Vol.6, No.1, pp.35-39. management, 2020, Vol.18, No.3, pp.195-210.
DOI: https://doi.org/10.1177/875647939000600106 DOI: https://doi.org/10.21511/ppm.18(3).2020.17
27.BergR. L. The ecological significance of correlation 30. Lee D.-H. Jeong I.-J., Kim K.-J. A desirability function
pleiades [Electronic resource], Evolution, 1960, Vol. 14, method for optimizing mean and variability of multiple re-
No. 2, pp. 171. DOI: https://doi.org/10.2307/2405824 sponses using a posterior preference articulation approach
28. Nandi P. K., Parsad R., Gupta V. K. Simultaneous optimi- [Electronic resource], Quality and reliability engineering in-
zation of incomplete multi-response experiments [Electronic ternational, 2018, Vol.34, No.3, pp.360-376.
resource], Open journal of statistics, 2015, Vol. 05, No. 05, DOI: https://doi.org/10.1002/qre.2258
pp. 430-444. DOI: https://doi.org/10.4236/0js.2015.55045. Received 07.12.2023.
29. Yarovenko H. Evaluating the threat to national information Accepted 04.02.2024.

security [Electronic resource], Problems and perspectives in

Y]IK 656.073.28

MOJEJII NPUAHATTA PIIUEHD TA iX 3ACTOCYBAHHSI
B 3AJTAYAX TPAHCIIOPTHOI JOCTABKH BY IMATEPIAJIIB
BamxaroB O. M. — kaHA. TexH. HayK, goueHT kadenpu «IIporpamue 3abe3nedeHHs 0OYHCIIIOBAILHOI TEXHIKH Ta aBTOMATH30-
BaHMX cucTem», [IpunHicTpoBchkuil nepkaBuuii yHiBepcuret im. T. I'. IlleBuenka, Tupacmins, Monnoza.
FOapamoBa O. O. — cryaeHTka kadepu eKOHOMIYHOT KiOEpHETHKY IHCTUTYTY Oi3HECy, eKOHOMIKH Ta iH(pOpMaliiiHUX TeXHO-
Joriii IepikaBHOTO yHiBepcuTeTy «Opecbka nojitexHika», Oneca, YkpaiHa.

AHOTANIA

AKTyaJbHicTb. Y cTaTTi 300pakeHO, 10 BU3HAYECHHS KPUTEPIiB, [0 BIUIMBAIOTH HAa YEProBICTh BUKOHAHHS 3aMOBJIEHB IO JIO-
CTaBIIi MPOAYKIIil 3aMOBHHKY € TOJIOBHOIO 33/1a4cto. MeTa Takoi poOOTH MICTHTBCS Y pO3pO0Ii adropuTMy MIOA0 BUOOPY MpiopuTe-
TiB IIPY BUPIIICHHI 3aBJaHHS TPAHCIIOPTHOrO 00CIYroByBaHHS B yMOBaX HEBH3HAYCHOCTI.

Meta po6oTH — po3poOKa aNrOpUTMy PO3pPaxyHKY MPIOPUTETIB MPHU BUPIIICHHI 3a/1a4i TPAHCIIOPTHOTO 0OCITyrOBYBaHHS B yMO-
BaxX HEBU3HA4YEHOCTI BUOOPY.

Mertoa. B koHTEKCTI TpobiieMH ONEepaTUBHOCTI BUKOHAHHS 3aMOBJICHb HABEJCHI PUYMHY, 1110 BIUIMBAIOTh HA JIOTICTUKY PO3B’s-
3yBaHOI 3a/1a4i — MOCTaBKK OyIiBeJIbHOI MPOAYKIIIi 32 MiCIIeM BUMOTH. 3 METOI0 BHOODPY CXEMH, L0 BiJOMBAa€ OCHOBHI €Tany MpuitH-
SITTS PIiICHb TI0 JOCTABII TPOTYapHOI IUIMTKHA 3aMOBHHKY, BUKOHAHO OOTPYHTYBAaHHS 1 IMPOBEACHO MOPIBHSUIBHUIA aHANI3 iCHYIOUHX
Mozeneil. BusnaueHo kputepii, o mpea’ IBISIOTHCS BUMOTH IS OMTUCY TaKUX MoJeseil. 3a3HaueHo, M0 HiThoBa (QyHKIIS 3aJeKHUTh
BiJl Pi3HUX HPHYUH, TOOTO € KOMIUIEKCHUM IOKa3HUKOM. CTOXaCTHYHHI XapakTep Takux (akTopiB 3yMOBHB BHKOPHCTaHHS JUIsl iX
OLIIHKHM METOJIB CTAaTHCTHYHOTO aHalli3y. BcTaHOBIEHO MeXi 3MIHM BUKOPHUCTOBYBAHHX B PO3paxyHKax IapamerpiB. Pinrenns Gara-
TOKPHTEPIaTbHOI 33/1a4i YKIaJeHO B 3BEJCHHI JI0UNX (aKkTopiB 0 Oe3yMOBHUM ITOKAa3HUKAMH, iX yrpyIOBaHHS i MOJANBIIOMY pa-
H)KUPYBaHHI. YXBaJIeHHs pillleHHs Ta BUOIp MOKa3HMKa OyJe 3ajekaTH BiJ BCTAHOBJIEHOT'O IOpora i piBHA Ipioputery (axropy.
Innexkcy, mo GpopMyIoTh npioputeT GakTopy, BU3HAYAIOTHCS aHAIITHYHO ab0 EKCHEPTHUM IUIIXOM. UeproBicTh BUKOHYBAHUX JIiif
HpEICTaBlIeHA Y BUMNISAL alrOPUTMY, IO JO3BOJISE aBTOMATU3yBaTh BHOIp Moeni i BU3Ha4YeHHs npiopuTeTiB. [lis OILiHKY ageKkBart-
HOCTIi HPOIIOHOBAHHX PillleHb HaBe/ICHI TAOIHIIi MOPIBHUIBHUX PE3yJIbTATIB 32 BHOOPOM MPiOPUTETHOCTI BUKOHYBAaHUX 3aMOBIICHb.

PesysabTaTu. Meton 103BoJsie KOMIUIEKCHO MIAIATH 10 BpaXyBaHHS Pi3HOPIOHWX YMHHHUKIB, IO BIUIMBAIOTh HA MPIOPUTETH BU-
6opy mpu MPUIHATTI YIPABIIHCHKUX PIllICHb, 3a0€3MEUNBINH JOCATHEHHSI KOPUCHOTO edekty (yrmopsiakyBaHHsS rpadika BUKOHAHHS
POOIT 3 TOCTAaBKU TPOTYapHOI IUIUTKH 3aMOBHHKY).

BucHoBku. IIpornoHoBaHa cxeMa 110 TEPexo1y 10 KOMIUIEKCHOr0 6e3yMOBHOMY MOKa3HHKOM (iHIEKCOM IPiOpHTETY) JO3BOJISIE
KIIBKICHO OOIPYHTYBATH HPUUHSTTS YIPABIiHCHKUX pilieHb. OCOOIUBICTIO € Te, 110 CIHCOK Aif0unX (akTopiB Moke OyTH 3MiHEHUI
a00 ONOBHEHMI HOBMMH NapaMeTpaMy. 3HAUSHHS IIMX [TapaMeTpiB MOXKYTh YTOYHIOBATH 1 MaTH OLIbII BHCOKY BIPOTiIHICTB 3 PO3-
IIMPEHHAM IUIaHy NaCHMBHOI'O €KCIIEPUMEHTY, OCKUIbKH 3aJIeKaTh BiJl pETPOCIICKTHBY OTPHMAHHS, @ TAKOXK TOYHOCT] HAasBHUX JaHUX.
SIK mepcreKTyB, Npy BU3HAYCHHI MPIOPUTETIB, MOXKIIMBA ONTHUMI3aLlisi BUOOPY 3as1BOK i3 3aCTOCYBAHHSM METO/IIB MacOBOT0O 00CIyro-
BYBaHHs (IUIsl THITY BiIIIOBiZIHOTO MOTOKY — OMHOPIAHOTO, 6€3 HACIIIKIB, CTAI[IOHAPHOT0, TAMMA-MIOTOKY Ta iH.).

KJIFOYOBI CJIOBA: Mozens NIpUHHATTA pilieHb, GakTop, IpiOPUTET, PAHKyBaHHS, YEPTOBICTH 3aMOBIICHHS, aJITOPUTM.
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ABSTRACT

Context. Currently, distributed real-time control systems need the creation of devices that perform online computing operations
close to the sensor. The proposed online-computers of elementary mathematical functions can be used as components for the func-
tional conversion of signals in the form of pulse streams received from measuring sensors with frequency output.

Obijective. The objective of the study is the development of mathematical, architectural and automata models for the design of
bit-stream online-computers of elementary mathematical functions in order to create a unified approach to their design, due to which
the accuracy of calculating functions can be increased, functional capabilities expanded, hardware costs reduced, and design effi-
ciency increased.

Method. Mathematical models of devices were developed using the method of forming increments of ascending step functions
based on inverse functions with minimization of calculation error. Automata models of online-computers based on Moore’s Finite
State Machine have been developed, the graph diagrams of which made it possible to ensure the clarity of function implementation
algorithms, to increase visibility and invariance of implementation in formal languages of programming and hardware description.

Results. The paper presents the results of research, development and practical approbation of design models of bit-stream online-
computers of power functions and root extraction function. A generalized architecture of an online-computer was proposed.

Conclusions. The considered functional online-computers are effective from the point of view of calculation accuracy, simplicity
of technical implementation, and universality of the architecture.

KEYWORDS: functional conversion, bit-stream data, bit-stream computing, mathematical model, finite state machine, FPGA,
SoC.

ABBREVIATIONS n is a denominator of the fractional exponent of the
ASIC is an Application-Specific Integrated Circuit; power function, positive natural number;
CAD is a Computer Aided Design; X is an input bit data stream;
CMOS is a Complementary Metal Oxide Semiconduc- X, is a value of selected bit from the input bit-stream x

tor; (sample);

CORDIC is a Coordinate Rotation Digital Computer; y is an output bit data stream;
FPGA is a Field Programmable Gate Arrays; yk is a value corresponding to the node of the function
FSM is a Finite State Machine; approximation.

HDL is a Hardware Description Language;

PWM is a Pulse-Width Modulation;

VHDL is a VHSIC Hardware Description Language;
VHSIC is a Very High-Speed Integrated Circuits;
VSF is a Virtually Scaling Free.

INTRODUCTION
During the development of real-time systems focused
on sensor systems, the Internet of Things and distributed
control systems an important task is the alignment of sen-
sors with digital systems for collecting and processing
NOMENCLATURE information.
[3maxl 1S @n absolute error limit value of continuous as- Currently, an integral part of new basic elements de-
velopment needed for the mentioned systems’ creation is

cending functions reproduction, the design of specialized hardware functional converters

L84 1S @ level of the function approximation node; and online-computers, which utilize data in bit (pulse)

Ay is a difference obtained when comparing the in-  stream form as an information signal, which allows sim-
crements current values of the functions; pler implementation of operations compared to other

W(y—|dma) 1S @N inverse function of f (x); types of coding [1-4].

f (x") is a continuous function; _ The objec_t of the study is the process of design_ing

f (x) is an approximating function; b|t—st.ream online-computers of elementary mathematical

f (x,) is a value of the function at the point x,; functions. _ .

f (x,~1) is a value of the function at the point (x,—1); The subjects of the study are design models of bit-

m is a numerator of the fractional exponent of the  Stréam online-computers. )
power function, positive natural number: The objective of the study is the development of

mathematical, architectural and automata design models
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of bit-stream online-computers of elementary mathemati-
cal functions in order to create a unified approach to their
design, due to which the accuracy of calculating functions
can be increased, functional capabilities expanded, hard-
ware costs reduced, and design efficiency increased.

To achieve the objective, it was necessary to fulfill the
development of mathematical models of bit-stream
online-computers based on method analysis for generating
increments of increasing step functions with minimization
of calculation error; the creation of generalized architec-
ture model of online-computer; development of automata
models of the device based on FSM; the experimental
research of the designed hardware model of a bit-stream
power function computer in the hardware description lan-
guage VHDL using an automata template and implemen-
tation in a Xilinx FPGA.

The paper is organized as follows. Sections 1 and 2
provide a description of problem statement and current
state of the art. Section 3 discusses the method of forming
increments of ascending step functions and mathematical
models of online-computers obtained on its basis. A gen-
eralized online-computer architecture is presented, which
allows building of pipeline architectures of online-
computers of specific functions. An approach to the de-
sign of online computers based on FSMs was considered,
which made it possible to develop a state diagram of the
control automaton of online computers and an algorithm
flowchart of the operating automaton for the implementa-
tion of functions. Sections 4, 5 presents the results of an
experimental study of hardware implementation of online-
computers for power functions and root extraction func-
tion, which confirm the results of theoretical develop-
ments. Section 6 provides short discussion about main
achievements of this work.

1 PROBLEM STATEMENT

In bit-stream coding, data is presented as streams of
unit amplitude pulses. In bit-stream data the informative
parameter is fixed value of pulses of arbitrary duration for
a time interval. The bit-stream form of signals allows the
transmission and processing of information in ways that
make it possible to sequentially process single bits of the
stream when they are fed to the input of the device [5].

At the same time, the bit-stream form of signals, while
maintaining immunity to interference, does not suffer
from information redundancy and allows for high-speed
operation of devices. Data processing involves both the
conversion of the form of information presentation and
the linearization of the sensor signal using various ele-
mentary mathematical functions [6, 7].

Moreover, bit-stream online-computers provide for the
implementation of the stream method of online calcula-
tions with simultaneous parallel-serial execution of con-
versions over single bits of the stream according to the
required function. At the same time, sequential calcula-
tion of function values is performed for adjacent values of
the argument. Stream methods of processing information
signals are characterized by the possibility of implement-
ing functional conversion through the use of methods of
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forming increments, as well as the implementation of se-
quential processing of streams in the process of receiving
single bits [7, 8].

Bit stream online-computers of power functions and
root extraction functions can be used in distributed control
systems as components for functional conversion of bit
streams obtained from measurement sensors of physical
quantities with frequency output. The frequency output
signal can be a stream of pulses or a signal with PWM
[9, 10].

The question of analyzing the methods and means of
reproducing functions using converters and online-
computers arises in connection with their wide selection
and the variety of solved tasks, their specifics and techni-
cal requirements. Each selected type of means corre-
sponds to its own calculation method, and rational means
of its implementation must be chosen for any method.

In the creation of nonlinear converters and online-
computers of bit-stream data which operate in real time
for the reproduction of elementary functions, accurate
methods of calculating approximating functions based on
differential equations or algebraic equations (inverse
functions) are used. Thus, the design of specialized hard-
ware functional converters and computers performing bit-
stream data conversion in real time is relevant.

2 REVIEW OF THE LITERATURE

In works [11, 12] the need to develop online-
computers for processing data which are located close to
the sensor, for use in distributed sensor systems is sub-
stantiated, stream processing algorithms are shown, which
provide functional conversions of signals presented in the
form of a bit stream (streams of single pulses, streams of
PWM signals) and binary codes at the same time. The
proposed principles of stream processing algorithm or-
ganization are considered as a continuous process of re-
sult formation.

Work [13] presents an approach to the design and
hardware implementation of a converter that approxi-
mates a function for an argument that is a PWM signal. In
this case, an approximating function in the form of divid-
ing polynomials is used. In work [14], the proposed de-
vice is focused on the processing of measurement results,
which is represented by a pulse stream, in which the func-
tional conversion of information is carried out in the
tracking mode.

In work [15] the structure of the converter of the time-
frequency signals’ parameters into a digital code based on
a radial neural network is proposed. A decomposition of
the converter into two components is proposed, in which
the second component is a radial base network.

One of the relevant directions is the further develop-
ment of specialized control devices for aerospace systems,
in which the most important requirements for built-in
online-computers and converters are low energy con-
sumption, the ability to perform fast rough calculations,
and low memory consumption. The CORDIC algorithm is
used as a mathematical apparatus for such systems.
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Works [16, 17] present a conceptual design approach,
and realization of CORDIC architectures. The CORDIC is
reconfigurable and can function in either of two modes:
for hyperbolic or for circular trajectories in rotation and
vectoring. In work [18] the principle of designing and
implementing FPGA various trigonometric and logarith-
mic functions using CORDIC algorithm are presented.

A new efficient modified CORDIC algorithm is pro-
posed. Work [19] explores approximation in CORDIC
architectures for CMQOS ASIC implementation.

A new efficient modified CORDIC algorithm is pro-
posed in work [20], which combines the conventional
CORDIC algorithm with the VSF CORDIC algorithm
modelled. In work [21] divider architectures are proposed
based on the Newton Raphson division using the recipro-
cal operation.

The design process can be carried out using tools of
automated design systems based on hardware description
languages for further synthesis and implementation into
the FPGA platform, which ensures configuration flexibil-
ity, high speed, and technological reliability [22].

3 MATERIALS AND METHODS

Let’s consider a method for forming increments of as-
cending step functions.

When designing bit-stream online-computers of ele-
mentary mathematical functions, a method of forming
increments of ascending step functions during functional
processing of bit streams corresponding to certain integer
values of the argument is proposed.

In bit-stream functional online-computers, the repro-
duced function changes its value at discrete points and by
a discrete value. At the same time, the process of calculat-
ing a continuous function involves calculating a lattice
function that approximates a continuous one. The main
criterion that determines the effectiveness of approxima-
tion for computing problems is the approximation error.
The search for approximating expressions implemented in
hardware is carried out taking into account additional
restrictions of the expression type determined by the ele-
ment base used.

The method of forming increments based on inverse
functions ensures the fulfilment of requirements for func-
tional online-computers, which include accuracy and cal-
culation time, simplicity of technical implementation, and
universality of using the architecture from the point of
view of using the device to perform other mathematical
operations. As a result, the method allows applying a uni-
fied approach to the design of online-computers. When
synthesizing functional online-computers, the absolute
error of the calculation must be rational, that is, to provide
for all integer values of the argument the limiting value of
the absolute error of the calculation 0.5 of the least sig-
nificant bit of the argument.

The input x and output y information signals of the
considered online-computers are two periodic bit se-
guences. At the same time, the periodicity of the presenta-
tion of bits of the input sequence x is determined by the
method of quantization of the reproduced function, and
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the periodicity of the stream of output bits of the sequence
y is determined by the device’s functioning algorithm. At
the same time, uniform quantization of the argument with
integer values is ensured.

The implementation of the approximating function in
the online-computer includes certain stages.

At the first stage, an approximating function is se-
lected for a given continuous one and absolute calculation
error value at integer points of the argument is deter-
mined.

At the second stage, a mathematical model of the
online-computer is developed using the considered step-
wise approximation method based on inverse functions.

The model establishes a functional relationship in the
form of a system of difference inequalities between the bit
numbers of the output data stream y=1,2,3, ...,k and
their corresponding values X, = Xy, Xz, X3, ..., X; Of the input
data stream x.

At the third stage, the architecture of the online-
computer is created.

At the fourth stage, the hardware implementation of
the online-computer is performed using CAD tools, which
includes the creation of an automata model of the device
based on a state machine, the implementation of the
automata model in HDL code for the verification of the
behavioral model and further synthesis and implementa-
tion in the FPGA.

A continuous function y"=f (x"), the restrictions of
which are the conditions of x",y" >0, y" <x", dy"/dx">0,

which has an inverse X = \y(y*) , and is reproduceable at

the output of a hardware bit-stream online-computer by a
function that approximates a continuous one:

y =[f )+ 8max [I )

The value of absolute error limit value of continuous
ascending functions reproduction &y, is in the range

0.5<| Spmax | <1.

Continuous and its approximating step functions are
shown in Fig. 1.

y y*=[f(x)+[5Smax]]

y-0.5

y-1

(y-1)-0.5

xly-11  xly-1]x[y]
Figure 1 — Approximating step function

For any level -8y, ¥ = 1, 2, ..., kit is possible to

specify a pair of integer values x, — 1 and x, for which a
system of inequalities (2) takes place:
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{f(xy—1)<y—|6max|, @

f(Xy) 2 Y~ [Smax|-

The values x, = Xy, X, X, ..., X; correspond to the start-
ing moments of the formation of each y=1,2,3, ...,k
step of the approximating function.

The process of reproducing the function (1) with the
bit-stream form of the argument can be performed on the
basis of sampling certain bit values x, from the input
stream X,, the numbers of which are determined using the
inequality (3):

(Y~ [Bmax)) < Xy < F(Y —[Smax)) +1. A3)

The values x, of selected bits from the input bit-stream
x (sample) are obtained by substituting integer values in
inequality (3).

The search for approximating expressions imple-
mented in hardware is carried out taking into account ad-
ditional restrictions on the type of expression determined
by the element base used.

Inequality (3) is the general term x, formula of the
numerical sequence of bits formula of the numerical se-
quence of bits Xy, X, Xs, ..., X;, Which are selected from the
input bit stream x and correspond to the approximation
nodes of the step function y.

Integer sample which are selected from the input bit
stream x and correspond to the approximation nodes of
the step function y. Integer sample values x, can be found
by sequentially substitutingy =1, 2, 3, ..., k into inequal-
ity (3) with the minimum absolute error of calculations
| Smax=05 sample values.

The considered method facilitates the reproduction of
function in real time during the arrival of the bit stream x
at the online-computer input and is rational from the point
of view of the functions’ reproduction time, which is
always less than the length of the bit stream x and the
accuracy of functions’ reproduction for integer values of
the argument with the calculation error of £0,5 units of
the argument’s least significant bit.

With the minimum absolute error of calculations, the
values of samples x, are defined according (4), (5):

¥(y-05)<x, <¥(y-05)+1, (4)

Xy =[¥(y-0.5)+1]. (5)

The considered method of approximation was used in
the development of mathematical models of hardware bit-
stream computers which reproduce power and irrational
functions.

As an example, consider the mathematical models of
the online-computer of power function and the computer
of root extraction function.

The power approximating function that reproduces the
continuous function at the computer’s output has the form
(6):

m

y=[x" +0.5], ©)
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Sample values x, can be determined on the basis of
inequality (4) and the absolute calculation error of
| Omaxi=05. Therefore, the inequality implemented in the

online-computer has the form (7):
2"y = 2y -)". )

As a result, the mathematical model of the online-
computer of power functions is a system of difference
inequalities and has the form (8):

2" > (2y, -1)",

2"(x3 - x") + Ay = (2y, -1)" =2y, -1)",
®)

2"(xy' = xylg) + Ay 2 @y 1" -2y -1

It is given that A, is the difference obtained when
comparing the increments current values of the functions
2" Xy and (2y,— 1)" between two adjacent approximation

nodes of the reproducible function at the previous com-
parison step; A; is the difference obtained at the first step
of comparison, when performing the first inequality of
system (8); values y; <y <y, and 1<y, <k.

In the system of inequalities (8) Ay, defined as:

Ay =2"0y —xylg) + Ay, —(2y 1)+ 2y -1 (9)

The online-computer of power functions can operate
in two modes.

If the fractional power exponents m<n, then the de-
vice works in the mode of sampling of bits x, from the bit
stream data and forms an output stream y,. If the frac-
tional power exponents m>n, then the online-computer
works in the bit sequence series generation mode.

It should be noted that if the online-computer works in
the bit sampling mode, then when each inequality (8) is
executed, the output bit y, will be formed at the output of
the computer. If the online-computer works in the bit se-
guence generation mode, a series of bit sequences will be
generated at the output of the device when each inequality
(8) is executed.

The mode of sampling of bits x, from the bit stream
data in the online-computer of power functions is consid-
ered in work [23]. This work presents a mathematical
model of an online-computer of a power function, in
which the exponent of the power is m>n.

The power function online-computer reproduces at the
output the approximating function, which has the form
(10):

3

y= [xE +0.5]. (10)

Based on (7), the inequality realized in the device has
the form (11):

223 > (2y-1)°.
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The difference inequalities of the mathematical model
of the calculator on the basis of equations (12), (13):

22X = 22x3 — 22 x5 4 +2°X5 4 (12)

@y -D? =2y -D? -2y 1 D% + (@1 D% (13)

The mathematical model of the power function online-
computer is described as a system of inequalities (14):

2233 > 2y, -1)2,

2,03 .3 2 2
2°(Xx =X )+ A1 2 2y, =D =2y -7, (14)

2205 - x50 +Ay 1= @y -)" - @1 D"
Here Ay, is defined as (15):
Ay—l = 22(X§ - X§71) + Ay—z - (ZYk _1)2 + (Zyk—l _1)2 (15)

In the system of inequalities (14), when each inequal-
ity of the system is implemented, a series of bit sequences
will be formed.

If the numerator of the fractional exponent of the
power function m=1, then from the power function you
can go to the function of extracting the root.

The online-computer of the square root function
should reproduce the approximating function at the output
(16):

y =[x +0.5] (16)
Function (16) has an inverse function, so using (4) we
obtain the inequality implemented in the device:
2°x, =2y, -1)? 7

The x, values selected from the input bit stream and

supplied to the output of the device are determined by the
formula;

Xy =[(y-0.5)?]+1. (18)

On the basis of (17), a mathematical model of the bit-
stream computer of the square root extraction function is
obtained, which is described by a system of inequalities
(19):

22)(1 > (2y, _1)2

22(x)—x )+ A2 2y -~ (231 -D", (19)

22(Xy - Xy—l) +Ay—1 >(2y, _1)2 -2y _1)2

When the bit x, selected from the input stream x is re-
ceived at the input of the device, the output bit y, will be
formed at its output when each inequality (19) is fulfilled.
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Let’s consider a generalized architecture of the bit-
stream online-computer.

The work proposes a unified approach to the creation
of architectural models of bit-stream computers, while
taking into account the principles of the computing proc-
ess’ organization based on the analysis of the obtained
mathematical models, which allows for the synthesis of
architectural solutions. Performing computational proce-
dures in a single way allows the use of a narrow nomen-
clature of components in such models, which makes it
possible to use unified blocks. In Fig. 2 a generalized ar-
chitecture of a bit-stream computer is given.

Block 1

&2 DE1

Block 2 <

Figure 2 — Generalized architecture of the online-computer

The main computing core of the online-computers is
the SM_RES parallel adder with feedback, which is used
as a parallel code comparison component and compares
the increments of two simultaneously reproduced ascend-
ing step functions. The increments of the argument func-
tion are given to SM_RES by the bits of the input bit-
stream X in direct parallel binary code, and the increments
of the function representing the levels of the reproducible
step function y by its output bits in the additional code.
The SM_RES overflow bits correspond to the beginning
of each successive step formation of the approximating
function of the device.

The architecture of the bit-stream online-computer in-
cludes: blocks Blockl and Block2, which are pipeline
architectures built on parallel adders and form increments
of the lattice functions of the left and right parts of the
inequalities of mathematical models of online-computers.

Let’s consider the automata models of bit-stream
online-computers.

The proposed hardware implementation approach of
the Moore’s FSM based online-computers allowed to cre-
ate a general graph of transitions for the online-
computers’ control unit and flowchart of the operating
unit algorithms for the realisation of considered mathe-
matical functions and to develop corresponding HDL
models, for the implementation of reproducible functions’
algorithms for the proposed bit-stream computers with
CAD/PLUS tools.

OPENa.ﬁCCESS




p-ISSN 1607-3274 PanioenexktpoHika, iHpopmaruka, ynpasiinas. 2024. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. No 1

A bit-stream computer represented by a composition
of control firmware and operating unit.

The operating unit has computational states in which
pipeline calculations are performed, initiated by the sig-
nals of the control unit.

At the same time, the control unit determines the order
of following the control signals and performing the se-
quence of microoperations based on the algorithm flow-
chart of the and the set of warning signals generated by
the operating unit.

The graph was obtained as a result of marking the al-
gorithm flowchart of the computer’s arithmetic block
(Fig. 3) and made it possible to increase the clarity and
visibility of the device’s computing states control.

impulse
reset
SM_RES<0.
SM_RES>=0
SM_RES<0
SM_RES=>=0

Figure 3 — State diagram of the computer control unit

An automaton template is one of the ways to describe
a FSM in the hardware description language VHDL, in
which the structure of the HDL model of the control unit
of an online-computer is built on the basis of a state dia-
gram.

The created HDL model of the control unit is an HDL
template for the implementation of HDL models of
online-computers. The control unit of the device is de-
scribed by a state diagram that has three states a0, al, a2.

At the signal reset =1, the unit goes to state a0 and
remains in it until the moment when the signal “impulse”
appears.

After that, the unit goes to state al. In state al, pipe-
lined computations are performed in the architecture’s
forward communication device components Block1.

If the content of the result adder SM_RES >0 be-
comes non-negative, then the device output bit appears at
its output and the unit goes to state a2. If SM_RES >0
unit goes to a0 state.

In a2 pipeline calculations are performed in the feed-
back device components of the Block2 architecture.

If the value is SM_RES < 0, the unit goes to state a0.
Also, in a2, the unit generates a signal to form the output
bit of the device. The unit is in a2 if the value is
SM_RES > 0.

Figures 4, 5 present algorithm flowcharts of the oper-
ating unit.
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Fig. 4 shows the basic algorithm flowchart of the op-
erating unit for the development of state diagrams of spe-
cific power and root extraction functions’ implementa-
tion.

Fig. 5 shows the algorithm flowchart of the operating
unit for the implementation of the power function

3
y=[x2 +0.5].

The basic state diagram contains operator vertices al
and a2 with computational microoperations in the device

components.
an

e

SM_RES=SM_RES+SM1
SM1=SM1+SM2

al

SMm-1=SMm-1+RG1

SM_RES=5M_RES-5M"1
SM'1=SM'1+SM"2

a2

SM'n-1=SM'n-1+RG2

[

Figure 4 — Basic algorithm flowchart of the operating unit
for implementation of a power function with an arbitrary frac-
tional exponent

Figure 6 shows the algorithm flowchart of the operat-
ing unit for the implementation of the square root func-
tion.

Let’s consider a block diagram of the online-
computer.

As the result of the study, a block diagram of an
online-computer was developed for hardware implemen-
tation, which includes two blocks: an impulse detector
and a block of a bit-stream online-computer (Fig. 7).

The impulse detector unit detects the bits of the in-put
stream x and sets the impulse = 1 signal at the output,
which will be received by the arithmetic unit of the com-
puter for further processing. The arithmetic block of the
online-computer performs operations of raising the argu-
ment x to the power of a fraction-al-rational exponent and
issues Ready signal when the block is ready to accept the
next bit for processing. The result of the unit’s operation
is the output bit stream y, which is the result of the power

function calculation.
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START ao

—OA DUIM1—|
~_ v

SM BEC=CM DECLSRMA
Sh_Ri v

ES=SM_RESHS)

SM1=5SM1+COUNT al

COUNT=COUNT+RG1

—0 SM_RES>=0 1 ‘l

SM_RES=SM_RES-SmM2

SMI=SMI+RGD

L |

)

END al

Figure 5 — Algorithm flowchart of the operating unit for imple-
3
mentation of power function y =[x2 +0.5]

[

SM_RES=SM_RES+RG1 | a1

SM_RES=SM_RES-SM1
> SM1=SM1+RG2

|

END a0

Figure 6 — Algorithm flowchart of the operating unit for square
root function implementation

clock

reset

4 b 4 b

Bit-stream
online
computer

Impulse
detector

Figure 7 — Online-computer block diagram
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4 EXPERIMENTS

The approbation was carried out through hardware
implementation and evaluation of the created design
models using the example of a bit-stream real-time com-
puters for power functions and the square root function
reproduction.

Automata models of the devices were built in the
hardware description language VHDL, the device was
synthesized and implemented in the Xilinx FPGA, hard-
ware costs were estimated, and modelling was carried out
using Active-HDL.

Let’s consider an experimental study of online-
computer of power functions.

The online-computer of power functions can function
in two modes.

Mode 1. Operation of the online-computer in the
mode of sampling of bits from the bit stream data, i. e.
number divider mode when exponents m<n.

Mode 2. Operation of the online-computer in the bit
sequences series generation mode when exponents m>n.

An experimental study of the online power functions
computer in the mode of sampling of bits from the bit
stream data is given in [23].

2
For the approximating function y=[x3 +0.5] sample

values x, was determined from the input bit stream using
3

the formula x, :[(y—0.5)5]+1. When substituting the

y=1,2,3,45 values, sample
Xy =1,2,4,7,10 respectively.

It is noted that the inequality 2°x2>(2y —1)* is im-

values are obtained

plemented in the online power function computer. The
calculation of the left and right parts of the inequality is
performed on the basis of the algorithm of pipeline calcu-
lations, which involves the calculation of arithmetic series
of the second and third orders and of their arithmetic dif-
ferences, respectively. At the same time, device synthesis
is carried out by reducing the order of differences.

The study of online-computer of power functions in
the bit sequences series generation mode was conducted.

3
For approximating function y =[x2 +0.5], using the
2

formula x, =[(y—-0.5)3]+1 the number of bits in the

series of bit sequences that are formed at the output of the
device when each bit of x is applied to its input was de-
termined.

If y =1, then x = 1, that is, the first bit of the input se-
guence x will be selected and sent to the output of the
device. If y=2 and y =3, then x =2, which means the
formation of two series of bit sequences of 2 bits each. If
y=4 and y =5, then x = 3, that is, two series of bit se-
quences of three bits will be formed, and so on.

The inequality realized in device 22x§2(2y -1)?%. In

order to calculate the arithmetic series of the second and
third and orders values x=0.8, x=1.7 should substi-
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tuted to the left and right parts of the considered inequal-
ity, respectively.
For the function szj the arithmetic series of the

third order and the arithmetic series of differences of the
first, second and third orders have the form:

f. 0,4, 32,108, 256, 500, 864, 1372, ...
A: 428,76, 148, 244, 364, 508, ...:
A% 24,48, 72,96, 120, 144, ...

A3 24,24,24,24, 24, ...

Considering function (2y-1)? the arithmetic series of
the second order and the arithmetic series of first and sec-
ond order differences have the form:

f: 1,9,25,49 81,121, 169, ...;
Al g, 16,24, 32,40, 48, ...
A’ 888,88, ...

The results of calculating the function values for first
seven input bits are presented in Table 1.

The device architecture includes components: adders
SM_RES, SM1; counter Count; register RG1 which im-

plement function 2°x3 and adders SM_RES, SM2; regis-

ter RG2 which implement function (2 —1)2.

Table 1 — Calculation of power function

X Value of function Y
X=1 y=ﬂg+osb=hﬂ=1
X=2 y=[2%+0.5]=[3.33]=3
X=3 y=Bg+05]=E7]=5
X=4 y=[4g+05]=B5]=8
X=5 y:[5%+0.5]:[11.68]:11
X=6 y=Bg+05]=E7]=5
X=7 y:[7g+0.5]:[19.02]:19

Initialization of architecture components: Count=24,
SM1=4, SM_RES=-1, SM2=8, RG1=24, RG2 = 8.

Table 2 shows the results of computing process in
components of the device.

The results of the calculation process in the compo-
nents coincide with the results of the calculation of the
power function for the first 7 bits of bit-stream data.

Let’s consider an experimental research and approba-
tion results by hardware implementation of online-
computer of square root function.

For approximating function y =[+/x +0.5] sample val-

ues X, were determined, which are selected from the input
bit stream and fed to the input of the device, by the for-

mula x, =[(y-0.5)?]+1.

Table 2 — Computing process in device components

X SM_RES Y SM_1 Count SM_2
1 1+4=3 1 4+24=28 24 +24=48 8+8=16
3-8=-5
2 5428223 1 28+48=176 48+24=12 16+8=04
23-16=7 24+8=32
7-24=17
3 ~17+76 =59 1 76 +72=148 72+24=96 32+8=40
59-32=27 1 40 +8=148
27-40=-13
4 13+ 148=135 1 148 + 96 = 244 96 + 24 = 120 48+ 8=56
13548 = 87 1 56+ 8 = 64
87 - 56 =31 1 64+8=72
31-64=-33
5 33+ 244 = 211 1 244 + 120 = 364 120 + 24 = 144 72+8 = 80
211-72 =139 1 80+8 = 88
139-80="59 1 88+8 =96
59— 88 = —29
6 29 + 364 = 335 1 364 + 144 = 508 144 + 24 = 168 96 + 8= 104
335 - 96 = 239 1 104 +8 =112
239104 = 135 1 112 +8=120
135- 112 = 23 1 120+8=128
23-120=-97
7 97 + 508 = 411 1 508 + 168 = 676 168 + 24 = 192 128+8=136
411-128 =283 1 136 +8 = 144
283 - 136 = 147 1 144 +8 =152
147 -144 =3 1 152 + 8 = 160
3-152=—_149
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When substituting the values y =1, 2, 3, 4 the sample
values x, = 1, 3, 7, 13, are obtained, which will be se-
lected from the input bit stream and applied to the output
of the device. In the development of the pipeline architec-

Table 4 shows the results of computing process in
online-computer components.

Table 4 — Computing process in the device components

ture of the root extraction function computer, the algo- X SM_RES Y SM_1
rithm of pipeline calculations is used, which is based on 1 —1+4=3 1 8+8=16
finding arithmetic series and their differences. The ine- 3-8=-5
quality 22x > (2y, ~1)?is realized in the device. 2 S+4=-1
When substituting y = 1, 2, 3, ... into the right-hand 3 3__11+64:__f3 ! tor8=24
side of the inequality, the value of the function is ob- 4 13+4=-9
tained, which is an.arlthmetlc series of the second _order : 914=5
and the corresponding values of the difference series of -
the first and second orders: 6 4=
7 1+4=3 1 24+8=32
3-24=-21
f. 1,9, 25,49, 81, 121, 169, 225, 289, 361, ...; s 1A= 17
A: 8,16, 24,32, 40, 48,56, 64,72, ...; -
A% 8,8,8,8,8,88,8, ... 9 fra=-13
10 -13+4=-9
The results of calculating the function values for first 11 9+4=-5
13 input bits are presented in Table 3. 12 5+4=-1
Table 3 — Calculation of square root function 3 3__1 3+24=__§g ! 3248240
X Value of function Y
X=1 y=[v1+05]=[L5]=1 5 RESULTS
X=2 y=[2+05]=[191]-1 Verification of the models of the studied online-
X=3 y=[/3+05]=[2.23]=2 computers was performed using the Active-HDL model-
X=4 y=[W4+05]=[25]-2 ling system. Behavioral models of online computers were
=5 Y =[5 +05]-[2.74]-2 obtained based on the results of theoretical calculations in
X=6 =[W6+0.5]=[2.95]=2 Section 4. ; .
y=[/6+05]-]2 Fig. 8 shows the results of modelling the behavioural
X=7 y=1/7+05]=[3.15]=3 model of the device in the mode of sampling of bits from
X=8 y=[+/8+0.5]=[3.33]=3 the bit stream data, i. e. number divider mode. Presented
X=9 y=[J9 +05]=[3.5]=3 waveform shows, that when 7 bits of the input stream x
X=10 y=[10+05]=[3.66]=3 are supplied to the input of the computer, 4 bits of the
X=11 y=[V11+05]=[3.82]=3 output bit stream y are generated at the output (_)f the de-
v iz 05963 vice, and therefore 1, 2, 4 and 7 bits corresponding to the
v=l ] sample numbers Xx,.
X=13 y=[+13+0.5]=[4.1]=4
Signal name Value CoEOD ¢ o4D0 ¢ BDD '+ EOD 0+ oW00 ¢t 1200 © Moo C 00
w inputbuffer_out 0 [ I [ [ [1 ] [
wr powerfunc_out 0 [] [] [] L
ar ready 1 L] | L] L L [ L
[ ar count_t 5 [ by [ H 2 b 3 b
[ ar sum_t -363 A HEE T O D - T A
arreset o |
a clock | LG il
ary_ 0 [ S ) S [ [ [ ] [
wy_o 0 [ [ [ [
[ ar count 5 [ by 1 H 2 b 3 b
ar state a0 al W e e Al al al al
ar next_state a0 al I TRV TR S TR Y TR S T Y T §
ar counter 184 g b ) b 40 b 56 H T2 by B e 104 b 1]
B ar 5Um_1 -363 A L O ) D D
rsum_2 866 26 b 93 b 218 b 326 Yl
ar 5Um_3 312 72 Y 120 by 163 Y 26 bl

Figure 8 — The behavioral model of a power function online-computer in the mode of sampling of bits from the bit stream data
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Fig. 9 shows the results of modelling the behavioural
model of the bit-stream online-computer of the power
function in the mode of generating bit sequences series,
which coincided with the results of theoretical calcula-
tions.

The detailed waveform of the behavioural model of
the online-computer contains information signals and
register values of the device components that coincide
with the results of the computational process.

At the output of the computer, a series of pulse se-
quences are generated for each input bit x starting from
the second bit, which coincides with Table 2. When the
second and third bits are applied to the input of the de-
vice, two series of two bits each are generated at the out-
put. When the forth and fifth bits are applied to the input,
two series of bits of three bits each are generated at the
output of the device, and so on.

Waveform confirms the correct operation of the
online-computer in the mode of generating series of bit
sequences.

Fig. 10 shows the detailed waveform of the behav-
ioural model of the square root function online-computer.

The waveform demonstrates the process of supplying
13 bits of the input stream x to the input of the computer,
from which 1, 3, 7, 13 bits were selected and sent to the
output of the device in the form of the output stream y
(y=4), which is the result of playing the square root func-
tion. The values of the registers coincide with the results
of the computing process in the device components in
accordance with Table 4.

The synthesis of the devices was carried out using
CAD XILINX ISE. The schematic implementation of the
computer is carried out on the XC3S100E series Xilinx
SPARTAN 3E FPGA, which utilized approximately 6%
of platform’s resources. RTL—scheme of the synthesized
power function computer is shown in Fig. 11. The maxi-
mum frequency of the devices is 125 MHz.

Signal name |Value | S0 U200 ' ¢ v 400t BO0 * ¢t 800 ¢+ f00D © ¢t f200 © ¢ ¢ W00 * ¢+ 1600 * ¢+ 1800
i g RgugRyNgigugigigugiguyRguyigugigigigigugiguyguggigiyigigugugugugigugi]
ar reset_j 0]

i a 1 [ [ 1 [1 1

wr inputbuffer_out 0 I}l [ Hl ml 1 M

ar powerfunc_out 0 [ ] [ | \ | (S —
ary_o 0 M I M. I T I LI I LI I

[ ar count 32 [] )( i ) &3 3 WX 5 B [ S

@ arsum_1 1324 [ £ ) [ ¥ 5 b a4 i 364 b i

arsum_2 284 8 Y 3 b 3 [ 7 (5038 36 Y

B sm_ses o £ S R— ) ) S ) € S

[ ar count 284 ElR [ ¥ T2 ¥ 3 ¥ 120 b 144 o 168
wrstate 80 o0 Y W X w0 WX T a0 X Y2 W a0 XX wE W a0 X W w? W ad X X w2 ¥

Figure 9 — The behavioral model of the bit-stream online-computer of the power function in the mode of generating bit sequences

series
Signal name Value + + - 2?0 S B@O coo 1000 . 1200 . 1490 o 16|00 ©ovo- 1800 - - 2090 '
b ki 1 JUUUUU U UU U Ui iU iU U U LT U U DU U U0 U UL
» reset 0 ]
vy 0 5 ) iy g Y e (e [ e [ Yy g 5
1V ready T ey o ey O o I s | ey . i 0 o 0 e W s 0 e | s e
17 inputbuffer_out 0 M M M M M M [ M N i M [ M
BV counter x 13 T 1 ¥ 7 Y 3 X ¢ X % (& Y 7T V8§ Y7 Y0 Yo Y& (Dn
BV sum._res ¥ [ T IS T CIY 8 8 T ) CayC o }C W 8T (Y]
B sum_1 40 [ H 16 H 24 H 32 )C
)0 0 | L
1V state 20 AT ST S L R T ( (a0 X L X X Xl X Xady Yadx Xady xadx )
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Figure 10 — The behavioural model of the bit-stream online-computer of root extraction function in the mode of sampling of bits
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Figure 11 — RTL-scheme of the synthesized power function computer

6 DISCUSSION

The conducted research solves the actual scientific and
practical problem of developing methods and models of
designing hardware computers of mathematical functions
of a specific class with bit streams data which perform
calculations in real-time. In online-computers, a streaming
method of calculations is organized with parallel-
sequential execution of conversions over single bits of the
input stream in accordance with a given function.

Increasing the accuracy of calculations and the speed
of obtaining results in bit-stream online-computers of
power functions and root extraction function is due to the
development of improved mathematical models of com-
puters based on the method of forming increments of as-
cending step functions with the minimization of absolute
errors.

Expanding the functionality of online-computers is
achieved by the construction of reconfigurable pipeline
architectures based on the proposed generalized architec-
ture of the computer, which allowed to develop a unified
approach to their automated synthesis using hardware
description languages.

Increasing the clarity and invariance of the implemen-
tation in formal languages of programming and hardware
description is achieved due to the clarity and correctness
of the algorithms for the implementation of functions by
the proposed graph models of online-computers based on
FSM.

CONCLUSIONS
As a result of the work, the generalized architecture of
an online-computer was proposed, algorithm flowchart
implementations of specific functions and the state dia-
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gram of Moore model control automaton of the com-
puter’s arithmetic unit were created.

Automata HDL models in the form of automata pat-
terns were developed. The performance of the developed
models of online-computers was confirmed by checking
the results using the verification of behavioural models
using Active-HDL CAD, automated synthesis and im-
plementation in the Xilinx FPGA platform.

The considered functional online-computers are effec-
tive from the point of view of calculation accuracy, sim-
plicity of technical implementation, and universality of
the architecture.

The scientific novelty of the obtained results lies in
the fact that the improved mathematical models of bit-
stream online-computers of power functions and root ex-
traction function were developed using the analysis
method of forming increments of ascending step functions
based on inverse functions with minimization of calcula-
tion errors. Automata models of bit-stream online-
computers of elementary mathematical functions, charac-
terized by graph models, were proposed, which made it
possible to ensure the clarity and consistency of function
implementation algorithms.

The practical significance of the obtained results lies
in the fact that the use of the developed mathematical,
architectural and automata design models of bit-stream
online-computers of elementary mathematical functions
ensures an increase in the accuracy of the calculation of
mathematical functions, reduces equipment costs and de-
velopment time, which ultimately increases the efficiency
of the design process. It also consists in the development
of automata models of bit-stream functional computers,
which are formed on the basis of the finite state machine
of the Moore model, which made it possible to create the
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same type of graph models and HDL models in the form
of an automata pattern for the implementation of algo-
rithms of reproducible functions of online-computers with
CAD tools.

The prospects for the further research involve the
application of the developed design models to other signal
encoding methods. Also, the mentioned approaches might
perfectly suit to be deployed on the SoCs such as Xilinx
ZYNQ which contains Programming System (ARM) part
and Programmable Logic (PL) component with the opti-
mal computation distribution between them. This includes
the further research directions of using partial reconfigu-
ration for deploying various bit-stream specific hardware
accelerators with the capabilities of resource management
on ARM side.
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AHOTAIIA

AKTyaJabHicTh. B manunii yac po3nonineHi cucTeMu YIpaBIiHHS PEaTbHOTO Yacy MOTpeOYyIOTh CTBOPEHHS MPHUCTPOIB, SIKi BUKO-
HYIOTh OHJIAHH-O00YMCIIIOBAJIbHI Olepallii B OTOYCHHI AaT4nka. 3anpornoHosaHi online-oGuuciiioBadi elneMEHTAPHUX MaTeMaTHYHHUX
(GyHKIiH MOXYTb OyTH BUKOPHCTAHI SIK KOMITOHEHTH JIs (DYHKIIOHAJILHOTO TIEPETBOPEHHS CUTHANIB Y BUTIIS/II IMITYJILCHUX ITOTOKIB,
110 HAJXO/STh BiJl BUMIPIOBAILHUX JAaTYHMKIB 3 YACTOTHUM BUXOZIOM.

Meta po6otn. Po3poOka MaTeMaTHYHNX, apXITEKTYPHHUX Ta aBTOMAaTHUX MOJIeJIel IPOEKTYBaHH OiT-IIOTOKOBHUX OHJIAIH- 004H-
CIIIOBAYiB €JIEMEHTAPHUX MAaTEeMaTUYHHUX (YHKIIH 3 METOIO CTBOPEHHS €AMHOTO MiJXOMY 10 IX IPOEKTYBAHHS, 3aBISIKH SIKOMY MOX-
JIMBO MiJABUIIUTH TOYHICTh OOUMCICHHS (QYHKLIH, pO3IUPUTH QyHKIIOHATIBHI MOXKIMBOCTI, 3MEHIIUTH anapaTynHi BUTPATH Ta Mij-
BUILUTH €(EKTHUBHICTh IPOEKTYBAHHSL.

MeTtoa. Po3poGiieHO MaTeMaTn4Hi MOZAETI MPUCTPOIB 3 BAKOPUCTAHHAM METOAY (OPMYBAaHHS IPUPOCTIB CTYMIHYACTHX (QYHKIIIH
Ha OCHOBI oOepHEeHMX (YHKIIH 3 MiHIMi3ami€o moxuOku oOuucieHb. Po3pobieHo aBTomMaTHI MOZENi OHJAaWH- OOYMCIIOBadiB Ha
OCHOBI KiHIIeBOTO aBToMara Mypa, rpadoBi MoJemi SIKMX O3BOJIMIM 3a0€3MEeUNTH YiTKICTh aTOPUTMIB peaitizamii GyHKIH, miBH-
IIUTH HAOYHICTB Ta IHBapiaHTHICTB peanizamii Ha (OopMaIbHIX MOBaX IPOTPaMyBaHHs Ta OIHCY anapaTypH.

Pe3yabTaTH. YV cTaTTi HaBeIeHO pe3yJIbTaTH NOCIIJDKEHHS, pO3poOKM Ta MpakTUYHOI arnpobauii Mozxeneil npoekTyBaHHs OiT-
IIOTOKOBUX OHJIAHH- OOYHMCIIIOBAYIB CTEeNEeHeBOl QyHKUIT Ta QyHKUIi BUITyYeHHs KOPEHs. 3alpOIIOHOBAHO y3arajbHEHY apXiTeKTypy
OHJTalfH- 00YnCTIOBaYA.

BucHoBku. Po3risiHyTi QyHKIIOHAIBHI OHIaH- 004YKCITIOBaYi e()eKTUBHI 3 TOYKH 30pY TOUHOCTI OOYHCIICHB, IPOCTOTH TEXHiY-
HO{ peai3aii Ta yHIBEpCaIbHOCTI apXiTEKTYPH.
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mart, FPGA, SoC.
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ABSTRACT

Context. A feature of human-machine systems of critical application operating in real time is that they include as elements both
technical systems and people interacting with these systems. At the same time, the main difficulties are associated not only with the
improvement of hardware and software, but also with the insufficient development of methods for reliably predicting the impact of
the production environment on the human factor and, as a result, on the relevance of decisions made by decision makers. As a result,
the task of developing methods for determining the mutual influence of environmental factors and cognitive parameters of decision
makers on the decision-making process becomes very relevant.

Obijective. The aim of the work is to propose methodological foundations for the development and study of fuzzy hierarchical re-
lational cognitive models to determine the influence of environmental factors and cognitive parameters of decision makers on the
DMP.

Method. When building FHRCM methods of “soft computing”, methodologies of cognitive and fuzzy cognitive modeling were
used, providing an acceptable formalization uncertainty of mutual influence of factors on the DMP.

Results. A fuzzy cognitive model based on a fuzzy Bayesian belief network has been developed, which makes it possible to draw
a connection between qualitative and quantitative assessments of mutually influencing factors on the DMP. The proposed model
makes it possible to probabilistically predict the influence of factors and choose rational ways of their interaction in the DMP.

Conclusions. The results of the experiments make it possible to recommend using the developed model, which takes into account
the mutual influence of factors of various nature, including cognitive ones, in the DMP in order to improve the efficiency of HMSCA
management as a whole.

KEYWORDS: man-machine systems of critical application, decision making, decision making person, fuzzy cognitive models,

environmental factors, working environment factors, relational cognitive models.

ABBREVIATIONS

HMSCA is a human-machine systems of critical ap-
plication;

DM is a decision maker;

FHRCM is a fuzzy hierarchical relational cognitive
model;

BBN is a Bayesian trust networks;

DS is a decision support;

DMP is a decision making process;

MRD is a making relevant decision;

OTSCA is an organizational and technical system of
critical application;

HMS is a human-machine system.

NOMENCLATURE
In is an indicator of noise level;
EN is an indicator of electromagnetic field level;
L is an indicator of workplace lighting;
Te is an indicator of room temperature;
H is an indicator of room humidity;
S is an astate of the technological process;
T is an indicator of fatigue degree;
F is an indicator of psychological tension;
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I is an indicator of informational stress;
E is a possibility of error;

D is a decision time;

R() is a relevance of decision making;
A; is a value of i-th fuzzy numbers;

n; is a modal value;

N() isa fuzzy interval;

N is a result of defuzzification;

bj is a value of j-th number on a BBN;

B is a vertex on a BBN;

P() is a probability of joint distribution of a Bayesian
belief network;

Se() is a function that characterizes the influence of ex-
ternal and production factors;

Sp() is a function that characterizes the influence of
psychological and cognitive factors on the state of deci-
sion makers;

() is a membership function;

I5() is a fuzzy probability;
H() is a fuzzy interval;

g; is a value of the i-th BBN E-vertice;
r; is a value of the i-th BBN R-vertice;
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d; is a value of the i-th BBN D-vertice;
f; is a value of the i-th BBN F-vertice;
t; is a value of the i-th BBN T-vertice.

INTRODUCTION

Today, when creating HMSCA, the solution of the
problems of managing and monitoring processes and phe-
nomena of an anthropogenic and natural nature comes to
the fore, followed by the adoption of appropriate deci-
sions at each hierarchical level of the system.

Modern HMSCAs are built, as a rule, on the basis of
computer networks, which, together with software and
users, are designed to increase management efficiency.
Currently, the issues of assessing the performance of
HMSCA enough attention are paid, but there is no single
conceptual approach to the study of such systems.

It is noted that, in general, research in this area is
reduced to the study of the perception of information in
verbal and visual form, its analysis, and comparison of
DS alternatives. However, there are practically no studies
of the mutual influence of external factors of various
natures, including cognitive ones, on the DMP.

Also, issues related to management decisions at each
hierarchical level of the system have not been sufficiently
developed, due to the imperfection of the mathematical,
statistical and intellectual tools used.

The objects of study are fuzzy hierarchical relational
cognitive decision-making models in multi-level OTSCA.

The subjects of study are models and methods of de-
cision-making in multi-level HMSCA.

The purpose of the work is to introduce methodo-
logical fundamentals of development and research of
fuzzy hierarchical relational cognitive models to deter-
mine the mutual influence of environmental factors and
cognitive parameters of DMs on the DMP.

1 PROBLEM STATEMENT

In the process of work, the decision maker is under the
influence of external factors of the environment and the
production environment and factors that characterize his
psychological and cognitive state.

It is required to assess the degree of relevance of deci-
sions made by the decision maker, under the influence of
the above factors, in multi-level OTSCA in a limited time.

Suppose that the values of external and production, as
well as psychological and cognitive factors H, S, Te, EN,
In,L, F, D, T, E are known.

It is necessary, based on an expert assessment of the
degree of relationship between these factors, to estimate
the value of the function R=f(H,S,Te,EN,In,L,F,D,T,E),
which characterizes the degree of relevance of the deci-
sion maker’s decision in real time and draw a conclusion
about the relevance of the decision made by the decision-
maker, provided: the decision is relevant if R> R* and
irrelevant if R< R* .
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2 REVIEW OF THE LITERATURE

In the scientific works of a number of authors, it has
been noted that one of the most important methodological
problems in the theory of decision making and multi-
criteria choice is the problem of overcoming the factor of
subjectivity, which is due to the presence of psychological
characteristics of the behavior of individuals participating
in the DMP. In works authors [2-5] noted that the deci-
sion-making function “crystallizes” in specific formations
— structures of individual qualities that affect individual
stylistic differences in the selection processes. Therefore,
the management of the mental processes of the decision
maker impossible without an assessment of these individ-
ual qualities.

Research in ergonomics and engineering psychology
conducted over the past decades has made it possible to
identify a number of factors that affect the DMP of a hu-
man operator. Among these factors, it is necessary to sin-
gle out those that can dynamically, chaotically change in
the process of HMSCA. But such changes cannot be pre-
dicted in advance, at the design stage.

Literature analysis [6, 7] allows you to establish the
relationship between factors from the group of environ-
mental impact on the psycho-functional state of the deci-
sion maker, which in turn affects the adequacy of its ac-
tions. However, the adequacy of actions is determined not
only by external conditions, but also by the ability of the
decision maker’s organism to prevent the negative impact
of external conditions. These factors include the level of
the cognitive component and the tension of the nervous
system. The variety of relationships between the charac-
teristics of the psycho-functional state of the decision
maker, external factors and the quality of his activity
complicates the task of constructing mathematical models
for assessing the mutual influence of these factors on the
process of making appropriate decisions.

In works [8, 9] an algorithm for increasing the effi-
ciency of interaction between an operator and technical
devices in “man-machine” systems is proposed, which
allows solving the problem of ensuring the efficiency of
managing complex technical and production systems un-
der conditions of fuzzy risk. The results of studies of the
influence of the functional state of operators on efficiency
and quality in the “man-machine” systems are presented.
Based on the above analysis, it was concluded that it is
necessary to develop modern methods for improving effi-
ciency, taking into account the dependence of the func-
tional state of operators on the influence of external and
internal factors on the process of making adequate deci-
sions.

In literature [10, 11] issues considered determination
of a comfortable working environment for the decision
maker during the operation of the system. Developments
on the creation of mathematical models and algorithms
for assessing the relevance of decisions taken are consid-
ered in detail, taking into account the influence of external
and personal factors on the safety of HMS. Algorithms for
formalizing the relationship between external factors and
psycho-functional characteristics of decision makers are
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proposed to optimize decision making. But all this does
not make it possible to describe with maximum accuracy
the factors for which there are no known exact patterns
and for which it is necessary to make an association be-
tween qualitative and quantitative assessments of factors
affecting the effectiveness of HMSCA.

Common questions analyzed building fuzzy cognitive
models of information technology to determine and
evaluate the influence of factors on the DMP in multilevel
HMSCA using [12].

Determination of the functional dependence of the ef-
fectiveness of multi-level systems of critical purpose on
the influence of external factors and the fuzzy risk of
making inadequate decisions by the decision maker, as
well as the construction of fuzzy cognitive models of
DMP under conditions of fuzzy risk is considered in [13—
17]

In [18-20] the development of mathematical models
and algorithms for determining and evaluating the optimal
influence of external factors of the working environments
on the cognitive state of decision makers.

Based on the analysis of literary sources, it is noted
that in order to overcome the difficulties caused by uncer-
tain factors (inaccuracy, fuzziness) for solving assessment
problems their influence on DMP, in a multilevel
HMSCA is a need to improve and develop new modern
methods of work efficiency HMSCA. It is advisable to
apply DS methods using “soft computing”, the methodol-
ogy of cognitive and fuzzy cognitive modeling, which
provides an acceptable formalization of uncertainty due to
the presence of subjective judgments of experts.

3 MATERIALS AND METHODS

Because acceptance decisions defined by many influ-
ence factors external and production environment and
factors characterizing the current psychological and cog-
nitive state of the decision maker, then one of stages of
assessing its relevance is to identify cause-and-effect rela-
tionships and dependencies between these factors.

The information model of the above factors of influ-
ence on the DMP is shown in Figure 1.

Figure 1 — Information model of the influence of factors on the
DMP

Here Se=f(H,S,Te,EN,In,L) is a function that character-
izes the influence of external and production factors;
Sp= f(1,F,D,T,E) is a function that characterizes the influ-
ence of psychological and cognitive factors on the state of
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decision makers, and R=f(H,S,Te,EN,In,L,F,D,T,E) is a
function that characterizes the degree of relevance of de-
cisions made by decision makers.

Exploring and revealing causal relationships and de-
pendencies between the factors of the information model
allows building the following relational model, Fig. 2.

‘ml

Figure 2 — Relational model of mutual influence of factors on
the MRD

In [21] Bayesian Belief Networks are used as a
mathematical tool, which have shown themselves well in
modeling complex systems with uncertainties.

BBN is a probabilistic graphical model, which is a set
of random variables and their conditional probabilities
using an acyclic directed graph.

For any set of random variables (vertices) Ay, Ay, ...,An
of a Bayesian belief network, the probability of joint dis-
tribution is calculated from conditional probabilities ac-
cording to the chain rule as follows:

P(AL.... Ay) = [ TP(A] Parents(A)) (1)
i=1

To calculate the probability that a variable B takes on
the value b; on a BBN consisting of vertices B, A;,...,A,
the formula is used:

P(B=bj)= S P(B=bj A,Ay .. A ?
A,

Here the summation is over all values of the variables
As, A,,..., A, Taking into account (1), formula (2) for
calculating the probability at the vertex B takes the form:

P(B=bj)= Y P(B=hj| Parents(B))x

xﬁ P(A;| Parents(A;))
i=1

®3)
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These formulas are enough to perform direct inference
on a Bayesian network, i.e. determining the probability of
the values of the vertex-leaf by the known probabilities of
the values of the input (root) vertices and the conditional
probabilities of the values of the remaining vertices of the
BBN.

Based on the relational model of the mutual influence
of factors on the adoption of appropriate decisions, a
Bayesian trust network is built (Fig. 3) to assess the
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Figure 3 - BBN for a MRD Evaluation

The vertices of the BBN (Fig. 3) have the same names
as the vertices of the relational model (Fig. 2). All vertices
of the proposed BBN, with the exception of vertex R, take
on two values: <vertex name>;=“within normal limits”.
<vertex name>,="out of normal limits”. For example, if
the vertex In takes the value in; then it means, that the
intensity and level of noise are within the normal range. If
the vertex In takes the value in,, then it means, that the
intensity and level of noise are outside the norm. Vertex R
takes values r; =“irrelevant”. r, = “relevant”.

Since the values of the unconditional probabilities of
the root vertices In, EN, L, Te, H, S and conditional prob-
abilities of vertices T, F, I, E, D, R established on the ba-
sis of the results of an expert survey, they are defined
vaguely. Therefore, fuzziness is introduced into the
Bayesian network (Fig. 3) by replacing the probabilities
of states with fuzzy numbers, and ordinary arithmetic
operations on real numbers with extended operations on
fuzzy numbers [22].

All unconditional and conditional probabilities of the
considered Bayesian network are estimated by fuzzy in-

tervals N(n;,n,,Nn,,n,) defined on the universal set

{x|0< x <1}, where x is a probability of a vertex states. In
this case, the membership function of these intervals is
given by the formula (4):
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0, x<0,
X—N
N X<y,
N, —M
pL(x)=91  np<x<ng, 4)
Ny —X
yNg3 <X <Ny,
Ny —N3
0, x>1,

where n; < n, < n3 < ny are some real numbers, and 0<n, <
nz <.1; n,, n3 are lower and upper modal values, respec-
tively; n, — ny, ny — ns are left and right fuzziness coeffi-

cients of a fuzzy interval N(ny,n,,ng,n,). In particular,

if 0<n; < np, < n3<ny <1, then the membership function
(4) defines a trapezoidal fuzzy number.
Rules for addition and multiplication of fuzzy inter-

vals N(ny,np,ng,n) and P(py, py, p3, pg) . determined

by the membership functions (4), when using the princi-
ple of generalization to arithmetic operations take the
form (5).

N(ny,N2.n3,n4) ® P(py, Py, P3, Pg) =

=S (M + Pp.Np + P2, Ny + P3, Ny + Pg),
N(ty.n2.15.14)  P(Py, P2 P Pa) = )
=H(nzpy —a, Nz P2, N3P3, N3Pz +f),

a=ny(p2 = Pp)+ P2(nz —ny),

B=n3(ps — p3)+ P3(ng —n3).

If it is necessary to compare fuzzy probabilities, it is
considered that of the two fuzzy probabilities, the one
whose defuzzified value of the membership function is
greater is greater. As a defuzzification method, the center
of maxima method is used, which consists in finding the
arithmetic mean of the elements of the universal set that
have the maximum degrees of membership. This method

is for fuzzy numbers N(nl,nz,n3,n4) with membership
function (4) gives:

N3
fxdx
n Ny, +N
N =§3_=%. (6)
Idx
ny

In (6) N is the result of defuzzification, the “exact”
value of the fuzzy number.

When calculating fuzzy probabilitie I5f at the vertices

of the Bayesian network, formulas (1), (3) are trans-
formed by replacing the probabilities of states with fuzzy
numbers, and ordinary arithmetic operations on real num-
bers with extended operations on fuzzy numbers, into
formulas for calculating the fuzzy joint probability distri-
bution and fuzzy probability, respectively:
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Pr (A ) = 2Py (A | Parents(A)). @

@1

Il
LN

n
®A¢ denotes the product of fuzzy numbers
i=1

n

A,..., Ay ie. %)1/\- =A®AR. ®A,.

Pr(B=bj)= @ P(B=b;|Parents(8)&

o (©))
@[@ Ps (A Parents(A-))}

i=1

Expression (7) is called the chain rule for the fuzzy
joint probability distribution. Formula (8) makes it possi-
ble to calculate the fuzzy probability at the vertex B,
which takes the value b, on the BBN, which consists of
vertices B, Ay,...,An.

It should be noted that for ease of determining condi-
tional probabilities by experts, it is considered that the
conditional probability at any vertex depends on the val-
ues of the parent vertices individually, and not on the joint
distribution of the values of these vertices. Then, if among
the vertices A;,...,A, only the vertex A; has parent peaks
and these peaks are peaks Ay, As,...,A, , then the last as-
sumption allows rewrite formula (7) as:

(A A) = D, (A)RF, (AA) (©)

In the following, a simplified Bayesian network will
be considered as an example (Fig. 4).

Figure 4 — Fragment of fuzzy BBN

The procedure for calculating the probability values
for this Bayesian network includes the following steps. At
the first stage, using (7)—(9), the fuzzy total probabilities
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of the vertices E, D, which have 3 parent vertices T, F, |
are calculated:

Pr(E=e)= @ Py(egfT.F.1)=
T,F,1

= @ Pr(M®P; (F)®P; (N®P (6T F.1) =

T,EJ ) o L _ (10)
= @ PrM®P; (F)®P (1)®P; (e;T)®

T,F,1
®P; (eZ|F)<§>5f (e2|1).

Pi(D=dy)= @ Pr(dyT.F.1)=

T,F,1
= @ Pr(M®P (F)®P; (1)@ Py (dofT,F,1) =
TR (12)

= @ Pr(M®P; (F)®P (N®P; (d,1)®
T,F,I
® Py (d2|F) ® Py (da|1).

According to formulas (10-12) in the MATLAB envi-
ronment, the values of the fuzzy probability of the nodes
of the network under consideration were calculated. Then,
using formula (7), the defuzzification values of these
probabilities were calculated. Based on the defuzzifica-
tion value of the probability P(R=r,), a conclusion was
made about the degree of relevance of the decision made
by the decision maker.

At the second stage, with (7)—(9) the fuzzy total prob-
abilities of the leaf-vertex are calculated:

PPR=)= @ P(RT.FIED=
T,FILEO

= @ PP (PO (1)®P (ETF.N®

T,FI,F,D

P; (D|T,F,1)®P (1| E,D) = W)
= @ AMORFSP()SF(ENS

T,F1,E,D
®F (E| F)®P; (E] )P (D]T)®P (D] ) ®

®P (D 1) ®P; (1,]E) ®P (1| D).

4 EXPERIMENTS
To test the proposed model, numerical experiments
were carried out, the essence of which was as follows.
Specialist experts were asked to evaluate the uncondi-
tional and conditional probabilities of the possible states
of the factors influencing the decision maker for the proc-
ess of making relevant decisions. The results are pre-

sented as fuzzy values of unconditional Isf m), ISf (F),

5f (1) and conditional probabilities in Tables 1-3.
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5 RESULTS

Numerical experiments were carried out for two char-
acteristic cases. In the first case, the probability values
that the decision maker is in a state of significant fatigue
(factor T) or significant psychological tension (factor F)
were taken low, and the susceptibility of the decision
maker to informational stress was considered unlikely. In
the second case, the probability value that the decision

maker is in a state of significant fatigue (factor T) was
considered high. The results of numerical calculations are
given in Table 2 and Table 3.

Table 2 shows that in the first case, the probability of
implementing the relevant decision of the DM is equal to
P(R=r)=0.78.

In accordance with the results of research in the litera-
ture and normative sources, for many human-machine
systems of critical application, at a probability value
P(R=r,)>0.7, the decision taken is considered relevant.

In the second case, as can be seen from Table 3, the
probability of making a relevant decision is
P(R=ry)=0.56, which is less than 0.7. Therefore, in

this case, it cannot be considered that the decision made
by the decision maker is relevant.

Table 1 — The result of evaluating fuzzy conditional probabilities at nodes E, D, R

Fuzzy probability value Fuzzy probability value
Vertex E Vertex D
T P(E=¢lT) Pi(E=e|T) P (D=d,|T) P(D=d,|T)
ty (0.7;0.8;0.9; 1.0) (0.0,0.1;0.2;0.3) (0.3;0.4; 04, 0.5 (0.5; 0.6, 0.6; 0.7)
t, (0.0; 0.0; 0.0; 0.0) (1.0;1.0; 1.0; 1.0) (0.0; 0.0; 0.0; 0.0) (1.0; 1.0; 1.0; 1.0)
F Pi(E=e|F) Pi(E=e|F) P (D=d,|F) P(D=d,|F)
fi (0.4;0.5;0.6; 0.7) (0.3;0.4;0.5; 0.6) (0.1;0.2;0.3,0.4) (0.6;0.7,0.8; 0.9)
f, (0.0; 0.0; 0.0; 0.0) (1.0; 1.0; 1.0; 1.0) (0.0; 0.0; 0.0; 0.0) (1.0; 1.0; 1.0; 1.0)
| Pf(Ezelll) P,(E:e2|l) PI(D:dlll) Pf(D=d2||)
iy (0.1;0.2,0.3;0.4) (0.6; 0.7, 0.8; 0.9) (0.0;0.1;0.2;0.3) (0.7;0.8;0.9; 1.0)
iy (0.0; 0.0; 0.0; 0.0) (1.0; 1.0; 1.0; 1.0) (0.0; 0.0; 0.0; 0.0 (1.0; 1.0; 1.0; 1.0)
Vertex R
E Pf(R:r1|E) Pf(R:I’2|E)
e (0.4; 0.5; 0.6; 0.7) (0.3; 0.4; 0.5; 0.6)
e (0.0; 0.0; 0.0; 0.0) (1.0;1.0; 1.0; 1.0)
D P (R=r|D) P (R=r,|D)
d; (0.2;0.3;0.4; 0.5) (0.5; 0.6; 0.7, 0.8)
d, (0.0; 0.0; 0.0; 0.0) (1.0; 1.0; 1.0; 1.0)
Table 2 — The results of calculating the probabilities in the nodes of the fuzzy BBN in the first case
Values of - Values of
- Defuzzifica- - A
the BBN Fuzzy probability value tion result the BBN Fuzzy probability value Defuzzification result
vertices vertices
T F
P (T) P(M) P (F) P(F)
ty (0.1;0.2;0.2; 0.3) 0.2 fi (0.2;0.3;0.3;0.5) 0.3
t, (0.7;0.8;0.8; 0.9) 0.8 f (0.5;0.7,0.7;0.8) 0.7
| E
Pi(1) P(1) P (E) P(E)
iy (0.0;0.1;0.1; 0.3) 0.1 e (-0.2;0.3;0.35;0.85) 0.32
i (0.7;0.9;0.9; 1.0) 0.9 e (0.15; 0.65; 0.7; 1.2) 0.68
D R
P (D) P(D) P (R) P(R)
ds (-0.54; 0.14; 0.18; 0.85) 0.16 r (-1.65;0.14; 0.3; 1.81) 0.22
d, (0.15; 0.82; 0.86; 1.54) 0.84 r (-0.81; 0.7; 0.86; 2.65) 0.78
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Table 3 — The results of calculating the probabilities in the nodes of the fuzzy BS in the second case

Values of Defuzzifica- | Values of
the BBN Fuzzy probability value tion result the BBN Fuzzy probability value Defuzzification result
vertices vertices
T F
P (T) P(T) P (F) P(F)
ty (0.5;0.7;0.7; 0.8) 0.7 f; (0.2;0.3;0.3; 0.5) 0.3
t (0.2;0.3;0.3; 0.5) 0.3 f, (0.5;0.7; 0.7, 0.8) 0.7
| E
P (1) P(1) P (E) P(E)
i (0.0;0.1; 0.1; 0.3) 0.1 e (0.19; 0.63:0.71:1.04) 0.67
i (0.7;0.9; 0.9; 1.0 0.9 e (-0.04; 0.29; 0.37; 0.81) 0.33
D R
P; (D) P(D) P (R) P(R)
d; (-0.38; 0.33; 0.36; 1.02) 0.34 r (-1.16; 0.34; 0.54; 1.63) 0.44
d, (-0.02; 0.64; 0.67; 1.38) 0.66 I, (=0.63; 0.46; 0.66; 2.16) 0.56

6 DISCUSSION

The obtained results of numerical experiments are in
good agreement with practical decision-making situations
in critical systems. In the first case, the negative impact of
cognitive factors on decision makers was low. Therefore,
the decision maker made the relevant decision with suffi-
cient probability. At the same time, it was not required to
adjust the degree of negative impact of factors affecting
the decision maker. In the second case, the negative im-
pact of one of the cognitive factors became high. This led
to the fact that the decision taken by the decision maker
cannot be considered relevant. In this case, it is necessary
to correct the degree of negative impact on the decision
maker of the corresponding factor in accordance with
engineering and psychological recommendations and re-
quirements.

Thus, the results of the experiments make it possible
to recommend the use of the developed model, which
takes into account the mutual influence of factors of vari-
ous nature on the decision-making process of the decision
maker, to improve the efficiency of the management of
the HMSCA as a whole.

CONCLUSIONS

The actual scientific and applied problem of assessing
the influence of factors of various nature, including cogni-
tive ones, on the decision-making process of the decision
maker to improve the efficiency of the management of the
HMSCA as a whole has been solved.

The scientific novelty of the results obtained lies in
the fact that for the first time:

— fuzzy hierarchical relational cognitive models are
proposed that allow assessing the impact of qualitative
and quantitative factors of various nature, including cog-
nitive ones, on the decision-making process of decision
makers;

— to assess the influence of fuzzy factors on the rele-
vance of decision-making, a fuzzy BBN is proposed and
an algorithm for calculating the fuzzy probabilities of its
nodes is developed.
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The practical significance of the results obtained lies
in the fact that the proposed fuzzy hierarchical relational
cognitive models can be recommended for assessing the
influence of environmental factors and cognitive parame-
ters of decision makers on the decision-making process in
human-machine systems of critical application.

Prospects for further research are to develop of
tools and methods for modeling and regulating the proc-
ess of making relevant decisions in real time and uncer-
tainty to improve the efficiency of functioning of human-
machine systems of critical application.
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Iepenepiii B. I. — 1-p TexH. Hayk, npodecop kadeapu iHPOPMAIIHHUX TEXHOOTIH, MUKOIAIBCHKOTO HALlIOHAIBHOTO YHiBEp-
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Bopuuk €. FO. — xanz. TexH. HayK, JOUEHT Kadeapy iHGopMaiiHUX TeXHOIOTili MHKOIaiBCHKOTO HAI[IOHAIEHOTO arpapHOro
yHiBepcuTeTy, MukomnaiB, Ykpaina.

3ocimoB B. B. — 1-p TexH. Hayk, npodecop kadeapu npuKIaIHUX iHPopMaLiifHUX TexHonorii KHIBChKOro HallioHaIBHOrO yHi-
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Byarakosa O. C. — kaHja. TexH. HayK, AOLEHT Kadeapy NMpUKIagHUX iHOpMauiiHuX TexHosorii KuiBcbkoro HarioHanbHOTo
yHiBepcutety imeHi Tapaca IlleBuenka, Kui, Ykpaina.

AHOTAIISL

AKTyaJabHicTb. OCOONMBICTE TIOIUHO-MAIIMHHUX CHCTEM KPUTHYHOTO 3aCTOCYBaHHS, IO MPALIOIOTH B PEXXKUMI PeaIbHOTO Ya-
cy, TOJISITa€ B TOMY, IO B SKOCTI €JIEMEHTIB BOHH BKJIIOYAIOTH K TEXHIYHI CHCTEMH, TaK 1 JIFOJEH, 110 B3a€EMOIIOTH 3 IUMH CHUCTE-
Mamu. IIpy mbOMy OCHOBHI TpyIHOIII IOB’sI3aHI HE TUIBKH 3 YAOCKOHAJICHHSIM arapaTHOTO i IMPOrpaMHOro 3abe3redeHHs, ae i 3
HEJIOCTaTHBOIO PO3POOJIEHICTIO METOMIB JOCTOBIPHOTO IIPOTHO3YBAaHHS BIUIMBY BHPOOHHYOTO CEPEOBHINA HA JIOJCHKUH (akTop i,
SIK HACJIIOK, Ha PEeJICBaHTHICTh pillleHb, IPUHHATHX 0co0aMy, 10 MPUHMAIOTh pileHHs. B pesynpraTi 3amada po3poOku criocobiB
BU3HAYEHHS B3a€MHOT'0O BIUIUBY (haKTOPiB 30BHIIIHBOIO CEPEeIOBHUINA i KOTHITHBHUX MapameTpiB OIIP, Ha mporiec NpUHHSTTS pillleHb
CTa€ aKTyaJbHOIO.

Meta po6oTH — METOOJIOTIYHA OCHOBA PO3POOKH Ta JOCII/PKCHHS HEYITKUX i€papXiuyHHUX PeNIiHHUX KOTHITUBHHUX MOJeel
Ul BU3HAYEHHS BIUIMBY ()aKTOPiB HABKOJIMIIHBOTO CEPENOBHIIA Ta KOTHITHBHUX MapaMeTpiB 0cid, mI0 MpUIMAaOTh PillleHH:, Ha
MpOIIeC MPUHHATTS PillICHb.

Meton. IIpy moOymoBi HEUITKUX i€EPAPXIYHUX PEISIIHHUX KOTHITUBHUX MOJENICH BUKOPHUCTAHI METOIH «M’SKHX OOUYHCIEHBY,
METOJI0JIOTisI KOTHITUBHOTO 1 HEUITKOTO KOTHITUBHOTO MOJIEIIIOBAHHS, SIKi 3a0€311euyI0Th MPUHHATHY (hopMati3anilo HeBU3HAYEHOCTI
B3a€EMHOT'0 BIUTHBY (DaKTOPIB Ha MPOLEC IPUUHSTTS PillICHb.
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10.

11.

12.

Pe3yabsTaTn. Po3po6ieni HediTki KOTHITHBHI MO/ Ha OCHOBI HEUiTKUX 0al€CIBCBKHUX Mepex IOBIpH, SIKi JO3BOJSIOTH IIPOBEC-
TH 3B’5130K MK SIKICHUMH Ta KiJIbKICHIMH OLiHKaMy (akTopiB B3a€MHOTO BIUIMBY Ha HPOLEC HPUHHSITTS pillieHb 0codamy, 10 IpH-
HMaroTh pillleHHs. 3anponoHOBaHI MOJIEi MalOTh MOXKJIMBICTh IMOBIPHICHOTO MPOrHO3YBaHHS BILTHBY (PaKTOPIiB i BUOOPY pallioHa-
JBHUX CHOCO0IB 1X B3a€MOZIT B IPOLIECi MPUITHATTS PillICHb.
BuchoBkHu. Pe3ynbraTy eKCIIEPUMEHTIB 103BOJIAIOT PEKOMEHIYBaTH PO3pOOIICHI MOJIENI, 1110 BPaXOBYIOTh B3a€EMHUH BIUIUB (a-
KTOpiB Pi3HOI MPUPOIH, B TOMY YHCII KOTHITHBHUX, Ha MPOLEC MPUAHATTS pillieHb 0cO0aMH, IO MPUHMAIOTh PIillIeHHs, Ta IMiIBH-
IIyIOTh €()EKTUBHICTD YIPABIIHHS B JIIOANHO-MAMIMHHNX CUCTEMaX KPUTHIHOTO 3aCTOCYBAaHHS B IIIJIOMY.

KJIIOYOBI CJIOBA: moanHO-MallMHHI CHCTEMH KPHTHYHOTO 3aCTOCYBAaHHS, NPUHHATTS pIIIeHb, PEJICBAHTHI pIIICHHS,
HEUiTKi KOTHITHBHI MOJIeN, ()aKTOPU HABKOJIUIIHBEOTO CEPEOBUINA, (aKTOpU poOOUOro cepeoBHIIa, pEIsIiiiHi KOTHITHBHI MOAEI,
oco0a 1110 IpriMaE pilIeHHs.
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ABSTRACT

Context. The early lines of code (LOC) estimation in software projects holds significant importance, as it directly influences the
prediction of development effort, covering a spectrum of different programming languages, and open-source Kotlin-based applica-
tions in particular. The object of the study is the process of early LOC estimation of open-source Kotlin-based apps. The subject of
the study is the nonlinear regression models for early LOC estimation of open-source Kotlin-based apps.

Obijective. The goal of the work is to build the nonlinear regression model with three predictors for early LOC estimation of
open-source Kotlin-based apps based on the Box-Cox four-variate normalizing transformation to increase the confidence in early
LOC estimation of these apps.

Method. For early LOC estimation in open-source Kotlin-based apps, the model, confidence, and prediction intervals of nonlin-
ear regression were constructed using the Box-Cox four-variate normalizing transformation and specialized techniques. These tech-
niques, relying on multiple nonlinear regression analyses incorporating multivariate normalizing transformations, account for the
dependencies between variables in non-Gaussian data scenarios. As a result, this method tends to reduce the mean magnitude of rela-
tive error (MMRE) and narrow confidence and prediction intervals compared to models utilizing univariate normalizing transforma-
tions.

Results. An analysis has been carried out to compare the constructed model with nonlinear regression models employing decimal
logarithm and Box-Cox univariate transformation.

Conclusions. The nonlinear regression model with three predictors for early LOC estimation of open-source Kotlin-based apps is
constructed using the Box-Cox four-variate transformation. Compared to the other nonlinear regression models, this model demon-
strates a larger multiple coefficient of determination, a smaller value of the MMRE, and narrower confidence and prediction inter-
vals. The prospects for further research may include the application of other data sets to construct the nonlinear regression model for
early LOC estimation of open-source Kotlin-based apps for other restrictions on predictors.

KEYWORDS: estimation, lines of code, open-source app, Kotlin, nonlinear regression model, Box-Cox transformation, class,

weighted methods per class, depth of inheritance tree.

ABBREVIATIONS
DIT is a depth of inheritance tree;
KLOC is a thousand lines of code;
LB is a lower bound;
LCOM is a lack of cohesion of methods;
LOC are lines of code;
MMRE is a mean magnitude of relative error;
MRE is a magnitude of relative error;
PRED is a percentage of prediction;
RFC is a response for class;
SMD is a squared Mahalanobis distance;
UB is an upper bound;
WMC are weighted methods per class.

NOMENCLATURE
b is an estimator for a vector of linear regression
equation parameters;
Bi is an estimator for the i-th parameter of linear re-

gression equation;
k. is a number of predictors (independent variables);
N is a number of data points;
P is a non-Gaussian random vector;
R?is a multiple coefficient of determination;
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Sz is a sample covariance matrix for normalized data;

SMDy is a squared Mahalanobis distance for normal-
ized data;

T is a Gaussian random vector;

t is a quantile of the student’s t-distribution with

a/2,v
v degrees of freedom and a,/2 significance level;

X1 is a number of classes;

X, is a WMC metric at the app level (a WMC mean
value per class);

X3 is a DIT metric at the app level (a DIT mean value
per class);

Y is an actual software size in KLOC;

Z; is a j-th Gaussian variable that is obtained by

transforming the variable X ;

Zy is a Gaussian variable that is obtained by trans-
forming variable Y;
Zy, is a sample mean of the Zy values;

iY is a prediction result by linear regression equation

for normalized data;
o is a significance level;
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By is a multivariate skewness;
B, is a multivariate kurtosis;

¢ is a Gaussian random variable that defines residu-
als;
v is a number of degrees of freedom;

o, Is a standard deviation of ¢;

y is a vector of multivariate normalizing transforma-
tion.

INTRODUCTION

As we know [1], Lines of Code (LOC) is the number
of lines of code excluding comments. Early software size
estimation, including LOC, is one of the project manag-
ers’ significant problems in evaluating software develop-
ment efforts using mathematical models like COCOMO II
[2].

The multi-platform nature of Kotlin language simpli-
fies the development of cross-platform apps, primarily
mobile ones. That is why, Kotlin Multiplatform Mobile
(KMM) already has a handful of successful apps on the
market [3].

Despite a large number of currently existing methods
and models for estimating the software size [4-9], re-
search in this direction does not stop [10-15]. This is pri-
marily due to the low accuracy of estimating the size of
the software in the early stages of its development. One
way to solve this problem is to develop appropriate mod-
els for estimating the size of the software developed in a
specific programming language. Today some LOC esti-
mation models based on the software metrics that can be
measured from the class diagram are known [4, 6, 8, 10—
12]. The above models are constructed for such languages
as Java [4, 6, 10, 11], C++ [8], PHP [4, 6, 12], and Visual
Basic [4, 6]. However, there are no models, both linear
and nonlinear ones, for early LOC estimation of open-
source Kotlin-based apps. This demands the construction
of the models for early LOC estimation of open-source
Kotlin-based apps.

The object of study is the process of early LOC esti-
mation of open-source Kotlin-based apps.

The subject of study is the regression models for
early LOC estimation of open-source Kotlin-based apps.

The purpose of the work is to increase confidence in
early LOC estimation of open-source Kotlin-based apps.

1 PROBLEM STATEMENT

Suppose given the original sample as the four-
dimensional non-Gaussian data set: actual software size in
the thousand lines of code (KLOC) Y, the total number of
classes X;, the WMC metric at the app level X,, the
DIT metric at the app level X3 from N open-source Kot-
lin-based apps. Suppose that there are four-variate nor-
malizing transformation of non-Gaussian random vector
P={Y,X, X5, X5]T to

T= {ZY,Zl,ZZ,Z3}T is given by

Gaussian random  vector
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T=y(P) (1)
and the inverse transformation for (1)
P=y(T). @

It is required to build the nonlinear regression model
in the form Y =Y(Xy, X5, X3,&) based on the transforma-

tions (1) and (2).

2 REVIEW OF THE LITERATURE

In paper [6] the linear regression equations were pro-
posed for LOC estimation of software of open-source
PHP- and Java-based information systems. These equa-
tions are developed based on three metrics that can be
gained from a conceptual data model derived from a class
diagram: the total number of classes, the total number of
relationships, and the average number of attributes per
class. However, the application of linear regression mod-
els is grounded on four primary assumptions, one of
which relates to the normality of the error distribution.
Nevertheless, this assumption is applicable only in spe-
cific scenarios. Therefore, in paper [10], the nonlinear
regression model was constructed using the same above
metrics for LOC estimation of software of Java-based
information systems. However, the size of software apps
may depend on other metrics. That is why in [11] the
nonlinear regression model was constructed for early
LOC estimation of Java-based apps. This model depends
on four factors (predictors), namely the total number of
classes, the number of static methods, the LCOM metric,
and the RFC metric. However, the size of open-source
Kotlin-based apps may depend on other metrics too. This
leads to the need to build the nonlinear regression model
for early LOC estimation of open-source Kotlin-based
apps.

Although machine learning methods are becoming in-
creasingly popular for the estimation of various software
metrics [13, 15-22], including software size [13, 15],
methods and models based on regression analysis have
not yet reached their full potential [12, 23-28]. We sug-
gest using the nonlinear regression models for early LOC
estimation of open-source Kotlin-based apps because,
firstly, there are two random variables, both a dependent
variable (response) and an error term (residuals), in a re-
gression model, and, secondly, the error distribution is not
Gaussian.

One should note, that employing a normalizing trans-
formation is frequently an effective approach to construct
nonlinear regression models for early LOC estimation of
various software apps [10-12]. As commonly understood,
transformations serve essentially four purposes, with two
main aims: firstly, to attain an approximate normal distri-
bution for the error term in linear regression with normal-
ized data, and secondly, to modify the response and/or
predictor variables to enhance the linear relationship
strength between new variables (normalized variables)
compared to the original relationship between dependent
and independent variables.
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Commonly utilized methods for constructing nonlin-
ear regression models typically rely on univariate normal-
izing transformations, such as the decimal logarithm and
the Box-Cox transformation. However, these techniques
fail to consider the correlation between dependent and
independent variables. As a result, using such univariate
normalizing transformations in the construction of nonlin-
ear regression models does not consistently ensure opti-
mal normality and linear relationships between normal-
ized variables [12]. This emphasizes the necessity of em-
ploying multivariate normalizing transformations. Thus,
following the methodology outlined in [12], we employ
the technique for constructing nonlinear regression mod-
els based on multivariate normalizing transformations and
prediction intervals to develop a model with three predic-
tors for early estimation of lines of code (LOC) in open-
source Kotlin-based applications. In this approach, predic-
tion intervals from nonlinear regression models are ap-
plied to identify outliers during model construction. We
detect the outliers due to residuals according to [29].
Typically, this procedure is iterative as we rebuild the
model for new data after outlier removal. If there are no
outliers, the process of constructing the model ends.

3 MATERIALS AND METHODS

The technique to build nonlinear regression models
based on multivariate normalizing transformations and
prediction intervals is comprised of six steps. The first
step involves normalizing multivariate non-Gaussian data
through a dedicated transformation (1). To do this, as in
[12], we use the four-variate Box-Cox transformation
with components

XM 1), if w £0;
zj:ij}:( : )/’ nr @®)
In(x ;). it 4j=0.

Here Z; is a Gaussian variable; %; is a parameter of

the Box-Cox transformation, j=1,2,3. The variable Zy is

defined analogously (3) with the only difference that in-
stead of Zj, X, and A; should be put respectively Zy,

Y, and Ay .

In the second step, we determine whether one multi-
dimensional data point of a multivariate non-Gaussian
data set is a multidimensional outlier. If there is a multi-
dimensional outlier in a multivariate non-Gaussian data
set then we discard the one and go to step 1, else continue.

To determine whether one data point of a multivariate
non-Gaussian data set is a multidimensional outlier, we
apply the statistical technique based on the normalizing
transformations and the squared Mahalanobis distance
(SMD) as in [12].

In the third step, we build the linear regression model
for normalized data in the form
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ZY :2Y +8=60+6_|_Z]_+6222+6323+8, (4)

¢ is a Gaussian random variable that defines residuals,
g~Nch.

In the fourth step, we test the normality of the distri-
bution of residuals in the linear regression model for nor-
malized data. If the distribution of the residuals in the
linear regression model for the normalized data is not
Gaussian, then we discard the multivariate data point for
which the modulus of the residual in the model is the
maximum and go to step 1 otherwise continue.

The nonlinear regression model using the transforma-
tion (1) and (2) for the linear regression model for nor-
malized data as in [12] is constructed in the fifth step

Y = \Wl(ZAY +s) . (5)

For the four-variate Box-Cox transformation with
components (3), the model has the form [12]

Y= [;ZY (ZY +ze)+1]l/iY : (6)

where ¢ is a Gaussian random variable, e~ N(O,cg),
with the estimate &, ; ZY is a prediction result by the

linear regression equation Zy =bg+0Z; +byZ5 + 375
for normalized data, which are transformed by the four-
variate Box-Cox transformation with components (3).

Finally, in the sixth step, we build the prediction in-
terval of nonlinear regression and determine whether one
or more values of the response (dependent random vari-
able) are outliers (its values are outside the prediction
interval). If there are outliers in the data for the nonlinear
regression model then we discard these and go to step 1,
otherwise we complete constructing the nonlinear regres-
sion model.

We define the prediction interval of nonlinear regres-
sion as in [12]

\W{ZAY 0052, {1+%+(z§( )T 321(232 )}W] L

where t /

/2 18 @student’s t-distribution quantile with

a/2 significance level and v degrees of freedom;
v=N-k-1; k is the number of independent variables
(in our case, k is 3); z¥ is a vector with components

Zli _Z_l' Zzi —Z_z, veey Zki —Z_k for i-row;
2
_ 1N ) _ 9 1N -
ZJ:WZZL y J:l,z,...,k, SZY :;Z(ZYi_ZYi) ,
i=1 i=1

v=N-k-1; S; isa kxk matrix

OPEN a ACCESS




p-ISSN 1607-3274 PanioenexTpoHnika, indpopmaTrka, ynpasninns. 2024, Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 1

Szlzl SZlZZ SZ1Zk
S, = SZlZZ Szzzz SZZZk ®)
SZ1Zk SZZZk SZka

N _ _
In(8) Sz,7, = Z[zqi —quzri -7,] qr=12...k.
i=1

We constructed a nonlinear regression model for early
LOC estimation of open-source Kotlin-based apps by the
above technique from 54 apps hosted on GitHub
(https://github.com). We acquired the dataset utilizing the
CodeMR tool [30], focusing on the following variables:
the actual software size measured in thousand lines of
code (KLOC) Y, the total number of classes X, , the WMC

metric at the application level X, , and the DIT metric at
the same level X3. Table 1 contains that data set. We
chose the above predictors X;, X,, and X for two rea-

sons. Firstly, these predictors can be obtained from the
class diagram, and, secondly, there is no multicollinearity
between these predictors since variance inflation factors
for predictors X;, X5, and Xgz are equal to 1.06, 1.46,

and 1.40, respectively.

We checked the four-dimensional data from Table 1
for multivariate outliers. Before analyzing the four-
dimensional data from Table 1 for multivariate outliers,
we assessed the normality of the multivariate data in Ta-
ble 1. This preliminary check was essential, as common
statistical methods, including multivariate outlier detec-
tion based on the squared Mahalanobis distance (SMD),
are designed to identify outliers assuming a Gaussian dis-
tribution. We applied a multivariate normality test pro-
posed by Mardia and based on measures of the multivari-
ate skewness B; and kurtosis B, [31]. According to this

test, the distribution of four-dimensional data from Table
I is not Gaussian since the test statistic for multivariate
skewness NpB;/6 of this data exceeds 40.00, that is the

quantile of the Chi-Square distribution, applicable for 20

degrees of freedom and a for significance level of 0.005.
Similarly, the test statistic for multivariate kurtosis

B,, which equals 66.74, is greater than the value of the

Gaussian distribution quantile, which is 28.86 for 24
mean, 3.56 variance, and 0.005 significance level. Be-
cause, as in [17], to detect multivariate outliers in the
four-dimensional non-Gaussian data from Table I, we
used the statistical technique based on the multivariate
normalizing transformations and the SMD for normalized
data. To normalize the data from Table 1, the four-variate
Box-Cox transformation with components (3) was ap-
plied. The parameter estimates of the four-variate Box-
Cox transformation for the data from Table 1 are calcu-
lated by the maximum likelihood method and are
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Ay =-0.137228,

A3 =-1.067093.

There are two multivariate outliers in four-
dimensional non-Gaussian data in Table 1 since the
SMD; values for rows 35 and 47 exceed 14.86, which is
the quantile of the Chi-Square distribution, applicable for
a significance level of 0.005. In Table 1, rows that should
be considered outliers are highlighted in bold. There are
two iterations in step 1, Next, we go to step 1 of the third
iteration.

In step 1 of the third iteration, we discard the outliers
(rows 35 and 47) and normalize 52 rows of data from
Table 1 (without rows 35 and 47). In this case, the pa-
rameter estimates of the four-variate Box-Cox transforma-
tion for the data from Table 1 (without rows 35 and 47)
are calculated by the maximum likelihood method and are

A, =-0.138740, i, =-0.220743,

Ay =-0.136019, Aq=-0.156183, X, =-0.210099,
A3 =-1.294445 .
Table 1 — The data set

No| Y Xi | X X; |[No| Y Xi | X2 | Xa
1 1.682| 73| 5.37/095928| 4.111] 157| 5.82| 1.408
2 1.256] 55| 356| 1.473[29] 12.248] 331] 6.12[ 0.894
3 | 14.867] 546] 5.40] 0.987/30] 0.829] 31| 5.71| 0.871
4 | 231491033 4.60] 3.206| 31| 22.069| 623 7.76] 0.681
5 | 28.699/1090] 5.33] 1.156]32| 2.179] 92| 5.78| 1.424
6 8.303] 266] 7.25| 1.711]33] 11.800] 199 11.82| 1.472
7 5508 122] 9.66| 1.648]34| 1.425] 77| 4.10] 1.429
8 |22.078]1292] 4.71] 0.971]35| 2.220] 221 3.67| 0.561
9 2010 47/ 7.68] 0.851|36| 1.872] 101 4.25] 1.198
10 | 11.629] 425] 4.95| 1.416[/37| 2.097] 91| 3.64| 0.934
11 | 1.728] 69| 6.22] 1.116/38| 5.639] 313] 3.82| 1.125

12 | 1.538| 102| 2.17| 0.873| 39
13 | 38.101|1151]  6.85] 0.929] 40
14 | 7.655| 290| 5.90| 1.062| 41
15 | 4.975| 354 3.91] 0.833]| 42

1.933 80| 6.25]| 1.125
17.575| 776 4.30| 0.932
5.437| 167| 7.59| 1.192
2.357 83| 3.59| 1.145

16 | 24.324| 701| 4.48| 1.126/43| 0.762 24| 6.71] 1.000
17 | 1.031] 19| 26.53| 1.053[44| 1.201 37| 8.00| 0.865
18 | 9.971| 150 13.02| 0.773[ 45| 1.591 42| 14.36| 1.095
19 | 12.001| 346 6.17| 1.121/46| 4.682| 212| 4.46| 1.236
20 | 1.804| 41| 11.98]| 1.049/47| 6.341 55| 30.80| 6.073

21 | 0.614] 23| 6.48| 0.826|48| 5.865| 207| 9.44| 1.048

22 | 1.704] 59| 7.51| 1.000{49| 5.443| 179 5.44] 0.849
23 | 16.979| 927| 3.59| 1.027|50| 2.441| 136] 3.71] 0.794
24 | 25.845| 405| 8.92) 1.254|51| 4.672 66| 13.58| 0.879
25 | 3.116| 123| 4.42)1.016(52| 1.727 74| 3.41] 1.838
26 | 9.494| 254| 12.48| 1.496|53| 28.267| 595| 13.54| 1.183

27 | 8.599| 237| 7.32| 2.325|54| 0.861 44| 4.75| 0.773

There are no multivariate outliers among 52 rows of
data from Table 1 (without rows 35 and 47) since their
SMD; values do not exceed 14.86, which is the quantile
of the Chi-Square distribution, applicable for a signifi-
cance level of 0.005. That is why we go to the third step.

In the third step, we build the linear regression model
(4) for 52 rows of normalized data from Table 1 (without

rows 35 and 47). The estimates BO, 61 62, and 53 equal
-6.2999, 1.8251, 0.86530, and 0.003968, respectively.
The estimate G, of a standard deviation of ¢ is 0.1548.
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In the fourth step, we test the normality of the distri-
bution of residuals in the linear regression model (4) for
52 rows of normalized data from Table 1 (without rows
35 and 47). To achieve this, we employ the Pearson Chi-
Squared test. We accepted the null hypothesis Hy, affirm-
ing that the observed frequency distribution of the & val-
ues in (4) closely resembles the normal distribution (indi-
cating no significant difference between the distributions).
This decision was reached because the test y? statistic,

measuring 6.98 does not exceed 9.49, that is the quantile
of the Chi-Square distribution, applicable for 4 degrees of
freedom and a significance level of 0.05. Therefore, we
go to step 5.

In the fifth step, the nonlinear regression model (6)
was constructed. Then, in the sixth step, the prediction
interval of nonlinear regression by (7) was built and it was
determined whether one or more values of the response
(dependent random variable) were outliers.

In this case, the inverse matrix of (8) is

0.0807  0.0278 -0.0316
Sil =| 0.0278 0.2101 -0.0138|.
-0.0316 -0.0138 0.4056

The values of averages (sample means) Z_l sz and
23 are 3.459, 1.502, and 0.060, respectively. The SZY

value equals 0.1596. The t value equals 2,0106 for a

a/2,v
0.05 significance level and 48 degrees of freedom.

There is one outlier in the data for the nonlinear re-
gression model (6) since the Y value for row 51 is outside
the prediction interval. Therefore, we discard row 51 and
go to step 1 of the fourth iteration.

In step 1 of the fourth iteration, we normalize the data
of 51 rows from Table 1 (without rows 35, 47, and 51). In
this case, the parameter estimates of the four-variate Box-
Cox transformation for the data from Table 1 (without
rows 35, 47, and 51) are calculated by the maximum like-

lihood method and are XY =-0.161328, 7:1 =-0.159392,

Ay =—0.239815, g =-1.253682.

There are no multivariate outliers among data of 51
rows from Table 1 (without rows 35, 47, and 51) since
their SMD, values do not exceed 14.86, which is the
quantile of the Chi-Square distribution, applicable for a
significance level of 0.005. That is why we go to the third
step.

In the third step, we build the linear regression model
(4) for 51 rows of normalized data from Table 1 (without

rows 35, 47, and 51). The estimates 60, 61 62, and 63
equal —-6.1084, 1.7898, 0.84037, and 0.04182, respec-
tively. The estimate G, is 0.1421.

In the fourth step, we test the normality of the distri-
bution of residuals in the linear regression model (4) for

51 rows of normalized data from Table 1 (without rows
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35, 47, and 51). To achieve this, we employ the Pearson
Chi-Squared test. We accepted the null hypothesis H,
affirming that the observed frequency distribution of the
¢ values in (4) closely resembles the normal distribution
(indicating no significant difference between the distribu-

tions). This decision was reached because the test y 2

statistic, measuring 5.57 does not exceed 9.49, that is the
quantile of the Chi-Square distribution, applicable for 4
degrees of freedom and a significance level of 0.05.
Therefore, we go to step 5.

In the fifth step, we construct the nonlinear regression
model (6). Then, in the sixth step, we build the prediction
interval of nonlinear regression by (7) and determine
whether one or more values of the response are outliers.

In our case the inverse matrix of (8) is

0.0834 0.0284 -0.0313
S7t=| 00284 02468 -0.0232]. ©)
~0.0313 -0.0232 0.4084

The values of averages Z;, Z,, and Z3 are 3.441,

1.454, and 0.065, respectively. The SZY value equals

0.1466. The toy value equals 2,0117 for a 0.05 signifi-

cance level and 47 degrees of freedom.

No outliers are present in the data for the nonlinear re-
gression model (6) since all Y values for 51 rows of the
data from Table 1 (without rows 35, 47, and 51) are inside
the prediction interval. Therefore, we complete construct-
ing the nonlinear regression model (6).

The nonlinear regression model (6) has the parameter

estimates iY, 711, iz, i3, 60, 61 62, and 63 which

equal -0,161328, -0,159392, -0,239815, -1,253682,
—6.1084, 1.7898, 0.84037, and 0.04182, respectively. The

estimate G, of a standard deviation ¢ is 0.1421. The

nonlinear regression model (6) is limited to estimating
LOC of open-source Kotlin-based apps with the following
restrictions on predictors: the interval for X, is from 19 to
1292, the interval for X, is from 2.167 to 26.526, and the
interval for X5 is from 0.681 to 3.206.

To assess the predictive accuracy of the nonlinear re-
gression model (6), we utilized standard metrics namely
R?, MMRE, and PRED(0.25). The acceptable values of
MMRE and PRED(0.25) are not more than 0.25 and not
less than 0.75 respectively. For model (6) with the above
parameter estimates, predicated upon the four-variate
Box-Cox transformation applied to the dataset of the 51
apps from Table 1 (excluding entries from rows 35, 47,
and 51), the computed values for R?, MMRE, and
PRED(0.25) are 0.9235, 0.1458, and 0.8235, respectively.

These values indicate good model quality. However,
the data from the table 1 is the training set. To avoid the
problem of overfitting the model [32], the predictive ac-
curacy of the model (6) should be checked on the test set,
the data of which were not used to build the model. That
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we do next. In addition, we compare the built model (6)
with two other models that are obtained based on the uni-
variate transformations.

4 EXPERIMENTS

The test dataset was obtained using the CodeMR tool
[30] around the variables and for the training set from
Table 1. Table 2 contains the test dataset.

For comparison of the model (6) with other nonlinear
regression models with three predictors, two nonlinear
regression models are built based on normalizing the data
of 51 rows from Table 1 (without rows 35, 47, and 51)
using the univariate transformation.

The nonlinear regression model based on the linear
regression model (4) for the normalized data and the
decimal logarithm univariate transformation has the form

Y =10°Po X x Do xDs (10)

where the estimators for parameters are: 60 =-2.11196,
by =1.02339, b, =0.652935, by =0.047833. The esti-
mate G, is 0.08605.

Table 2 — The test dataset

No App name Y X1 Xz X3
1 |[moko-resources 3.996] 173] 3.908| 1.145
2 |Loritta 79.295|2815| 5.304| 1.497
3 |kable 1.818] 56| 4.393| 1.054
4 |binary-compatibility-validator 1.149| 46| 5.37| 1.022
5 |contacts-android 27.109|1149| 5.148| 1.55
6 |strikt 2.418| 74| 8.676| 1.203
7 |kotlin-power-assert 1.017| 29| 6.172| 1.172
8 |kroto-plus 10.909| 153| 17.353] 1.007
9 |Hexagon 6.65| 212| 7.943 1
10 |beagle 11.132] 636 5.634| 1.06
11 |MoshiX 8.35| 154| 8.26| 0.721
12 |BleGattCoroutines 1.834] 46| 5.261| 1.457
13 |kotlin-spark-api 13.344| 216| 23.685| 1.167
14 |data2viz 1.573| 51| 6.137| 1.078
15 |Confetti 14.425] 313| 6.042| 1.201
16 |locus-android 0.842| 25 58| 1.64
17 |actions-on-google-java 4.542| 149| 4.604| 0.872
18 |aws-sdk-kotlin 6.556| 300 3.467| 1.107
19 |moko-kswift 1.023| 41| 5.366| 1.195
20 |EzXHelper 1.557] 49| 9.939| 1.082
21 |ktgbotapi 0.539| 24| 3.292| 1.042
22 |detekt-intellij-plugin 0.934| 42| 4.81]| 1.595
23 |swiftpoet 2.883| 84| 9.881| 0.893
24 |Fuck-Storage-Access-Framework | 2.821| 56| 12.411| 1.036
25 |kowasm 4.629| 389| 2.956| 0.817

The nonlinear regression model based on the Box-Cox
univariate transformation is analogously (6) with the only
difference being that the data for variables are normalized
by the Box-Cox univariate transformation using the maxi-
mum likelihood method. The estimators for parameters of
the Box-Cox univariate transformation for each from vari-

Y, Xi X, and X; are iy =-0.067289,
Ay =—0.034850, A, =—0.459658, A4 =—1.289541. The
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parameter estimators of the linear regression model for
normalized data by the Box-Cox univariate transforma-

tion are by=-5.33943, b =1.09177, b, =1.38983,

bs =0.069187 . The estimate &, is 0.17507.

To carry out experiments, a computer program was
developed to implement the constructed models (6) and
(10). The program was coded using sci-language com-
patible with the Scilab system. Scilab, accessible at
http://www.scilab.org, stands as a cost-free, open-source
software option.

5 RESULTS

The values of R?, MMRE and PRED(0.25) equal re-
spectively 0.9138, 0.1538, and 0.8431 for the model (6)
based on the Box-Cox univariate transformation, and
equal respectively 0.9166, 0.1548, and 0.8039 for the
model (10) for the decimal logarithm univariate transfor-
mation for the training dataset. In this case, the MMRE

and R? values are better for the model (6) based on the
Box-Cox four-variate transformation. The PRED(0.25)
value is better for model (6) based on the Box-Cox uni-
variate transformation (0.8431 against 0.8235).

For model (6) with the parameter estimates, calculated
upon the four-variate Box-Cox transformation for the
training dataset of the 51 apps from Table 1 (excluding
entries from rows 35, 47, and 51) applied to the test data-
set of the 25 apps from Table 2, the computed values for
R’, MMRE, and PRED(0.25) are 0.9818, 0.1871, and
0.7600, respectively. For model (10) applied to the test
dataset of the 25 apps from Table 2, the computed values
for R?>, MMRE, and PRED(0.25) are 0.9811, 0.1925, and
0.7600, respectively. For model (6) with the parameter
estimates, calculated upon the univariate Box-Cox trans-
formation for the dataset of the 51 apps from Table 1 (ex-
cluding entries from rows 35, 47, and 51) applied to the
test dataset of the 25 apps from Table 2, the computed
values for R, MMRE, and PRED(0.25) are 0.9619,
0.1943, and 0.7200, respectively. In the case of the test

dataset, the MMRE and R? values are better for the
model (6) based on the Box-Cox four-variate transforma-
tion too.

The prediction results Y of models (6) and (10) for
values of predictors from Table 2 and values of MRE are
presented in Table 3. Prediction results obtained from
model (6) and the corresponding MRE values are pre-
sented in Table 3, showcasing two cases: utilizing uni-
variate and four-variate Box-Cox transformations. The
MRE values for model (6) based on the Box-Cox four-
variate transformation exhibit a reduction compared to
those of model (6) based on the Box-Cox univariate trans-
formation for 15 from 25 rows of data (rows 1-6, 8, 10,
11, 17, 19-22, 25). Also, the MRE values for model (6)
based on the Box-Cox four-variate transformation are less
than for model (10) based on the decimal logarithm uni-
variate transformation for 16 from 25 rows of data (rows
3,5-8,10-12, 14-17, 20, 21, 23, 25).
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Table 3 — The prediction results and confidence intervals of nonlinear regressions

The four-variate Box-Cox The univariate transformations
No Y transformation the decimal logarithm the Box-Cox
Y MRE LB UB N MRE LB UB Y MRE LB UB

1 3.996 3.631| 0.0914 3.373 3.912 3.696| 0.0750 3.407|  4.009 3.598| 0.0996 3.317 3.905
2 79.295| 77.070] 0.0281| 62.905| 95.076] 79.378] 0.0010f 67.528| 93.307| 89.295| 0.1261| 73.915| 108.140
3 1.818 1.302| 0.2839 1.213 1.399 1.253| 0.3109 1.139 1.378 1.296| 0.2873 1.191 1411
4 1.149 1.206] 0.0493 1.127 1.291 1.166/ 0.0149 1.064 1.278 1.226| 0.0671 1.132 1.329
5 27.109| 30.183| 0.1134] 25.990| 35.183| 31.167| 0.1497| 27.473| 35.358| 32.565| 0.2013| 28.256| 37.583
6 2.418 2.613| 0.0808 2.435 2.807 2.615| 0.0815 2.409 2.838 2.638| 0.0911 2.431 2.864
7 1.017 0.822| 0.1918 0.757 0.893 0.802| 0.2117 0.718 0.895 0.864| 0.1504 0.783 0.954
8 10.909 8.639| 0.2081 7.505 9.976 8.574| 0.2140 7.396 9.940 7.706| 0.2936 6.752 8.805
9 6.65 7.412| 0.1146 6.877 7.997 7.185| 0.0804 6.668 7.741 7.233| 0.0876 6.704 7.807
10 11.132| 17.686| 0.5887| 15.972| 19.617| 17.722| 0.5920( 16.131| 19.470| 18.146| 0.6301| 16.450| 20.030
11 8.35 5.318| 0.3631 4.646 6.105 5.232| 0.3734 4.664 5.869 5.163| 0.3817| 4.475 5.964
12 1.834 1.206] 0.3425 1.105 1.317 1.170] 0.3619 1.044 1.312 1.234| 0.3274 1.112 1.369
13| 13.344| 15.695| 0.1762| 13.006| 19.052| 15.057| 0.1284| 12.498| 18.141| 12.753| 0.0443| 10.858| 15.005
14 1.573 1.448| 0.0792 1.359 1.545 1.418] 0.0987 1.304 1.541 1.481| 0.0586 1.373 1.598
15| 14.425 9.154| 0.3654 8.509 9.855 9.033] 0.3738 8.443 9.663 9.164| 0.3647 8.523 9.857
16 0.842 0.691| 0.1794| 0.622 0.769 0.672| 0.2018 0.578 0.781 0.733] 0.1295 0.644 0.835
17 4.542 3.486| 0.2324 3.233 3.763 3.485| 0.2327 3.204 3.791 3.451| 0.2402 3.179 3.749
18 6.556 5.601| 0.1457 5.109 6.148 5.995| 0.0856 5.458 6.584 5.626| 0.1419 5.096 6.215
19 1.023 1.080| 0.0560 1.001 1.166 1.044] 0.0204 0.944 1.154 1.107| 0.0822 1.012 1.212
20 1.557 1.816] 0.1666 1.680 1.966 1.865| 0.1976 1.690 2.057 1.865| 0.1981 1.701 2.047
21 0.539 0.483| 0.1046 0.435 0.536 0.436] 0.1915 0.375 0.507 0.469| 0.1301 0.411 0.535
22 0.934 1.048| 0.1217 0.950 1.157 1.010] 0.0814 0.884 1.154 1.068| 0.1435 0.950 1.202
23 2.883 3.179| 0.1027 2.920 3.466 3.195| 0.1083 2.901 3.520] 3.147| 0.0914 2.860 3.463
24 2.821 2.353] 0.1658 2.148 2.581 2.466| 0.1258 2.202 2.762 2.367| 0.1611 2.134 2.626
25 4.629 6.135| 0.3253 5.359 7.044 6.946| 0.5004 6.093 7.918 6.150| 0.3285 5.315 7.126

Note, that a more significant advantage of the model
(6) constructed by the four-variate Box-Cox transforma-
tion compared with the two above models relying on uni-

noting that the width of the confidence interval for
nonlinear regression for the four-variate Box-Cox trans-
formation is less than after the univariate Box-Cox trans-

variate transformations, is the reduced widths of the con-
fidence and prediction intervals. These intervals are de-
fined by data from Table 2. Table 3 contains the lower
(LB) and upper (UB) bounds of the confidence intervals
of nonlinear regressions utilizing both univariate and
four-variate transformations, with a significance level of

0.05. We defined the confidence intervals for Y using (7)
with the sole distinction being the absence of 1 in the
summation within curly brackets. Also, we used the in-
verse matrix (9) in this case. The widths of the confidence
interval of nonlinear regression based on the Box-Cox
four-variate transformation are less than for nonlinear
regression based on the Box-Cox univariate transforma-
tion for 20 from 25 rows of data (except rows 8-10, 13,
and 15).

Additionally, for 18 of the 25 data rows (excluding
rows 2, 5, 9-11, 13, and 15), the confidence intervals’
widths for nonlinear regression, based on the Box-Cox
four-variate transformation, are less than those based on
the decimal logarithm univariate transformation. Similar
results are observed in the prediction intervals of nonlin-
ear regressions using the test dataset from Table 2.

The lower (LB) and upper (UB) bounds of prediction
intervals for nonlinear regressions, based on univariate
and four-variate transformations respectively, are pre-
sented in Table 4 at a significance level of 0.05. It’s worth
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formation for 20 (with the difference up to 23%) from 25
data rows (except rows 8, 9, 10, 13, and 15 with the dif-
ference of 20.3, 1.5, 1.8, 45.8, and 0.9%, respectively)
and less than after decimal logarithm univariate transfor-
mation for 18 from (with the difference up to 27%) from
25 data rows (except rows 2, 5, 9, 10, 11, 13, and 15 with
the difference of 24.8, 16.6, 1.8, 4.4, 9.1, 21.1, and 7.1%,
respectively). It’s also worth noting that the width of the
confidence interval for nonlinear regression for four-
variate Box-Cox transformation is less than after the uni-
variate Box-Cox transformation for 18 (with the differ-
ence up to 26.4%) from 25 data rows (except rows 2, 5, 8,
9, 10, 13, and 15 with the difference of 7.8, 5.4, 14.3, 1.4,
5.2, 35.8, and 0.8%, respectively) and less than after
decimal logarithm univariate transformation for 18 from
(with the difference up to 30.7%) from 25 data rows (ex-
cept rows 2, 5, 8, 9, 10, 13, and 15 with the difference of
48.1,25.1, 3.6, 3.8, 16.9, 18.9, and 5.9%, respectively).

The largest deviation between the widths of the inter-
vals we obtained for the data of app 2 is from Table 2.
That result can be explained by the fact that the value
2815 of the predictor X; exceeds the upper bound of the
corresponding restriction (X, is from 19 to 1292 according
to the training dataset from Table 1), for which model (6)
was built, by more than two times.
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Table 4 — The bounds of the prediction interval

univariate four-variate

No Y decimal logarithm Box-Cox Box-Cox

LB UB LB UB LB uB
1 3.996] 2431] 5.620| 2415 5421| 2533] 5.320
2 79.295| 51.031| 123.471| 53.201| 152.706| 42.332| 149.615
3 1818 0.821] 1911] 0.891] 1.903] 0.957] 1.800
4 1.149| 0.765| 1.777] 0.845| 1.796] 0.890| 1.659
5 27.109| 20.273| 47.915| 20.288| 53.093| 18.104| 52.688
6 2418 1.720] 3.977| 1.784| 3943 1857 3.753
7 1.017] 0524 1227 0598 1.261] 0.615] 1.115
8 10.909| 5.539| 13.272| 5.007| 12.012| 5.642| 13.651
9 6.65| 4.731] 10.912| 4.771| 11.097| 4.964| 11.380
10 | 11.132| 11.624| 27.020| 11.622| 28.727| 11.141] 29.140
11 8.35| 3414| 8.018 3.378] 7.990| 3577 8.123
12 1.834] 0.764] 1.793] 0.845| 1.818] 0.886] 1.668
13 | 13.344] 9.588| 23.647| 8.104| 20.359| 9.724| 26.369
14 1573| 0.932| 2.157| 1017/ 2.178] 1.061] 2011
15 | 14.425| 5955| 13.701] 6.010| 14.147| 6.053] 14.259
16 0.842| 0.434| 1.041] 0.504/ 1.075| 0517 0.937
17 4542| 2291 5.302] 2318 5.195| 2.437| 5.098
18 6.556] 3.932| 9.139| 3.718| 8.614| 3.801] 8.470
19 1.023] 0.684| 1.594| 0.763] 1.621] 0.800] 1.482
20 1.557| 1.222| 2.846] 1.269] 2770 1312] 2561
21 0.539| 0.281] 0.675| 0.325| 0.682| 0.366| 0.644
22 0.934| 0.656] 1556 0.732| 1575 0.772] 1444
23 2.883| 2.095| 4.875| 2112 4.739| 2229| 4.633
24 2.821| 1.610{ 3.778] 1597| 3545 1.673] 3.376
25 4.629] 4511 10.693] 4.002| 9572 4.094| 9.457

6 DISCUSSION

Utilizing appropriate techniques, we employ four-
variate normalizing transformations to construct the
nonlinear regression model for early estimation of LOC in
open-source Kotlin-based applications, as in [13]. This
approach is chosen due to the non-Gaussian distribution
of errors in the linear regression model, as the chi-squared
test result indicated. Moreover, the four-variate distribu-
tion of the data from Table 1 is not Gaussian what the
Mardia multivariate normality test based on measures of
the multivariate skewness and kurtosis indicates. We util-
ize the statistical technique based on the multivariate
normalizing transformations and the SMD for normalized
data to detect four-variate outliers in the non-Gaussian
data from Table 1. Note, that we have more four-variate
outliers for the data from Table 1 without applying nor-
malization.

For a larger number of data rows, the widths of both
confidence and prediction intervals in multiple nonlinear
regression, utilizing the Box-Cox four-variate transforma-
tion, are smaller compared to nonlinear regressions mod-
els employing univariate transformations, including both
the decimal logarithm and the Box-Cox. Moreover, model
(6) utilizing the Box-Cox four-variate transformation
demonstrates a smaller MMRE value compared with all
other nonlinear models employing univariate transforma-
tions. This may prove the Box-Cox four-variate transfor-
mation to be the best four-variate normalization transfor-
mation for non-Gaussian data from Table 1.

The advantages of the proposed model (6) include the
possibility of early LOC estimation of open-source Kot-
lin-based apps using the values of three metrics at the app
level (the total number of classes, WMC, and DIT), that
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can be measured from the class diagram. The disadvan-
tages of the proposed model (6) include, first of all, the
fact that the early LOC estimation can be performed only
for a part of the open-source Kotlin-based apps. The pro-
posed model (6) is limited to the early LOC estimation of
open-source Kotlin-based apps for which there are the
following restrictions on predictors: the interval for X, is
from 19 to 1292, the interval for X, is from 2.167 to
26.526, and the interval for X5 is from 0.681 to 3.206.

The obtained results indicate that a constructed model
with three predictors for early LOC estimation of open-
source Kotlin-based apps improves confidence in estimat-
ing the LOC metric of the above apps.

CONCLUSIONS

The task of improving confidence in early LOC esti-
mation for open-source Kotlin-based applications has
been accomplished.

The scientific novelty of the obtained results is that
the three-factor nonlinear regression model for early LOC
estimation of open-source Kotlin-based apps is firstly
constructed based on the Box-Cox four-variate transfor-
mation. Compared to the other nonlinear regression mod-
els, this model demonstrates a smaller mean magnitude of
relative error and narrower confidence and prediction
intervals with three predictors for more cases.

The practical significance of the obtained results is
that the computer program to implement the constructed
model using sci-language for Scilab was developed. With
the experimental results at hand, we are confident in rec-
ommending the developed model for practical use.

Prospects for further research may include the ap-
plication of other multivariate normalizing transforma-
tions and data sets to construct multiple nonlinear regres-
sion models for early LOC estimation of open-source
Kotlin-based apps for other restrictions on predictors.
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HEJIIHIHA PET'PECIAHA MOJEJIb JJIS1 PAHHBOI'O OLIHIOBAHHSA METPUKH LOC 3ACTOCYHKIB 3
BIAKPUTHUM KOJOM HA KOTLIN

Mpuxonpko C. B. — 1-p TexH. Hayk, nmpodecop, 3aBigyBay kadeapu nporpaMHOro 3abe3neyeHHs: aBTOMAaTH30BaHUX cucteM Ha-
LiOHAJIBHOTO yHIBEepCHUTETY KopabiebynyBaHHs iMeHi agmipana MakapoBa, Mukounais, YkpaiHa.

IMpuxoasko H. B. — xana. exoH. HayK, OOLEHT, AoueHT Kadeapu dinancie HaumionampHOro yHiBepcutery kopabieOymayBaHHsS
iMeHi aaMipana MakapoBa, Mukomnais, YkpaiHa.

KoasuoB A. B. — acmipanT xadeapu mporpaMHOro 3a0e3MeYeHHs] aBTOMaTH30BaHUX CHCTeM HalioHaNbHOTO YHIBEPCHTETY KO-
pabneOynyBaHHs iMeHi anmipana MakapoBa, Mukonais, YkpaiHa.

AHOTAIIA

AKTyansHicTb. PanHe ouinoBanHs psaakiB koay (LOC) y nmpoekrax mporpamMHOro 3a0e3rneucHHs Ma€e BaXJIMBE 3HAYCHHS, OCKi-
JBKM 116 Oe3rocepe/IbHO BIUIMBAE Ha MIPOTHO3YBAHHS 3YCHIIb 3 PO3POOKH MPOrpaMHOro 3a0e3MeueHH s AUl LIIOr0 CIEKTPY MOB HpO-
rpamyaHHs, BKIFOYaI0Ur 3aCTOCYHKH 3 BiskpuTiM KogoM Ha Kotlin. O6’ekToM A0CIiKEHHS € TPOLieC PAHHBOTO OLIHIOBAHHS MET-
puku LOC 3acrocynkis 3 Binkpurum kogom Ha Kotlin. TIpeaqmerom nocmikeH s € HemiHilHI perpeciiiii Moaei s paHHBOrO OIli-
uroBanus Metpuku LOC 3actocynkiB 3 Bigkputum kogom Ha Kotlin.

Meta. Metoto poboTn € moOyAoBa HETIHIHHOI perpeciitHol MoelNi 3 TphoMa MPETUKTOPaMH sl PAHHBOTO OLIHIOBAaHHS METPH-
ku LOC 3acrocyHkiB 3 Bizkputum koxom Ha Kotlin Ha 0CHOBI YOTHPHOXBHMIPHOTO HOpMaIIi3yro4yoro rneperBopeHHst bokca-Kokca
JUTSL T IBUILICHHS JIOCTOBIPHOCTI paHHBOTO omiHioBaHHA LOC 11X 3aCTOCYHKIB.

Meton. st pannboro ouintoBants LOC y 3acrtocyHkax i3 Bigkpurum kogom Ha Kotlin Mozesns, qoBipdi Ta nporHo3Hi iHTepsa-
JIM HeNiHIHHOI perpecii Oy noOyJoBaHi 3a TONOMOIOI0 HOpMallizylodoro rneperBopeHHs bokca-Kokca 3 wornpma 3mMiHHMMHE Ta 32
JOMIOMOTOI0 BiAmoBigHUX MeToAiB. L{i MeToan 6a3yroThCsi HA MHOXXMHHOMY HENHIHHOMY perpeciiiHoMy aHaii3i 3 BUKOPHCTaHHSIM
6araTOBUMIPHMX HOPMai3yIOUHX NEPETBOPEHb Ta BPAXOBYIOTh KOPEALII0 MiX 3aI€KHUMHU Ta HE3AJICKHUMH 3MIHHUMHU y BUIIAJIKY
HETayCOBHX JaHMX. SIK HACNIZOK, TAKUH MiIXiJ Ma€ TEHACHIIIO O 3MEIIHEHS CEPEHBOI BEIMIUHH BiTHOCHOT HOXUOKH, 3MEHIIICHHS
[IMPUHYU JOBIpYMX IHTPBANIB Ta IHTEPBAJIIB MPOrHO3YBAaHHA MOPIBHSIHO 3 MOAEISMH, [0 BUKOPHCTOBYIOTh OAHO(DAKTOPHI HOpMAaITi-
3YI04i IEPETBOPEHHS.

Pe3yasTaTn. [IpoBeieHo mopiBHAHHS MOOYZOBAHOI MOJIEI 3 MOJEIISIMU HEJIIHIMHOT perpecii 3 BUKOPUCTAHHSIM JECSATKOBOTO JIO-
rapu¢my Ta ogHOBHMIpHOTrO neperBopeHHs bokca-Koxca.

BucnoBkn. Mozens HeniHiMHOT perpecii 3 TpboMa NPeAUKTOpamMy Juisi paHHbo1 omiHKK MeTpuku LOC 3acTOoCyHKIB i3 BiIKpHTUM
BuxigHuM KozoM Ha Kotlin moGymoBaHo Ha OCHOBI mepeTBOPEeHHs YOTHPHOX 3MiHHKHX Bokca-Kokca. TTopiBHSAHO 3 iHIIUME MOJEITISIMH
HeiHIHHOT perpecii, 1s1 MO/IeNb JEMOHCTPY€ OUTBIINI MHOXUHHUI KOe(ilieHT neTepMiHallii, MEHIIIe 3HaYCHHS CepeIHbOT BETMUHHU
BiTHOCHOT MOXMOKHM Ta MEHIIl IMPUHH JOBIPYUX iHTEPBATIB Ta iHTEPBaJiB MPOTHO3yBaHH:. [lepCcreKTHBH MOAANBIINX AOCIiIKECHb
MOXYTh BKIIIOYATH 3aCTOCYBAaHHS IHIIMX 0araTOBUMIpHHX HOPMAJIi3yIOUHX MEPETBOPEHb 1 HaOOpiB JaHHWX IS MOOYJOBU MOJIEINi
HeJTiHiHOT perpecii i paHHbO1 ouiHkK MeTprku LOC 3acToCyHKIB i3 BiAKpUTUM BHXiZHHM KojxoM Ha Kotlin s iHmmx oOMexeHb
Ha IPEAUKTOPH.

KJTIOYOBI CJIOBA: owinka, psaku KOy, 3aCTOCYHOK 3 BiikpuTuM BuximHauMm komom, Kotlin, weniniiina perpeciiina Moaens,
neperBopeHHs bokca-Kokca, kiac, 3BakeHi METOAN Ha KJiac, IIIMOMHA JepeBa yCHa KyBaHHs.
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REFINEMENT AND ACCURACY CONTROL OF THE SOLUTION
METHOD FOR THE DURABILITY PROBLEM OF A CORRODING
STRUCTURE USING NEURAL NETWORK

Brychkovskyi O. D. — Post-graduate student of the Department of Information Systems, Ukrainian State University
of Chemical Technology, Dnipro, Ukraine.

ABSTRACT

Context. The prediction of the time until failure of corroding hinge-rod structures is a crucial component in risk management
across various industrial sectors. An accurate solution to the durability problem of corroding structures allows for the prevention of
undesired consequences that may arise in the event of an emergency situation. Alongside this, the question of the effectiveness of
existing methods for solving this problem and ways to enhance them arises.

Objective. The objective is to refine the method of solving the durability problem of a corroding structure using an artificial neu-
ral network and establish accuracy control.

Method. To refine the original method, alternative sets of input data for the artificial neural network which increase information
about the change in axial forces over time are considered. For each set of input data a set of models is trained. Based on target metric
values distribution among the obtained sets, a set is selected where the minimum value of the mathematical expectation of the target
metric is achieved. For the set of models corresponding to the identified best set, accuracy control of the method is determined by
establishing the relationship between the mathematical expectation of the target metric and the parameters of the numerical solution.

Results. The conditions under which a lower value of the mathematical expectation of the target metric is obtained compared to
the original method are determined. The results of numerical experiments, depending on the considered case, show, in average, an
improvement on 43.54% and 9.67% in the refined method compared to the original. Additionally, the proposed refinement reduces
the computational costs required to find a solution by omitting certain steps of the original method. An accuracy control rule of the
method is established, which allows to obtain on average a given error value without performing extra computations.

Conclusions. The obtained results indicate the feasibility of applying the proposed refinement. A higher accuracy in predicting
the time until failure of corroding hinge-rod structures allows to reduce the risks of an emergency situation. Additionally, accuracy
control enables finding a balance between computational costs and the accuracy of solving the problem.

KEYWORDS: artificial neural networks, accuracy control, distribution, mathematical expectation, approximation, numerical
methods, durability corroding structure.

ABBREVIATIONS NOMENCLATURE
AE is an aggressive environment; A, is an initial area of the section;
ANN is an artificial neural network; A' is a cross-sectional area of the i-th structural ele-

ment;

a is a coefficient of a polynomial of degree 3 ap-
proximating the dependence of axial forces Q; in struc-
tural elements on time t;

CPU is a central process unit;
DE is a differential equation;
FEM is a finite elements method;

GPU is a graphical process unit; B is a bias unit;
MSE is a mean square error; b is a coefficient of a polynomial of degree 3 ap-
HRS is a hinge-rod structure; proximating the dependence of axial forces Q; in struc-

tural elements on time t;

PDCS is the problem of durability of a corroding ¢ is a coefficient of a polynomial of degree 3 ap-

structure; LS . .

RMSE is a root mean square error: proximating the dgpendence of axial forces Qj in struc-

> o R tural elements on time t;
RPROP is a resilient propagation; D is a differentiation matrix;
SDE is a system of differential equations. d is a number of neurons in the ANN input layer;
E is an elasticity matrix;
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i is an index of HRS element;
ip is an index of HRS element that first fails;

j is a number of nodes of the finite-difference grid;

K is a stiffness matrix;

k is a coefficient of influence of stress on the rate of
the corrosion process;

N is a number of structural elements;

n is both training and test dataset size;

Neest 1S @ NUMber of samples in the test dataset;

Pq is an initial perimeter of the section;

Q' is a value of the axial force in the i-th structural
element;

Q; is values of axial forces at nodal points of the ap-

proximate solution t ;

R is a vector of nodal loads;

s is a number of neurons in the ANN hidden layer;

T; is a time values at j nodal points of the approximate
solution t ;

tis atime;

t* is a reference numerical solution of the PDCS, ob-
tained at a large number of nodal points;

t is a approximate numerical solution of the PDCS,
obtained with lower computational costs than for the ref-
erence;

ti* is a reference solution of the PDCS for the i-th
sample;

ti*(u) is an approximate solutions of the PDCS for the
i-th sample;

U is vector of displacements;

Vg is a corrosion rate in the absence of stress;

Z is a number of weight coefficients;

o is a shape parameter of the two-parameter inverse
gamma distribution;

B is a scale parameter of the two-parameter inverse
gamma distribution;

I'(-) is a gamma function.

& is a vector of values of the depth of corrosion dam-
age of each structural element;

8'(t) is a value of the depth of corrosion damage in the
i-th structural element (damage parameter);

€ is a vector of deformations;

g is a value of the target function for the i-th sample;

g;(u) is an output value of the model from M, for the
i-th sample;

o' is a current stress in the i-th structural element;

o Is an initial stress;

o is a vector of stresses;
[o] is an yield stress.

INTRODUCTION
In many strategic industrial sectors including nuclear
and thermal energy, chemical and petrochemical indus-
tries, the use of metal structures in aggressive environ-
ments leading to corrosion is involved. Corrosion is a

primary factor contributing to the catastrophic failure of
© Brychkovskyi O. D., 2024
DOI 10.15588/1607-3274-2024-1-9

equipment, which can be accompanied by significant fi-
nancial losses and severe environmental consequences
[1]. Ensuring the ability to respond promptly to the men-
tioned risks raises the relevant issue of determining the
duration during which a structure will perform its func-
tions — the durability of the structure. This matter is typi-
cally addressed through computer modeling. Moreover,
the latter is complicated by the fact that the rate of the
corrosion process is influenced by mechanical stresses in
the structural elements. Existing models of corrosion-
induced deformation consist of systems of differential
equations and systems of mechanics equations, the solu-
tion of which requires significant computational costs. To
solve the problem of reducing computing costs in 2021,
Zelenstov D.G., Korotka L.l. and Denysiuk O.R. pro-
posed (see [2]) a method for solving the PDCS using
ANN (hereinafter Method). However, the authors do not
consider the problem of establishing accuracy control of
Method. Also, in [2] and related approaches (see, for ex-
ample, [3, 4]), the dependence of the output of the neural
network model on the set of initial values of the weight
coefficients of the neural network is not taken into ac-
count. These coefficients represent the realization of a
certain random variable, meaning that depending on a
particular realization, the output of the neural network, in
general, will be different. Therefore, it is appropriate to
consider not just the individual result in the form of the
output of the neural network, but rather certain character-
istics of the distribution of the results, such as mathemati-
cal expectation.

The paper investigates the refinement of the method
proposed in [2] and establishes accuracy control. At the
same time, the presence of the aforementioned depend-
ence of the ANN’s output on a set of random initial val-
ues of weight coefficients is taken into account.

The object of the study is the problem of accuracy-
controlled numerical analysis of the problem of solving
PDCS.

The subject of the study is artificial neural networks
as a means of enhancing the efficiency of numerical
methods while simultaneously ensuring a specified level
of result accuracy.

The purpose of the study is to refine the method of
solving PDCS using ANN and establish accuracy control
rule.

1 PROBLEM STATEMENT
Let’s consider the model of corrosive deformation of
HRS operating in aggressive environments based on the
FEM (for more details, see [2, 5]):

%=VO .(]_+k-0i(Ai (Si(t)),Qi(g))), (1)

ai(t)‘tzozo; i=1 N.
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Assuming Q = const, by knowing the solutions §; (t)
of the differential equations (1) and the limit values of the
corrosion damage depths 8? one can find the time values

tj :ti*, at which the 6? values are reached. The value

*

t, =mint,i=(N) is referred to as the durability of

i0
the structure. To calculate o in the right-hand side of (1)
deformable solid mechanics equation are utilized, which

in the form of the FEM system of equations are repre-
sented as:

R=K™.7,
: )

ml <l

E-

al <l

As the cross-sectional areas of elements change during
the process of corrosive wear, the elements of the struc-
tural stiffness matrix K, as well as the stresses o in the

elements, vary over time. Thus, in the numerical solution
of (1), it is necessary to compute (2) at each node of the
finite difference grid. This significantly increases compu-
tational costs.

Methods that address the issue of reducing computa-
tional costs may require both the absence of accuracy loss
and the ability to control this accuracy. Therefore, follow-
ing the Method in [2], we will explore the problem of its
refinement and accuracy control. By accuracy of the
method, will mean the value of the mathematical expecta-
tion of the target metric — E(RMSE); by refinement of the
method — identification of conditions that allow reducing
the value of E(RMSE) compared to the corresponding
value of the inherited method without, at least, increasing
computational costs; and by accuracy control — determi-
nation of the dependence between the values of E(RMSE)
and the parameters of the approximate solution.

2 REVIEW OF THE LITERATURE

The use of Artificial Neural Networks (ANNSs) in the
algorithm for controlling the accuracy of numerical solu-
tion of the differential equation of the form (1) was pro-
posed in [3]. The authors considered a trained ANN,
which determined the parameter of numerical integration
to achieve the specified solution error. This method was
further developed in [4], where instead of training sepa-
rate ANNs for different error values, a unified ANN with
the error value as an input parameter was suggested. A
common feature of these algorithms is the ignoring of
changes in axial forces in elements of corroding structures
during the formation of training samples for ANNs. As a
result, the predicted error value did not always meet the
specified level.

In [2], a method of correction functions was proposed,
in which the solution of the PDCS was approximated with
minimal computational costs and refined using a correc-
tion function. The corrective function included an ANN
that approximated the dependency between the error of
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the approximate solution and certain input parameters of
the PDCS, including the coefficients of a polynomial used
to describe the variation in time of axial forces in the HRS
elements. The coefficients of this polynomial were deter-
mined at the stage of finding the approximate solution of
the PDCS. This approach reduced computational costs
and solved the problem of taking into account changes in
axial forces over time, but the problem of accuracy con-
trol of the algorithm remained open.

3 MATERIALS AND METHODS
First, let’s outline the general scheme of refining the
Method, after which we will proceed to a more detailed
exposition. The general refinement scheme of the Method
consists of the following steps:

1) by varying the input parameters sets of the ANN, the
Method will be using to solve the PDCS. In other words,
models will be training according to the Method on dif-
ferent input parameters sets, including the proposed
Method set;

2) let’s create a set V, which includes L different sets of

initial values of weight coefficients {w,}}_;,w, <[0,1],

where P — the number of weight coefficients. The proce-
dure from the previous step for each input parameters set
and for each element of set V will performed. As a result,
for each input parameters set, we will have a distribution
of target metric values; the distribution parameters will be
estimated using the maximum likelihood method [6];

3) for each distribution calculate the mathematical ex-
pectation and compare the obtained values;

4) the input parameters set on which the smallest value
of the mathematical expectation is achieved is the sought-
after condition that refines the Method, if at least it does
not increase computational costs at the stage of applying
the obtained refinement. Remark: we ignore changes in
computational costs arising from a certain increase in the
number of input parameters of the ANN, because the ap-
plication stage of the Method requires the existence of a
previously trained ANN.

Let’s now consider in more detail the outlined
scheme, using also [2].

Dataset forming. A sample of volume n with training
samples is generated, containing construction parameters
Ay, Py.[c], environmental parameters (vo, k), value t* of
the reference solution of the PDCS, time values and axial
forces (T;, Q;) at j = 4 nodal points T; = {t;, t,, ..., tj} and
Q;={01, U ..., q}, where t;= t , coefficients (a, b, c) of
a polynomial of degree 3 that approximates the depend-
ence Q(t) at points (T;, Q;). The target function is defined

*

t .
as the error 8:t7 between the reference and approxi-

mate solutions of the PDCS.

Models training. To refine the Method, we will con-
sider sets of input parameters that enhance the informa-
tion about the variation of axial forces over time com-
pared to those proposed in the Method. Let’s define the
set V and on the next sets of input parameters for the
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ANN: Uabc = (A9, Py,00,a,b,C),
ua,b,C,TJ— :(AO,PO,GO,a,b,C,Tj), qu :(AO!PO'GO’QJ')'
Ug; T, :(AO,PO,GO,QJ-,TJ-) will be trained L models ac-

cordingly. These sets of L models will be denoted as
M(ay b, ¢)s M((a' b, ¢)T)s M(Q), M(Q'T), or SImpIy M., when refer-
ring to the set of models corresponding to a specific u as
defined above. Note that u, |, . is the set which is used in

the Method itself; hence, this set will be referred to as the
base set, and the set of models M) — Will be called the
set of base models. As the metric to be minimized during

the training of the ANN, we will consider
Ntest
MSE =1 > (& —&;(u))? . The refined solution of the
Ntest j—1
PDCS will have the form t"(u)=t -&(u), which means
t~t (u).

Distributions constructing. To each model from M,

will assign the wvalue of the target metric
1 Niest * * . )
RMSE = Z(ti —t (u))2 . As mentioned earlier,
Ntest j=1

the value of the MSE metric depends, among other things,
on the set of initial weight coefficients of the ANN

{w,}>;,w, €[0,1], which is an realization of a random

variable W, (in practice, it can be, for example,
W ~U([0,1])). Thus, under the defined conditions, MSE,

and consequently RMSE, are functions of the random
variable W. Having obtained the set M, comprising L
models, where the latter differ only in the initial sets

{Wz' } 2=1,Z, I =1L, can be constructed the distribution

of the target metric RMSE for each set M, find estimates
of its parameters, and calculate the mathematical expecta-
tion E(RMSE).

Refinement of the Method. The set ug, which corre-
sponds to the smallest value of mathematical expectation
(or the best set), is the sought-after condition that refines
the Method.

Accuracy control rule. Let J={23,...j}. For the

identified best set, will be constructed several sets
My, (i) each of size L', where j € J. For each of these

sets, values of E(RMSE(j)) will be calculated. By ap-
proximating the points (j, E(RMSEC()))), j € J, will be
built the dependency y = g(x), xe[2, «), y € (0, «). The
function h(y) = [g7*(Y)]", h(y) € {2, 3, ..., j’, ...}, where
[T denotes rounding to the nearest integer value, repre-
sents the sought dependence between the values of
E(RMSE) and the number of required nodes j, which are
parameters of the approximate solution.

4 EXPERIMENTS
For further research, two cases were considered based
on the nature of the variation of axial forces Q over time t
in the elements of the corroding structure, differing in the
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number of monotonicity intervals. The number of
monotonicity intervals in this case affects the quality of
approximation of these dependencies by a polynomial of
degree 3. In case A there is one monotonicity interval,
while in case B there are two monotonicity intervals. The
graphs illustrating the variation of axial forces over time
and their approximation by a polynomial of degree 3 at 4
nodes are presented in Fig. 1 and Fig. 2 for case A and
case B, respectively.

Figure 1 — Case A. One in:"[e'rval of monotonicity

Figure 2 — Case B. Two interval of monotonicity

For numerical experiments, two datasets were gener-
ated for case A and case B, each containing n = 20,000
samples. An I-beam profile was chosen as the type of the
leading element of the HRS. Initial geometric parameters
of the I-beam profile for each sample were randomly se-
lected from the set of standard sizes defined for this type
of profile. The datasets were divided into training and
testing sets in a ratio of 70% to 30%, meaning the training
set consisted of 14,000 samples and the testing set of
6,000 samples.

The architecture of the ANN takes the form of a multi-
layer perceptron (see Fig. 3) with dimensions dxsx1,
where d equal to the number of features in the input set,
s=2-d+1 calculating according to the Hecht-Nielsen
theorem [7]. The activation function for the hidden and
output layers is Sigmoid [8]. Each model was trained for
1000 epochs using the RPROP learning algorithm [9] in
batch mode.

The number of models L for refining the method is
equal to 100. The number of models L  for determining
the accuracy control is equal to 500. According to the
values of L and L, sets V and V' of random seed values
are generated from a discrete uniform distribution, which
is equivalent to creating sets of initial weight coefficient
values.
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density function is

o a+l
f(x,a,B)z%(éj -exp(_—XBJ , x > 0. The distribu-

given by

tion parameters o and 3 are estimated using the maximum

likelihood method, and the mathematical expectation of
B’ / ~ the distribution is calculated as B for o > 1.
— o—
Ao— () The implementation of this approach was carried out
Po s () _/ in the PyCharm and Jupyter Notebook environments us-

Y ) ing the Python programming language and the following
' e modules and libraries: Numpy, Pandas, scikit-learn for
{ ) data preprocessing and manipulation; module stats from
SciPy for working with probability distributions; Plotly
for data visualization. The PyTorch machine learning
framework [11] was chosen for working with ANNS.
— Computations were performed on a CPU 3.7 GHz AMD
{ ) Ryzen 9 5900X, a GeForce RTX 3060 GPU, and 32GB of
RAM.

Op—s () vy = (
M A 4 R

5 RESULTS
For each set M,, L models were trained with different
initial values of weight coefficients. Based on the results
of these models, distributions for RMSE values were con-
structed. Table 1 presents the mean RMSE values and
mathematical expectations E(RMSE) for the sets of ob-
tained models.

Figure 3 — ANN architecture for the base model

To obtain distributions of RMSE values for models
from the sets M,, My, (,ieJ=4{2,34,6,8,12, 16},

a two-parameter inverse gamma distribution [10] is con-
sidered as a hypothetical distribution, and its probability
Table 1 — Results of models training

M@ Mo M@pem M@p,o
Case A, mean(RMSE) | 1.20626-10° | 1.47549-10° | 1.91016-10° | 2.13634 .10
Case A, E(RMSE) 1.20624-10° | 1.47031-10"° | 1.91096-10° | 2.13673.10°°

Case B, mean(RMSE

4311255 - 1072

4376519 - 1072

4.730537 - 1072

4,762757 - 107

Case B, E(RMSE)

4311258 - 1072

4376514 - 1072

4.730537 - 1072

4772759 - 107

Thus, in comparison with the baseline set, for case A,
the mathematical expectation value corresponding to the
best set is less by

(0.0021364-102 ~0.00120626-10%)
0.0021364-1073

and for case B, it is

(0.04772759.102 — 0.04311258.102)
0.04772759-102

The constructed distributions for case A and case B
are shown in Fig. 4 and Fig. 5, respectively.

-100% ~ 43.54% ;

less by
-100% ~ 9.67%.

RMSE

Figure 4 — RMSE distributions of trained models for case A

© Brychkovskyi O. D., 2024
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RMSE

Figure 5 — RMSE distributions of trained models for case B

For the best set Ug; T, L models were built for each

number of nodes j from J. For each set of obtained mod-
els, distributions were constructed, and the mathematical
expectations E(RMSE) were calculated. Fig. 6 shows the
correspondence between E(RMSE) values and number of
nodes j, their approximation by the function y = g(x) =
a-(x+c)®, which obtained based on points j € {2, 3, 4, 6},
and the mean values of RMSE before refining the solution
using artificial neural network (the mean value of RMSE
at the point j =2 is equal to 0.10217255).
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.........................................

Figure 6 — Graph of the approximate dependence of
E(RMSE) on the number of nodes

Table 2 provides consolidated information about de-
pendence between E(RMSE) and number of nodes j based
on approximation by points j € {2, 3, 4, 6}. Accordingly,
at points j < 6, the behavior of the obtained approximation
is demonstrated on the data to which the approximating
function was fitted, and at j > 6 on new data.

Table 2 — Dependence of E(RMSE) on the number of nodes j
based on approximation

i E(RMSE) 9()

2 0.0048214 0.0048209
3 0.0018037 0.0018175
4 0.0012030 0.0011706
6 0.0006873 0.0007089
8 0.0006061 0.0005188
12 0.0003082 0.0003457
16 0.0002238 0.0002631

Using the function g™(y) a function was constructed:

(y)=[o 2] = (gjé - ~ , &)

where a=0.00249686, b=-0.84226492,

=-1.54206767, which is the sought accuracy control
rule for the Method. The graph of the obtained accuracy
control rule is shown in Fig. 7.

E{RMSE)

Figure 7 — Graph h(y)

© Brychkovskyi O. D., 2024
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6 DISCUSSION

The smallest value of the mathematical expectation of
the target metric E(RMSE) for both case A and case B
corresponds to the set ugr. At the same time, the
E(RMSE) value of the base set u, ¢ is the largest for both
cases. This allows us to conclude that all proposed sets
refine the results of the Method. Note that the set u,y
contains the least information about the variation of axial
forces over time compared to other sets Additionally, the
models from the set M) do not require a separate ap-
proximation of the dependence of axial forces when ob-
taining input data for ANN. This reduces computational
costs in solving PDCS.

The obtained accuracy control rule for the method (3)
takes the form of a piecewise-linear function. It allows for
determining the necessary number of nodes in a finite-
difference grid immediately for a desired value of the
mathematical expectation of RMSE. Subsequently, using
the obtained value of the number of nodes j as a parame-
ter in the search for an approximate solution t , it is pos-

sible to construct a set My, (j) to which the model corre-

sponding to the desired RMSE value belongs.

Analyzing the graph in Figure 6, it can be observed
that with an increase in the number of nodes j the distance
between the mean value of RMSE before refining the
solution t and the corresponding value of E(RMSE)
after refinement decreases. This can be interpreted as fol-
lows: the more nodal points we use to find the approxi-
mate solution, the closer it becomes to the reference solu-
tion. Consequently, there is a reduction in the error value
remaining for the refinement of the ANN.

Depending on the accuracy requirements of the
method, instead of the mathematical expectation, other
distribution characteristics, such as quintile values, etc.,
may be considered. Additionally, it may be relevant to
introduce a penalty for errors leading to an overestimation
of the structure’s durability in the metric being optimized.

CONCLUSIONS

The scientific novelty: Developed an approach for
solving PDCS using ANN. The existing method was re-
fined by revising the input parameters to the ANN and, as
a result, abandoned the approach of preliminary approxi-
mation of the dependence of axial forces on time. The
dependency of the target metric mathematical expectation
on the numerical solution parameters was identified, mak-
ing the method accuracy-controllable. The evaluation of
the models took into account the dependence of the ANN
output on random initial values of weight coefficients.

The practical significance: According to the results
of numerical studies, it was established that, depending on
the case under consideration, the refinement allows a re-
duction in the error by an average on 9.54% and 43.54%
compared to the original method. The potential impact of
implementing the proposed model lies is to more accu-
rately predict the durability of corroding hinge-rod struc-
tures in terms of mathematical expectation, thereby reduc-
ing the risk of emergency situations and associated finan-
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trol of the method allows solving PDCS with the required the decision of problems durability of designs subject to cor-
accuracy while reducing unnecessary computations. rosion, Transactions of ~Kremenchuk ~Mykhailo  Os-
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YTOYHEHH:I I KEPOBAHICTbD 3A TOYHICTIO METOAY PO3B’SI3AHHSI 3AJAYI JOBI'OBIMHOCTI
KOPOIYIOYOi KOHCTPYKIIII I3 BUKOPUCTAHHSAM HEHPOHHOI MEPEXKI

BpuuxoBcwsknii O. /I, — acnipant kadenpu iHpopManiitHuX cUCTeM YKPaTHCHKOTO Jep’KaBHOTO XiMiKO-TEXHOJIOTIYHOTO yHiBep-
curety, J{uinpo, Ykpaina.

AHOTAIIA

AKTyanbHicTb. [IpOorHo3yBaHHS 4acy BUXOAY 3 JiaJy KOPOAYIOUHX IIAPHIPHO-CTPMKHEBHX KOHCTPYKIII € BaXJIMBOIO CKIIAJIO0-
BOIO YIPaBIiHHS pH3UKaMH 0aratbox cgep npomMucioBocTi. TOUHMIA po3B’I30K 3a/1adi JOBrOBIYHOCTI KOPOIYIOUOi KOHCTPYKIT 10-
3BOJISIE TTOTICPETUTH s HeOaKaHUX HACHIJKIB, [0 BUHUKAIOTH y pa3i HACTAaHHS aBapiifHOi cutyarii. Pa3zoM 3 nnuM mocrae muTaHHS
e(eKTHBHOCTI ICHYIOUMX METO/IB pO3B’sI3aHHs JAaHOI 33a1a4i Ta ClIOCO0iB 1X MOKPAIEeHHSI.

MeTa po0OTH IOJNArac B yTOYHEHHI METOAY PO3B’sI3aHHS 3aadi JOBIOBIYHOCTI KOPOIYI04Oi KOHCTPYKIII i3 BUKOPUCTAHHSIM
LITYYHOI HEHPOHHOT MEPEeXi i BCTAHOBJICHHS! KEPOBAHOCTI 32 TOYHICTIO.

Mertop. /Iyt yTOUHEHHSI OPUTIHAIBHOTO METOLY PO3IVISIAI0THCS alIbTEPHATHBHI HAOOPH BXIAHUX JAHUX JUTS IITYYHOT HEHPOHHOT
MEpexKi, IO JT03BOJIAIOTH 30UTBIINTH iH(POPMAIIIO PO 3MiHY OCBOBHX 3YCHIIb Y 4aci. [y KO)KHOro Habopy BXiTHHX JaHUX HaBYa-
€TBCS MHOXKMHA Mozieneil. Ha ocHOBI po3moniiiB 3HaYECHB IIBOBOT METPHKH MOJIEINICH 13 OTpUMaHUX MHOXHH 0OUpaeTbes HaOip, Ha
SIKOMY JJOCATA€THCSI HaMEHIIe 3HAYeHHS] MaTeMAaTHYHOTO CHOAIBaHHS IUILOBOI METPHUKH. [IJI1 MHOKHHHU MOZENeH, 10 BixmoBinae
3HaWJEHOMY HaMKpamoMy Habopy, BU3HAYAETHCSI KEPOBAHICTh 32 TOYHICTIO METOMY IIUITXOM BCTAHOBJICHHS 3aJI€KHOCTI MiX MaTe-
MaTHYHHUM CIOJiBaHHSAM LITOBOI METPHKH i TapaMeTpaMH YUCEIIbHOTO PO3B’ S3aHHL.

Pe3yabTaTn. Bu3HaueHo yMOBH, 32 SKUX OTPHMAHO MEHIIIE 3HAUCHHS] MaTEeMaTHYHOTO CHOAIBAHHS LIbOBOI METPUKH IIOPIBHSIHO
3 OpUriHAJIEHUM METOAOM. Pe3ysbTaTH YHCeNbHUX eKCIIEPUMEHTIB, B 3aJISKHOCTI BiJl PO3IIISAYyBaHOTO BHIAJKY, IIOKa3ylOTh B cepe-
nuboMy Ha 43.54% 1 9.67% kpauii pe3ynbTaTi yTOYHEHOTO METOAY MOPIiBHSAHO 3 OpuriHaabHUM. OKpiM I[bOTO, 3alIPOIIOHOBAHE YTO-
YHEHHS 3MEHIy€ HeOOXiIHI JUTs 3HAXO/KEHHS PO3B’sI3Ky OOUYKCITIOBAIIBHI BUTPATH 32 PaXyHOK BiIMOBH BiJI ACSKHX KPOKIB OpUTiHa-
JabpHOro Metoay. OTpUMaHO 3aKOH KEPOBAHOCTI METOJY 3a TOYHICTIO, SKHH JO3BOJISIE B CEPEHHOMY OTPHMYBATH 3aJaHE 3HAUCHHS
1moxnOky 6e3 BUKOHAHHS 3aiiBUX OOYHCIICHB.

BucnoBku. OTpuMmaHi pe3ysbTaTH CBiIYaTh MPO JOLUIBHICTH 3aCTOCYBAHHS 3aIIPOIIOHOBAHOTO YTOYHEHHS. Bimbmn Bucoka Tou-
HICTh IPOTHO3YBAHHS Yacy BUXOIY 3 JIaay KOPOJIYIOUHX MIAPHIPHO-CTPHKHEBUX KOHCTPYKIIiH 103BOJIsIE 3MEHIINTH PU3UKH HACTaH-
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HS aBapiHUX CHTyalilf, a KepoBaHICTh 3a TOUYHICTIO — 3HAXOAWUTH OajaHC MiX OOYHMCIIIOBAJGHUMHU BHUTPATaMH 1 TOYHICTIO
PO3B’sI3aHHS 33/1a4i.

KJIFOUYOBI CJIOBA: HeitpoHHa Meperxa, KEPOBaHICTh 338 TOUHICTIO, PO3MO/IiI, MATEMAaTHYHE CIIOIiBAHHS, allPOKCHMAIis, Yu-
CeJIbHI METO/IH, IOBIOBIUHICTh KOPOIYI04Y0T KOHCTPYKIIIi.
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ABSTRACT

Context. The article examines the problem of automatic design of architectures of generative-adversarial networks. Generative-
adversarial networks are used for image synthesis. This is especially true for the synthesis of biomedical images — cytological and
histological, which are used to make a diagnosis in oncology. The synthesized images are used to train convolutional neural net-
works. Convolutional neural networks are currently among the most accurate classifiers of biomedical images.

Obijective. The aim of the work is to develop an automatic method for searching for architectures of generative-adversarial net-
works based on a genetic algorithm.

Method. The developed method consists of the stage of searching for the architecture of the generator with a fixed discriminator
and the stage of searching for the architecture of the discriminator with the best generator.

At the first stage, a fixed discriminator architecture is defined and a generator is searched for. Accordingly, after the first step, the
architecture of the best generator is obtained, i.e. the model with the lowest FID value.

At the second stage, the best generator architecture was used and a search for the discriminator architecture was carried out. At
each cycle of the optimization algorithm, a population of discriminators is created. After the second step, the architecture of the gen-
erative-adversarial network is obtained.

Results. Cytological images of breast cancer on the Zenodo platform were used to conduct the experiments. As a result of the
study, an automatic method for searching for architectures of generatively adversarial networks has been developed. On the basis of
computer experiments, the architecture of a generative adversarial network for the synthesis of cytological images was obtained. The
total time of the experiment was ~39.5 GPU hours. As a result, 16,000 images were synthesized (4000 for each class). To assess the
quality of synthesized images, the FID metric was used.The results of the experiments showed that the developed architecture is the

best. The network’s FID value is 3.39. This result is the best compared to well-known generative adversarial networks.
Conclusions. The article develops a method for searching for architectures of generative-adversarial networks for the problems
of synthesis of biomedical images. In addition, a software module for the synthesis of biomedical images has been developed, which

can be used to train CNN.

KEYWORDS: generative adversarial network, biomedical images, cytological images, search for neural network architectures,
genetic algorithms, FID metrics, computer systems for automatic diagnostics.

ABBREVIATIONS

ATTN is a shorthand for Self-Attention;

GAN is a generative adversarial network;

CNN is a convolutional neural network;

CAD is a computer-aided diagnosis;

NAS is a neural architecture search;

AUtoGAN is neural architecture search for GAN;

CIFAR-10 dataset — Canadian Institute for Advanced
Research, 10 classes is a subset of the tiny images dataset
and consists of 60000 32x32 color images;

AWS is a Amazon Web Services;

ELU is exponential linear unit activation function;

Zenodo is a general-purpose open repository devel-
oped under the European OpenAIRE program and oper-
ated by CERN;

ReLU is a rectified linear unit;

GA is a genetic algorithm;

Aging Evolution GA (AGA) is an evolutionary algo-
rithm for neural architecture search.

Batch Norm is batch normalization;

ELU (exponential linear unit) is an activation function
for neural networks;

Self-Attention operates by transforming the input se-
guence into three vectors: query, key, and value;
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Hinge loss function is measure the distance of data
points from the decision boundary;

Nvidia A6000 GPU is the videocard of the company
Nvidia;

IS metric is a metric (Inception Score) based on the
Google Inception V3 image classification model;

FID is Fréchet inception distance;

PyTorch is an open source machine learning frame-
work Python Torch;

AWS S3 is a Amazon Web Services Simple Storage
Service;

RAM is a Random Access Memory;

vCPU is a virtual Central processing unit;

GPU is a graphical processing unit;

TFLOPS is a Tera FLoating-point OPerations per
Second;

Adam optimizer is an adaptive moment stochastic
gradient descent method;

H, W, and C are image height, width, and number of
channels respectively.

NOMENCLATURE
Iy is a training set of images;
I is a set of generated images;;
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G is a generator;

D is a discriminator;

L is a set of discriminator layers;

Q is a set of generator layers;

n is a number of discriminator layers;

m is a number of generator layers;

i is an index of discriminator layers;

j is an index of generator layers;

CELL,p is a cell of discriminator;

CELL is a cell of generator;

0 is a number of nodes in the generator cell;

p is a number of nodes in the discriminator cell;

Ag is a generator architecture;

Ap is a discriminator architecture;

Og is a set of generator operations;

Op is a set of discriminator operations;

Pg is a the set of parameters of generator operations;

Pp is a set of parameters of discriminator operations;

V(G, D) is the loss function for the generator and dis-
criminator;

q is the power of the training sample set;

r is the power of the set of the generated sample;

P, (x) is the density of the distribution function of the
training sample;

P(z) is the density of the generator’s noise distribution
function;

E(x) is the expected value of a random variable x.

Mg is a FID metric;

(C) is aset of convolution functions;

{

K)
(U) is a set of operations of the Upsample block;
W)

{

CELL:
(Z) is a set of operations of the discriminator CELLop;

is a set of activation functions;

is a set of operations of the generator cell

(T) is a set of operations of the Downsample block;
S is a Self Attention operation.

INTRODUCTION

Image synthesis is a popular trend in artificial
intelligence. A separate class of images are biomedical
images. A biomedical image is a structural and functional
image of human and animal organs, designed to diagnose
diseases and study the anatomical and physiological
picture of the body.

A subclass of biomedical images are cytological,
histological and immunohistochemical images. These
images are used to make a diagnosis in oncology. The
widespread use of deep neural networks for image
classification has led to the problem of datasets. To
achieve the required accuracy of biomedical image
classification, it is necessary to provide powerful datasets.

Hence, there is a contradiction between achieving high
accuracy in biomedical image classification and providing
powerful datasets to train convolutional neural networks.
To resolve this contradiction, it is necessary to develop a
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method and means of generating biomedical images. One
of the modern approaches to solve this problem is the use
of generative adversarial networks. Since their inception
in 2014, generative adversarial networks have become the
primary tool for synthesizing high-quality and diverse
images [1-5]

Synthesized images help improve the training of
machine learning models (in particular, classifiers) by
extending existing training datasets, which are often low-
power [6].

The complex process of synthesizing GAN
architectures manually makes them difficult to use.
Manual design of GAN architecture requires a deep
understanding of machine learning principles and
knowledge of the specifics of the subject area. This
process is time-consuming and often requires developers
to make a number of complex decisions. For example,
developers have to choose between different types of
layers, activation functions, and optimization techniques
that have a big impact on the performance of the neural
network.

One of the main challenges of manual architecture
design is scalability. The more complex biomedical
imaging becomes, the more complex GAN architectures
become. Manual architecture design depends on the
experience and intuition of the developer.

Thus, the creation of an automatic method for
searching for GAN network architectures is an urgent
task. The automatic method of searching for GAN
architectures will allow you to quickly and thoroughly
explore a large search space (types of layers, activation
functions, etc.), finding the best network configurations.
This method will reduce the synthesis time of GAN
architectures and increase the efficiency of the process.

The object of research is the process of biomedical
images synthesis.

The subject of the research is the synthesis of
generative-adversarial network architectures.

The aim of the work is to develop an automatic
method for searching the architectures of generative-
adversarial networks based on a genetic algorithm. This
will make it possible to synthesize GAN network
architectures in automatic mode for the synthesis of
biomedical images.

1 PROBLEM STATEMENT

Let be given a training sample of images /; with a
cardinality of q. Generating a set of images Ig with a
cardinality of r, and r>q. To generate Iz we use GAN.
The GAN consists of a generator and a discriminator. In
addition, the architecture of the generator and discrimina-
tor Ag and Ap, respectively, is given.

The discriminator architecture is described as follows:

and the architecture of the generator as follows:
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The set of discriminator operations is represented as
follows:

Then it is necessary to carry out a two-level
optimization of the discriminator and generator
architectures, i.e.:

A, =argminM_ (Py,0p, 1,15 ),

Op,Pp

As =argmin M (P;,0q, 1, 15) -

Og s

In this case, the loss function of the discriminator and
the generator will be defined as follows:

V(G,D)= mGin mgx F(G,D)=
= Ex~P,‘(x) (Iog D(X))+ E, o0 (|Og(l— D(G(z)))) .

2 REVIEW OF THE LITERATURE

In deep learning, the development of generative
adversarial networks has been a big step for image
synthesis. Generative adversarial networks have a great
potential for the synthesis of realistic images.

In the early days of GAN research, the main goal was
to synthesize realistic images from random noise. The
work of Radford, et al. gave a push to the improvement
of the quality of synthesized images and the stability of
GAN learning [7]. This work laid the groundwork for
future research, as it proved GAN’s ability to handle
complex image distributions.

In biomedicine, GANs are used to augment training
data, which is essential to address the scarcity of
annotated medical images. The authors [8] presented an
innovative approach to the synthesis of retinal images
using the generative model method. Based on generative
models, realistic retinal images were synthesized and used
to train diagnostic algorithms. Likewise, the authors Frid-
Adar et al. used generative adversarial networks to
expand the liver lesion image datasets that were used by
the classifier [9]. Thus, the authors demonstrated the
practical utility of GAN for expanding datasets and
improving the accuracy of neural networks in biomedical
image classification tasks.

The complexity of designing neural network
architectures has led to the development of automatic
search for NAS neural network architectures. Zof and Le
were among the first to introduce the concept of
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automatic architecture search for CNN. This concept has
been adapted by researchers to automate the design of
GAN architectures [10]. In their work, the authors applied
the reinforcement learning method to explore the search
space for architectures. This work shows the potential of
NAS to reduce the human factor in the design of new
neural network architectures. Since the field of NAS was
primarily focused only on convolutional neural networks,
NAS for generative networks is a relatively new area of
research. Early work in NAS for GAN focused on finding
efficient architectures that could generate high-quality
images with reduced computing resources.

A fundamental paper in this area is [11], which
develops a method for automatically searching for GAN
architectures. The authors applied the reinforcement
learning method to optimize the GAN architecture [12].
The AutoGAN framework has demonstrated that
automated architecture design can compete with human-
made models. To evaluate the method, the authors used
the FID metric, the final value of which is 12.42. The
architecture search time is 48 GPU hours. The main
disadvantages of the work are: limited search space, fixed
discriminator, unconditional image generation.

The development of the preliminary research is the
work [13]. In the paper, the authors applied a genetic
algorithm to optimize the neural network architecture and
expanded the search space with operations such as skip
connection, a convolution with different kernel sizes (1, 3,
and 5, respectively) [14]. The advantage of this work is
the search for the architecture of the generator and
discriminator. The search for architecture is divided into
two stages — the first stage is the search for the
architecture of the generator (the discriminator is fixed),
and the second stage is the search for the discriminator.
According to the authors, this approach has significantly
stabilized the training of the GAN network. The
experiments took 1.2 GPU days and showed a FID of
9.91 on the CIFAR-10 dataset. The disadvantage of the
work is the unconditional generation of images.

In terms of optimizing GAN architectures, researchers
have identified several key factors that affect the
performance of networks. Brock et al. introduced the
concept of scaling GANSs, showing that larger models and
batch sizes can lead to improved image quality [15]. This
concept is essential for automatically searching for GAN
architectures. Search algorithms must take into account
the trade-off between model complexity and
computational capability.

In addition, the evaluation of biomedical images
generated by GAN networks presents particular
challenges. When evaluating synthesized images, it is
necessary to take into account not only visual accuracy,
but also the preservation of diagnostic features. Automatic
search for GAN architectures should result in models that
are statistically powerful and clinically relevant.

Despite the progress made, significant gaps remain in
the literature. The analyzed articles in the field of NAS
for GAN do not focus on the synthesis of biomedical
images and use an open dataset — CIFAR. This can be
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explained by the difficulty of obtaining the datasets of
biomedical images themselves, which in turn further
emphasizes the relevance of their synthesis. Also, the
considered methods have a limited search space, do not
use the most modern operations (ELU, Self-Attention) in
the search space, do not synthesize images by tags (use
unconditional generation).

The article [16] developed a method for the synthesis
and classification of breast cancer histological images. At
the same time, well-known GAN structures are used.

In this paper, we propose an automatic method for
searching for architectures of generatively adversarial
networks for the synthesis of biomedical images.

3 MATERIALS AND METHODS

Defining the search space is the first important step in
the development of generative adversarial network
architectures. In this step, you define the range of possible
types of layers and their combinations that will be used in
the process of building the model.

The search space in the developed method is cell-
based. A cell consists of a certain number of nodes and
operations between them. An example of a cell is shown
in Figure 1.

4/44

b2 i
A — g
/- -, i ‘\n
i // ——
f \ / / &
b I > —>
e ¥
e = o

Figure 1 — Cell Structure

Figure 1 shows a cell with four nodes. The arrows
represent the type of operation between the two nodes.
Nodes n1, n2, n3 signify the addition operation.

One of the disadvantages of classical neural network
architectures is that all layers follow each other
sequentially. This option of connection gives rise to the
problem of gradient attenuation, which significantly
impairs the training of the neural network [17]. In this
method, each successive node in the cell can receive input
from all the previous nodes, depending on the selected
operation between them.

We analyzed modern architectures of GAN networks
and identified a set of layers that are most often used in
research. These include the following operations: kernel
convolution operation 1x1, 3x3 and 5x5, max- and
average-pooling operations, self-attention mechanism.
Also, the generator and discriminator architectures in
most GANs consist of repeating convolutional blocks,
and the input noise vector is transformed into a matrix of
size 4x4. The number of such blocks varies depending on
the resolution of the generated image. Accordingly, if the
generator synthesizes an image with a resolution of
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64x64, then it consists of 4 convolutional blocks. The full
set of possible operations we have chosen for the cell is
listed below.

Zero. This operation replaces the node’s output with a
matrix of zeros. It can be used to remove a node from a
cell architecture to simplify it.

Skip connection. This operation can be thought of as a
function that receives and returns data. Using such an
operation allows you to directly connect the output of one
node in a cell to the input of another.

Convolutional block. batch normalization is often used
along with convolution operations. Therefore, this layer
uses three sequential operations: convolutions, activation
functions, and batch normalization. We used convolution
kernels 1x1, 3x3, and 5x5. As an activation function,
ELU is used — an improved modification of ReLU.

Pooling. We use pooling only in the discriminator
model. The two types of pooling are max pooling with a
3x3 kernel and step 1x1 and average pooling with a 3x3
kernel and step 1.

The Self-Attention operation is placed outside the
cells. The integration of the Self-Attention mechanism
into CNN allows to focus on the most informative
features, which can be useful for object detection,
segmentation and image recognition [18].

The search space for the generator and discriminator is
shown in Figure 2.

In the developed method, we applied the Conditional
GAN strategy, which allows to synthesize images of
classes. Accordingly, in the generator model, we use the
Conditional Batch Normalization operation in each
UpSample block. In the discriminator model, we use an
Embeddig layer in combination with a fully connected
layer. The sum of the outputs of these two layers is the
output of the discriminator model.

The generator consists of one deconvolution layer to
convert the input noise vector to dimension 4x4x1024,
four cells, four blocks to double the resolution, and two
convolutional layers at the network output. The final
resolution of the synthesized image is 64x64x3.

The main element in the generator’s search space is
the cell, which consists of o nodes. The available
operations in a cell are defined as follows: convolution by
the kernel 1x1, 3x3, 5x5; separable convolution by kernel
3x3; zero; skip connection. The cell architecture remains
the same for the entire generator model. Accordingly, the
search space of the generator is reduced to determining
the number of nodes in the cell, selecting operations
between nodes, as well as selecting layers after which you
need to apply the Self-Attention operation through the
residual connection (shown in the figure by ATTN
(represents Self-Attention) arrows).

The generator’s search space is encoded as {N, C,
[ATTN]}. Let’s review in details these parameters.
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ator and

The N parameter is the number of nodes in the cell.
The minimum value is 3, the maximum value is 5. This
decision was made due to limited computing resources. In
addition, our study uses mostly small images, specifically
64x64 pixel in size. This aspect has a significant impact
on network architectures, as such images usually require
fewer layers. Therefore, the decision to limit the number
of layers in the model is also due to the nature of the data.

Parameter C is the architecture of the cell in which the
operations between nodes are encoded. It is represented
by a tape xxx—xx—x, the length of which varies depending
on the number of nodes in the cell. For example, for a
cell with a number of nodes of 3, the encoded tape might
look like 12-6. The first fraction separated by a hyphen
represents the operations between the first node and all
subsequent ones, the second — between the second node
and all subsequent ones. Respectively 1 means kernel
convolution operation 1x1 between the first and second
nodes (see Fig. 2), 2 is the kernel convolution operation
3x3 between the first and second nodes. The number 6
means the skip connection operation between the second
and third nodes.
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Discriminator Search Spaces

The ATTN parameter represents the cell numbers after
which you want to apply Self-Attention operations.

According to the described encoding and the above
example, the encoding of the generator architecture is {3,
12-6, [1, 2]}. As you can see from the example, the Self-
Attention operation is applied after the first and second
cells.

The discriminator consists of one convolution layer,
four cells, four blocks for halving the resolution, and one
linear and embedding layer.

The main element in the discriminator search space is
the cell, which consists of p nodes. Unlike the generator,
the available set of operations in the discriminator cell is
extended by two operations: the maximum pooling by the
kernel 3x3 and the average pooling by the kernel 3x3.

For the dimensionality reduction operation, the
Separable Downsample Convolution operation is used.
The authors of the paper state that this is the most optimal
method of reducing dimensionality in convolutional
networks at present [19].

The cell architecture also remains the same for the
entire discriminator model. The discriminator search
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space boils down to the same steps as for the generator.
These steps are as follows: determining the number of
nodes in a cell, selecting operations between nodes,
selecting layers. After these steps, you need to apply the
Self-Attention operation through the residual connection
(shown by the ATTN arrows in the figure).

The discriminator’s search space is encoded in the
same way as the generator’s: {N, C, [ATTN]}.

The developed method consists of the following
stages:

1. Search for a generator architecture with a fixed
discriminator.

2. Search for a discriminator architecture with the best
generator.

The general framework of the method is shown in
Figure 3.

At the first stage, we define a fixed discriminator
architecture and search for only the generator. The
discriminator architecture is manually defined as follows:
four nodes in a cell, the cell architecture is encoded as
235-66—-7 (convolution by kernel 3x3 and 5x5, zero, skip
connection, skip connection, max pooling by kernel 3x3),
Self-Attention mechanism is applied only after the last
cell.

At each cycle of the optimization algorithm, we
initialize the population with random generator
architectures. Next, we create a generator and
discriminator pair for each generator in the population.
The resulting pairs of GAN networks are trained and
evaluated at the end of each cycle using FID metrics [20,
21]. At the end of the cycle, we select the generator with
the lowest FID value and copy its weights. Further in the
next cycle, we initialize all generators with copied
weights. Accordingly, after the first step, we get the
architecture of the best generator, i.e. the model with the
lowest FID value.

In the second step, we use the best generator
architecture and search for the discriminator architecture.
At each cycle of the optimization algorithm, we create a
population of discriminators and initialize it with random
architectures. Then, by analogy with the first step, we
create pairs of generators and discriminators. The
resulting pairs of GAN networks are trained
independently of each other and evaluated using the FID
metric. At the end of each cycle, we copy the weights of
the best discriminator and initialize all the discriminators
in the next cycle with them. After the second step, we get
the architecture of the best discriminator, and,
accordingly, the best architecture of the GAN network.

At both stages, the input images of the
discriminatormodel are subjected to the technique of
Differentiable Augmentations with the application of a
random color and translation policy. This technique helps
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to further expand the training dataset directly during the
learning process and is especially effective on small
datasets [22].

We used a modified Aging Evolution GA (AGA)
algorithm to optimize the generative adversarial network
architecture [23]. The AGA maintains a population of
potential solutions, where each solution represents a
unique GAN architecture.

A variation in the genetic algorithm known as Aging
Evolution GA adds an aging component to increase
population diversity and prevent early convergence.

The main steps of this algorithm are:

1. Train and evaluate each architecture
population by calculating the FID metric.

2. Selection of a subset of architectures from the
population. The selection process is based on a random
strategy.

3. Selection of the parent architecture and application
of the genetic operator (mutation) to it to create a new
architecture.

4. Evaluate the new architecture by training it and
computing the FID metric and adding the architecture to
the population.

5. Remove the oldest architecture from the population.

At the first step of the algorithm, the population is
initialized by random architectures to achieve a given
population size — population_size. Simultaneously with
initialization, architectures are trained with the calculation
of the FID metric value.

Further, evolution occurs cyclically. The number of
cycles is also set by the user (cycles parameter). On each
of the cycles, a given number of architectures is
randomly selected — sample_size. Then, among these
architectures, the one with the lowest FID value is
selected. This architecture is called the parent
architecture.

Based on the parent architecture, a new child
architecture is created by applying a mutation. In this
algorithm, the mutation changes the architecture
randomly. Next, the mutated architecture learns.

The mutation is applied to each element in the
encoded architecture with a probability of mutation_prob.
For example, the network architecture is set to tape
107590. In order to mutate, you need to go through each
element of the tape in a loop and change it randomly with

a given probability of mutation_prob.

Accordingly, after applying a mutation, we get a new
child architecture that is added to the population. At the
same time, the oldest architecture is being removed from
the population. The algorithm then returns the architecture
with the lowest FID value.

in the
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Figure 3 — General GAN Synthesis Method Framework

4 EXPERIMENTS

The experiments were based on the Python 3.10
programming language, the PyTorch 2.0 framework, and
a virtual machine with the following configuration: 32 GB
RAM, 7 vCPU, Nvidia A6000 GPU, 48 GB RAM.

The software module consists of two main Python
scripts: train.py and generate.py. The train.py script is
designed to build and train generative adversarial network
(GAN) architectures. It allows users to define basic
parameters for GAN search, including noise vector
dimension, activation functions, and optimization
parameters. After training, the architecture that gives the
best results is chosen. The trained model is stored in
Amazon S3 storage, ensuring that the model is saved and
can be accessed or downloaded as needed.

The second script, generate.py, runs after the GAN
model has been trained and configured. This script is
responsible for generating new images using the best
architecture found during the learning phase. It can be run
as a command-line tool where the user specifies the path
to the model and the preferred directory to output the
generated images. The script loads the trained GAN
model and uses it to synthesize new images that are
expected to demonstrate the learned distribution of the
training data. The results can be used for further analysis
or as input for other stages of research.

In this study, we used cytological images to test the
method. A cytological image is a microscopic image of
individual cells or cell formations obtained by cytological
examination.
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Cytological images of breast cancer on the Zenodo
platform were used for the experiments [24]. This dataset
is designed to test and configure automatic biomedical
image processing systems. The structure of the dataset is
as follows:

1) files of cytological images and the indicated
diagnosis (size 3264x2448).

2) files of histological and immunohistochemical
images of sections of breast tissue (size 2048x1536) and
the indicated diagnosis.

Examples of cytological images are shown in Figure 4
(one image per class).

| -

- &5 .

Figure 4 — Example of images from the dataset

For the experiments, the image was converted to a
resolution of 64x64 pixels. Since the initial number of
images in the sample is quite small (about 100 images per
class), it was expanded to 700 images per class by
applying  affine  distortions  (random  rotation,
displacement, twisting, etc.) [25].

For both stages of the search, we used the Hinge loss
function [26] and the Adam optimizer (betas = 0.5, 0.999)
[27]. We also applied the Two Time-scale Update Rule
[28]. Accordingly, the learning rate of the generator is
0.0001, and the discriminator is 0.0004.
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For all convolutional, deconvolutional, and linear
layers in both models, we applied the spectral
normalization technique, which allows us to stabilize the
learning of the GAN network [29].

The total number of cycles of the optimization
algorithm at each stage is 25, and the number of epochs of
training for each model in the population is 30. The
population size (population_size) is 100. The number of
randomly selected candidates for further selection of the
parent architecture for mutation (sample_size) is 25. The
probability of mutation (mutation_prob) is 0.05. Batch
size (batch_size) for the generator and discriminator is the
same and is 128 images.

To evaluate architectures, the FID metric was used,
which is calculated after each architecture is trained.

In total, the first and second stages took 15.6 and 10.3
GPU hours, respectively.

Upon completion of both phases, the resulting GAN
network was trained from scratch for 100,000 iterations. It
took another ~13.6 GPU hours. That is, the total time
spent from finding architectures to obtaining a fully
trained GAN network is 39.5 GPU hours.

As a result of the experiments, 4000 images with a
resolution of 64x64 for each class from the educational
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dataset were synthesized. Accordingly, the total number
of synthesized images is 16,000.

5 RESULTS

The architecture of the found generator and
discriminator is shown in Figures 5 and 6 and in Tables
1-4.

As you can see from the figures, the number of nodes
in the generator and discriminator cells is 4 and 5,
respectively. There are two skip connection operations in
the generator cell, and there are 3 in the discriminator cell.
There is also a zero operation in the discriminator cell,
which is not present in the generator. The Self-Attention
operation is applied 2 times in both the generator and the
discriminator. However, in the generator, this operation
is placed towards the end of the network, And in the
discriminator, on the contrary, it is closer to the
beginning.

The FID metric value for the found GAN network
architecture is 3.39, and the IS metric value is 3.95.

Examples of comparison of synthesized images with
the original ones for each class are shown in Figures 7—
10. The images are selected randomly.
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Table 1 — Generator Structure

Layer name Params Output shape
L1: Input Gaussian noise 1x128
L2: Transposed Conv + ELU activation Kernel = 4, stride = 1, padding = 0 4x4x1024
L3: CELLg Nodes = 4 4x4x1024
L4: L2+ L3 4x4x1024
L5: Upsample Scale =2 8x8x1024
L6: CELLg Nodes = 4 8x8x1024
L7:L5+L6 8x8x1024
L8: Upsample Scale =2 16x16x512
L9: CELLg Nodes = 4 16x16x512
L10: Self Attention Input channels = 512 16x16x512
L11: L8+ L10+L9 16x16x512
L11: Upsample Scale=2 32x32x256
L12: CELLg Nodes = 4 32x32x256
L13: Self Attention Input channels = 256 32x32x256
L14: L11+ L13 +L12 32x32x256
L15: Upsample Scale =2 64x64x128
L16: Convolution Kernel = 3, stride = 1, padding = 1 64x64x128
L17: Convolution Kernel = 3, stride = 1, padding = 1 64x64x3
L18: Output 64x64x3

Table 2 — Generator CELLg Structure

Layer name Params
LO: Input
L1: Conv — ELU — Batch Norm Kernel = 3, stride = 1, padding = 1

Conv 3x3 = (Kernel = 3, stride = 1, padding = 1),

L2: L1+ Conv 3x3 — Conv 1x1 — ELU — Batch Norm Conv 1x1 = (Kernel = 1, stride = 1, padding = 0)

L3: L2 + Conv (L1) + Conv (LO) Kernel = 3, stride = 1, padding = 1
LO: Input
L1: Conv — ELU — Batch Norm Kernel = 3, stride = 1, padding = 1
Upsample block structure
Layer name Params Output shape
LO: Input HxWxC
L1: Upsample Scale = 2, mode = nearest (Hx2)x (Wx2)xC
L2: Convolution Kernel = 3, stride = 1, padding = 1 (Hx2)x (Wx2)xC
L3: Conditional Batch Norm Number of classes = 4 (Hx2)x (Wx2)xC
L4: Gated Linear Unit (GLU) Dimension =1 Hx2)x (Wx2)x(C/2)

Table 3 — Discriminator Structure

Layer name Params Output shape
L1: Input Image 64x64x3
L2: Conv + ELU activation Kernel = 3, stride = 1, padding = 1 64x64x64
L3: CELLp Nodes =5 64x64x64
L4: Self Attention Input channels = 64 64x64x64
L5:L2+L4+L3 64x64x64
L6: Downsample Scale=2 32x32x128
L7: CELLp Nodes = 5 32x32x128
L8: Self Attention Input channels = 64 32x32x128
L9:L6+L8+L7 32x32x128
L10: Downsample Scale =2 16x16x256
L11: CELLp Nodes =5 16x16x256
L12: .10+ L11 16x16x256
L13: Downsample Scale =2 8x8x512
L14: CELLp Nodes =5 8x8x512
L15: L13+L14 8x8x512
L16: Downsample Scale =2 4x4x1024
L17: Linear(Sum(L16)) 1x1
L18: Sum(MuItlpI_y(Sum(Llﬁ), Embed- Number of classes = 4 151
ding))
L19: 117 +L18 1x1
L20: Output 1x1
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Table 4 — Discriminator CELLp Structure

Layer name

Params

LO: Input

L1: Conv — ELU — Batch Norm

Kernel = 3, stride = 1, padding = 1

L2: L1 + Conv 3x3 — Conv 1x1 — ELU — Batch Norm

(Kernel = 3, stride = 1, padding = 1), (Kernel = 1, stride = 1, padding =

0)

L3: AvgPool 3x 3 (L2)

Kernel = 3, stride = 1

L4: L0 + L3 + AvgPool 3x 3 (L2)

Kernel = 3, stride = 1

Downsample block structure

Layer name Params Output shape
LO: Input HxWxC
L2: Convolution Kernel = 3, stride = 1, padding = 1 HxWx (Cx2)

L3: Pixel Rearrange — Convolution

Kernel = 1, stride = 1, padding = 0

(H/2) x (W/2) x (Cx2)

L4: Exponential Linear Unit (ELU)

(H/2)x (W/2)x (Cx2)

Figure 8 — Original (a) and Synthesized (b) Images, Class 2

© Berezsky O. M., Liashchynskyi P. B., 2024
DOI 10.15588/1607-3274-2024-1-10

Figure 10 — Original (a) and Synthesized (b) Images, Class 4
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We also compared different GAN architectures for the
synthesis of cytological images. The results of the
comparison are shown in Table 5.

Table 3 — Comparison of GANs by FID metric using same

images
Method FID
DCGAN 12.67
WGAN 12.72
WGAN-GP 19.09
BGAN 10.03
BEGAN 15.32
Our method GA-GAN 3.39
6 DISCUSSION

As a result of the study, the architecture of the
generative-adversarial network for the synthesis of
cytological images was obtained (Fig. 5, Fig. 6). To
assess the quality of synthesized images, the FID metric
was used.

Table 3 shows that the network architecture designed
by our method showed the best results compared to other
GAN network architectures for the same images.

Unlike the above architectures, our method uses the
Self-Attention mechanism in the generator and
discriminator, which allowed us to improve the quality of
synthesized images. Also, our method supports the
mechanism of image synthesis by labels (conditional
generation), which is not relevant for the above
architectures and approaches.

Figures 7-10 show a comparison of original pairs and
synthesized images for each class from the original and
synthesized dataset. The synthesized images are difficult
to visually distinguish from the original ones, which
further indicates the power of the resulting network.

We did not test the method on higher-resolution
images, as this would have led to an increase in search
time. Therefore, the limitation of our research is the
relatively low resolution of the synthesized images —
64x64 pixels. In order to synthesize images of higher
resolution, you need to increase the number of cells in the
generator and discriminator.

We also conducted experiments on only one subclass
of biomedical images — cytological images. Accordingly,
a further direction of research may be testing and
adaptation of the developed method to other classes and
resolutions of biomedical images.

CONCLUSIONS
As a result of the study,the automatic method for
searching for architectures of generatively adversarial
networks for the tasks of synthesis of cytological images
was developed.
Architectural search space is defined in terms of cells,
which consist of a set of nodes and operations between

© Berezsky O. M., Liashchynskyi P. B., 2024
DOI 10.15588/1607-3274-2024-1-10

114

them. The architectural features of the cell allow you to
expand the search space and reduce the likelihood of a
gradient attenuation problem.

The developed method consists of two stages: the
search for the architecture of the generator with a fixed
discriminator and the search for the architecture of the
discriminator paired with the fixed best generator.

As a result of computer experiments, the architecture
of a generatively competitive network for the synthesis of
cytological images was obtained. The total time of the
experiment was ~39.5 GPU hours. As a result, 16,000
images were synthesized (4000 for each class).

Comparison of the synthesized architecture with other
architectures of generative-adversarial networks, using the
same training dataset, is carried out on the basis of the
FID metric. The results showed that the designed
architecture is the best. The FID value of the developed
network (3.39) is two and a half times better than the FID
metric of the above architectures.

The scientific novelty is the development of a method
for finding generative-adversarial network architectures
for the synthesis of biomedical images.

The practical significance is the development of a
software module for the synthesis of biomedical images
that can be used to train CNN.

The authors of the article have many years of experi-
ence in the development of biomedical image analysis
systems [30-34].

A software module for the synthesis of biomedical images
will be integrated into image analysis systems.

Prospects for further research is the development of
a CAD system for the classification and synthesis of bio-
medical images.
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METO/ NOIIYKY APXITEKTYP TEHEPATUBHO-3MAT'AJIBHUX MEPEX JJIs1 CUHTE3Y BIOMEJJUYHUX
30BPA’KEHb

Bepe3bkuii O. M. — 1-p TexH. HayK, npodecop, mpodecop kKadenprn aBTOMATU30BaHUX cucTeM yrpasiiaHsa HY «JIpBiBChKa mO-
nitexnika», JIpBiB, YkpaiHa.
JIsumucsknii I1. B. — acnipant xadenpn aBromarn3oBanux cucreM ynpasiinas HY «JIsBiBcbka momitexuika», JIbBiB, Ykpaina.

AHOTANIST

AKTyalbHicTB. Y cTaTTi JOCH/KEHO MpobiieMy aBTOMaTHYHOTO NPOEKTYBAHHS apXiTEeKTyp MEHEpaTUBHO-3MarajJbHHX MEpeiK.
I'eHepaTHBHO-3MaranbHi MEpexi BUKOPHCTOBYIOTBCS Ul CHHTE3Y 300paxeHb. OCOONINBO 1€ aKTyalbHO Ul CHHTE3y 0iOMEIUYHHX
300pakeHb —LUTOJOTIYHUX 1 TiCTOJNIOTIYHUX, SIKi BUKOPHCTOBYIOTHCS /IS MOCTAaHOBKH [iarHo3y B oHKoJjorii. CuHTe30BaHi 300pa-
JKCHHS! BUKOPUCTOBYIOTBCS IUIsl HABYAaHHS 3TOPTKOBHX HEHPOHHHX MeEpex. 3ropTKOBI HEHPOHHI MEpexi € OMHUMH 13 HAUTOYHIIINX
knacupikaTopiB OioMeTUYHIX 300pakeHb Ha CHOTOIHI. .

MeTta po6oTu — 11 po3poOKa aBTOMAaTHIHOTO METOY IJISI IIOLIYKY apXiTEeKTyp IeHepaTHBHO-3MaralbHUX Mepek Ha OCHOBI re-
HETHYHOT'O aJIrOPHTMY.

Metoa. Po3poGiiennit MeTo/| CKIIaacThes 3 €Taly IOLIyKY apXiTeKTypu reHeparopa 3 (ikCOBaHMM IMCKPUMIHATOPOM i erarry
TIOIIYKY apXiTeKTypu AUCKPUMIiHATOpA i3 HallKpammM reHepatopoM. Ha mepiomy erarti Bu3HavaeThes (hikcoBaHa apXiTeKTypa Jvc-
KpHUMiHaTOpa Ta 3AiHCHIOETHCS MOUIYK reHepaTopa. BiAmoBiAHO Mmicis mepuioro Kpoky OTPUMYETHCS apXiTeKTypa HaMKpaIioro re-
Hepartopa, TOOTO MoJieNb i3 HaitHKk4uM 3HadeHHsM FID.

Ha ppyromy erami BUKOpHCTaHO HaiiKpally apXiTeKTypy Fe€HepaTopa Ta MPOBOJCHO IOIIYK apiXTeKTypu AWCKpuMiHaTopa. Ha
KO>KHOMY LUKJI1 alTOPUTMY ONTHMi3allii CTBOPIOETHCS MOMYJIALIS TUCKpUMiHATOPiB. [Ticis Apyroro Kpoky OTPUMYETHCS apiXTEKTY-
pa reHepaTHBHO-3MaraJIbHOT Mepexi.

Pe3yasTaTn. [ mpoBeneHHs! eKCIICPHMEHTIB BUKOPHCTAHO LUTOJOTIUHI 300paXKeHHsS paKy MOJIOYHOI 3a/103M Ha IuaTdopmi
Zenodo. B pesynbrari JOCTIIKEHHS PO3pOOJICHO aBTOMATHYHHI METOJ IOIIYKY apXiTeKTYp FeHEpaTHBHO 3MarajibHHX Mepek.B
pe3yJsIbTaTi KOMIT IOTEPHUX EKCIIEPUMEHTIB OTPUMAHO apXITEeKTypy I€HEPaTHBHO 3MarajibHOi MEpeXi Ul CHHTE3y LUTOJOTIYHHX
300paxkeHb. 3aranbHuii yac excrnepumenty ckiaB ~39.5 GPU rogun. B pesynbrari cunresoBaHo 16 000 306paxens (o 4000 Ha
KOEH KJac). st OLHKH SIKOCTi CHHTE30BaHHX 300pa)keHb BUKOpUCTAHO MeTpHKy FID . Pe3ynbraT eKCrepuMeHTIB MOKa3aiu, 1o
po3pobiieHa apxiTekTypa € Halkpamioro. 3HaueHHs FID mepexi cranoBute 3.39. Lleit pesynbrar € HalKpamyM, MOPIBHSIHO 3
BiJIOMHMHU T€HEPAaTHBHO-3MaraJIbHUMH MEPEKaMH.

BucaoBkH. Y crarTi po3po0iIeHO METO IOUIYKY apXiTEeKTyp TeHEepPaTHBHO-3MarajJbHIX MEpex AJI 3a1ad CHHTE3y 010MeAnIHHX
300pakeHb. KpiM mboro po3po06ieHo MporpaMHUil MOIYIIb JUIsl CHHTE3Y 010MEIUYHUX 300paXKCHb, IKU MOXKE OyTH BHKOPUCTAHHMA
qutst HaByaHHs CNN.

KJIIOYOBI CJIOBA: renepatiBHO-3MaraibHa Mepexa, 0ioMeanydHi 300pakeHHs], [IUTONOTIUHI 300paykeHHs], TIOLIYK apXiTeK-
TYp HEUPOHHHX MEPEeX, FeHeTH4Hi anroputmu, Metpuka FID, koM’ roTepHi cHCTeMH aBTOMaTHYHOT iarHOCTHKY.
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ABSTRACT

Context. Given the aggravation of environmental and water problems, there is a need to improve automated methods for extract-
ing and monitoring water bodies in urban ecosystems. The problem of efficient and automated extraction of water bodies is becoming
relevant given the large amount of data obtained from satellite systems. The object of study is water bodies that are automatically
extracted from Sentinel-2 optical satellite images using machine learning methods.

Obijective. The goal of the work is to improve the efficiency of the process of extracting the boundaries of water bodies on digital
optical satellite images by using machine learning methods.

Method. The paper proposes an automated information technology for delineating the boundaries of water bodies on Sentinel-2
digital optical satellite images. The process includes eight stages, starting with data download and using topographic maps to obtain
basic information about the study area. Then, the process involved data pre-processing, which included calibrating the images, re-
moving atmospheric noise, and enhancing contrast. Next, the EfficientNet-B0 architecture is applied to identify water features, facili-
tating optimal network width scaling, depth, and image resolution. ResNet blocks compress and expand channels. It allows for opti-
mal connectivity of large-scale and multi-channel links across layers. After that, the Regional Proposal Network defines regions of
interest (ROI), and ROI alignment ensures data homogeneity. The Fully connected layer helps in segmenting the regions, and the
Fully connected network creates binary masks for accurate identification of water bodies. The final step of the method is to analyze
spatial and temporal changes in the images to identify differences, changes, and trends that may indicate specific phenomena or
events. This approach allows automating and accurately identifying water features on satellite images using machine learning.

Results. The implementation of the proposed technology is development through Python software development. An assessment
of the technology’s accuracy, conducted through a comparative analysis with existing methods, such as water indices and K-means,
confirms a high level of accuracy in the period from 2017 to 2023 (up to 98%). The Kappa coefficient, which considers the degree of
consistency between the actual and predicted classification, confirms the stability and reliability of our approach, reaching a value of
0.96.

Conclusions. The experiments confirm the effectiveness of the proposed automated information technology and allow us to rec-
ommend it for use in studies of changes in coastal areas, decision-making in the field of coastal resource management, and land use.
Prospects for further research may include new methods that seasonal changes and provide robustness in the selection and mapping
of water surfaces.

KEYWORDS: extraction, water bodies, optical satellite images, water spectral indices, machine learning, Kappa coefficient,
Pearson coefficient, confusion matrix.

ABBREVIATIONS
OLlI is an Operational Land Imager;
ETM is an Enhanced Thematic Mapper Plus;
CNNs are Convolutional Neural Networks;
ResNet is a Residual neural network;
ReLU is a rectified linear unit;
ROl is a Region of Interest;
RPN is a Regional Proposal Network;
FCN is a fully connected network;
TP is a True Positive;
TN is a True Negatives;
FP is a False Positive;
FN is a False Negatives;

XGBoost is an eXtreme Gradient Boosting.

NOMENCLATURE

L, is an energy brightness for the spectral zone
[Wi(sz2 nm)];

D is an distance from the Earth to the Sun in astro-
nomical units for a particular period;

Equny. 1S an average solar extraterrestrial irradiance
[W/(m2 nm)];

6 is an angle of the Sun;

X' is an input; x is the output;

y is an final output;

IR is the infrared channel;

RMSE is a Root Mean Square Error;

PDF is a Probability Density Function;

OA is an Overall Accuracy;

NDSI is a Normalized Difference Snow Index;

NDWI is a Normalized Difference Water Index;

MNDWI is a Modified Normalized Difference Water
Index;
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L is an length of the coastline;

W is an width of the coastline;

X, Yy are average values of two variables x and y, re-
spectively;

T is a total number of pixels in the Sentinel-2 image;

L is a length of the coastline;

W is a width of the coastline.
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INTRODUCTION
Water is an inexhaustible source of life and a critical
element for urbanized ecosystems. The impacts of human
exploitation, land use change, land disturbance, and cli-
mate change are hurting the hydrological cycle. These
factors lead to a restructuring of the distribution of surface
and groundwater on our planet [1].

The growing impact of global climate change and in-
tense human activity is leading to significant changes like
rivers: shrinking wetlands increased flooding, and other
changes in the spatial and temporal distribution of water
resources. Despite these transformations, the dynamics of
changes in surface water bodies remain poorly under-
stood, especially in the context of their seasonal and inter-
annual characteristics. The lack of information in this
context makes it difficult to fully understand the patterns
that govern the dynamics of water bodies [2].

Given the importance of this issue, real-time access to
information on the spatial distribution and changes over
time of wetlands, estuaries, and river floods appears to be
fundamental to understanding the interaction of regional
hydrology and climate change, as well as to the effective
management of surface water resources [3]. In this con-
text, remote sensing is coming to the forefront as an effec-
tive means of monitoring changes in surface water bodies
in real-time and providing dynamic access to information
about the earth’s surface [4].

The object of study is the water surfaces of urban
ecosystems that are automatically extracted from Senti-
nel-2 optical satellite images using machine learning
methods.

The subject of study is the extraction of water bodies
technology on digital optical satellite images using ma-
chine learning methods.

The purpose of the work is to enhance the efficiency
of detecting water body boundaries on digital optical sat-
ellite images using machine learning methods.

1 PROBLEM STATEMENT

Data obtained from space satellites such as Landsat,
Advanced Spaceborne Thermal Emission and Reflection
Radiometer, Satellite Pour I’Observation de la Terre, and
Sentinel-1 and Sentinel-2 open up opportunities for a
wide range of applications. These data allow for flood
monitoring, water resource assessment [5], water quality
[6], and coastal monitoring [7]. These products play a
crucial role in contemporary approaches to monitoring
and managing water resources and the natural environ-
ment. Nevertheless, optical satellite images may include
clouds, as noted by [8], along with their shadows, posing
challenges in processing such data and identifying water
features. Special emphasis needs to be placed on investi-
gating coastal ecotone zones, distinctive regions where a
transitional zone emerges between land and water, fre-
quently characterized by aquatic vegetation. These eco-
tones significantly influence the precision of identifying
and classifying water bodies in satellite imagery.
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Thus, optical satellite images can provide information
for monitoring water bodies. On the other hand, given the
difficulties associated with cloud shadows and low-albedo
objects, it is necessary to continuously improve methods
for recognizing water features on satellite images.

2 REVIEW OF THE LITERATURE

Currently, there are developed methods for detecting,
mapping, and monitoring water bodies on satellite im-
ages. These methods can be divided into three main
groups: pixel-based statistical pattern recognition analy-
sis, which includes supervised [9] and unsupervised [10]
classification approaches; image analysis, taking into ac-
count parameters such as spectral characteristics, texture,
shape complexity [11] and sub-pixel analysis [12]. Water
spectral indices are widely used for monitoring water bod-
ies. The researchers compared the effectiveness of differ-
ent water indices in Landsat 7 ETM+, Landsat 8 OLI, and
Sentinel-2 MSI. The study [13] proposed a new water
index for Landsat Thematic Mapper /Enhanced Thematic
Mapper Plus (ETM+)/OLI satellites based on surface re-
flectance using a threshold value. This method is opti-
mized for processing large amounts of data and provides a
simple but effective approach for the automated classifi-
cation of large water bodies by area. Although existing
methods based on water spectral indices can provide high
accuracy in determining surface water areas, they are in-
effective when analyzing multispectral satellite images.

Classification methods that use feature extraction and
machine learning are advanced techniques for monitoring
surface water bodies, such as random forests [14], support
vector machines [15], and XGBoost [16]. On the other
hand, unsupervised classification methods do not require
training samples and are more suitable for developing
automated algorithms. CNNs are considered a popular
deep learning method and are commonly used for seman-
tic segmentation, cloud detection, water feature extrac-
tion, and other tasks [17]. A lot of new deep-learning
models have been developed for surface water body ex-
traction based on satellite data [18], for which multiscale
semantic information is important.

3 MATERIALS AND METHODS

The extraction of water bodies technology proposed in
this paper consists of eight stages, as shown in Figure 1.

The first stage consists of downloading images from
2017 to 2023 from the Sentinel-2 optical satellite in the
summer. Then use the topographic maps that contain ba-
sic information about the study area. To map the contours
of water bodies on topographic maps, we use geospatial
analysis to determine the coordinates of the coastline on
the map.

The second stage is data pre-processing, which in-
cludes calibration of satellite images, removal of atmos-
pheric noise, and contrast enhancement. The task of ra-
diometric calibration is to convert brightness values
(Digital Number) into spectral energy brightness values at
the upper atmosphere boundary.
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The transmission of electromagnetic radiation and the
atmosphere’s glow were taken into account for atmos-
pheric correction. At the same stage, pixel values were
converted from energy brightness to reflectance coeffi-
cients from O to 1 [19]:

2
nx Ly, xD

P =—————, 1)
Equny xC0s0

where L, is the energy brightness for the spectral zone
[WIi(s 22 nm)]; D is the distance from the Earth to the
Sun in astronomical units for a particular period; Eg;,. is

the average solar extraterrestrial irradiance [W/(m2 nm)];
0 is the angle of the Sun.

To use the EfficientNet-BO0 architecture to identify wa-
ter bodies. The EfficientNet architecture defines an effi-

Y
Georeferencing and
data preprocessing

L]

cient approach to image processing developed using the
AutoML method [19]. The main idea behind this architec-
ture is to optimally scale the network width, network
depth, and image resolution.

EfficientNet consists of 8 variations, designated from
BO to B7, each with its number of parameters and accu-
racy. This series of architectures is designed with limited
resources in mind, and BO is the lightest version suitable
for use in resource-constrained applications.

Depth convolution is performed independently for
each input channel, which is a spatial convolution [20]:

x’ = DepthwiseConv(x) , 2

where x’ is the input; x is the output; DepthwiseConv
uses spatial convolution for each channel independently.

L d

EfficientNet-BO

2017 year

Satellite data

Feature maps i

FC Layer for
| Segmentation

Region
Proposal
Network

ROI Align

FCN for
Binary Mask

Y

Analysis of spatial and

Postprocessing
|

temporal changes

Legend:

- steps to execute the method;

1
| |
| |
| |

- raster data;

- EfficientNet-BO architecture.

Figure 1 — Algorithm of the proposed technology

Conv3x3, 32
MBConvl, 16
MBConvb, 24, 2
MBConv6, 40, 2
MBConvé, 80, 2
MBConv6, 112, 3
MBConv6, 320, 1
Convix1, 1280

Figure 2 — EfficientNet-BO0 architecture
Point convolution projects the channel output resulting
from depth convolution onto a new channel space using a
1x1 convolution [20]:

y = PointwiswConv(x) , (3)

where y is the final output.
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ResNet blocks consist of a layer that compresses the
channels and a layer that expands the channels. This al-
lows bandwidth-intensive connections to be linked to
channel-rich connections in layers. Linear activation is
used in the last layer of each block to prevent loss of in-
formation from the ReLU [21].

In the next stage, using the output data from Effi-
cientNet-BO, feature maps are created for further use.
These feature maps contain important information fea-
tures of the image that will be used in the analysis and
processing. The Regional Proposal Network is used to
determine the ROI. The RPN is responsible for identify-
ing potential locations where objects may be located. The
ROI alignment process is performed to ensure data homo-
geneity. It may include resampling or other operations to
bring all ROIs to the same standard size or format. A fully
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connected layer is used to segment the ROIls. This layer
helps to divide the image into different classes or areas
that are important for further analysis. A FCN is used to
create binary masks. These masks identify areas that have
water features.

The final stage of the algorithm is the analysis of spa-
tial and temporal changes in the images. It includes identi-
fying differences, changes, and trends in the images that
may indicate certain phenomena or events.

4 EXPERIMENTS

This paper tested the proposed information technology
on the example of the Molochnyi Lyman, located in the
south of Zaporizhzhia Oblast within the Melitopol district,
which is an arid region of southern Ukraine, where high
temperatures are observed, especially in recent years, due
to global warming. Such climatic conditions cause in-
creased evaporation from its water surface up to 155 mil-
lion m3 per year, sometimes even up to 250 million m3.

Figure 3 — Study area

The Pearson’s r coefficient was used to analyze the
change in the area of the Molochny Lyman water mirror
[22]:

~ Xx-R)(y-)
r= \2 —2
2(x=X)*(y-)

(4)

where X, y are the average values of two variables x and
y, respectively.

Two metrics were calculated to assess the effective-
ness of the water body monitoring technology proposed in
this paper: OA and Kappa coefficient. These metrics pro-
vide an objective assessment and compare the effective-
ness of the developed method with water indices and the
K-means method [22]:

TP +TN
T 1
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OA= )

Tx(TP+TN)—-(TP+TN)

Kappa =
PP TxT—-(TP+TN)

' (6)

where T is the total number of pixels in the Sentinel-2
image; TP, TN are the categorized pixels by comparing
the extracted water pixels with the reference map: TP are
true positives, i.e., the number of correctly extracted pix-
els; TN is the number of correctly identified pixels that are
not water bodies and were correctly categorized into an-
other class.

Confusion Matrix (Fig. 4) is an important tool for
evaluating the effectiveness of classification models in
machine learning and computer vision tasks. This tool
allows you to visualize the classification results and de-
termine the accuracy level of the model. The matrix de-
termines the number of objects that were correctly or in-
correctly classified in each category: TP is the number of
correctly identified positive classes. TN is the number of
correctly identified negative classes. FP is the number of
false positive classes. FN is the number of false negatives
identified. It is a useful tool for understanding the types of
errors that can occur during classification [22].

FP

Actual Negatives

Predicted Positrves

Predicted Negatives
Preducted Values

Figure 4 — Graphical presentation of Confusion Matrix

5 RESULTS

The Pearson correlation coefficient was used to assess
changes in water bodies and the coastline, which can have
a value ranging from -1 to 1. A value close to 1 indicates
a strong positive relationship between the masks, a value
close to -1 indicates a strong negative relationship and a
value close to 0 indicates no relationship. The results of
the Pearson’s coefficient values are shown in the form of
a graph in Fig. 5.

arson cofrelation between binary masks by year

050 2
2021 3

088 &
2022

086

. s

2015 2020 2021 2022 2023

Wear

Figure 5 — Graph of Pearson’s coefficient values by year
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The resulting water body contours were analyzed in
detail using geographic information technologies and the
Python programming language (Fig. 6). The analysis of
water body contours made it possible to determine the
nature of changes, their intensity, and distribution along
the coastal zone of the Molochny Lyman.

The next step is to analyze the average annual rate of
change in the area of water bodies of the Molochny
Lyman between 2017 and 2023. At this stage, the water

d

Legend:

\u

AR

- land; M- water bodtes, ~ - boundaries of water bodies

mirror area was calculated, as well as the nature of the
changes, their intensity, and distribution along the coastal
zone of the Molochny Lyman for 6 years:

S=LxW, @)
where L is the length of the coastline; W is the width of
the coastline.

Figure 6 — The result of the proposed technology: a — Satellite image of 2017; b — selection of water bodies after segmentation in
2017; ¢ — automated selection of water bodies on the satellite image of 2017; d — Satellite image of 2023; e — selection of water bod-
ies after segmentation in 2023; f — automated selection of water bodies on the satellite image of 2023

Figure 7 shows a graph of changes in the water sur-
face area of the Molochny Lyman from 2017 to 2023
years.

Dynamics of water area over time

180
160 4

—e— Bopa

Square
5 &
e o
|
|

&0

a0 \\.__ —
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ear

Figure 7 — Graph of changes in the area of the water mirror
of the Molochny Lyman

In this study, a graph of the values of the coastal zone
reflection coefficients in the IR channel for the period
2017-2023 was constructed and analyzed (Fig. 8). Chang-
es in the values of the reflection coefficients in the IR
channel indicate differences in the temperature and heat
transfer of the coastal zone. It may be due to climate
change, expansion or contraction of water bodies, or other
natural and anthropogenic impacts.

In 2019, we took large-scale measures to restore the
relationship between the Molochnyi Lyman and the Sea
of Azov during the information verification. In particular,

© Kashtan V. Yu., Hnatushenko V. V., 2024
DOI 10.15588/1607-3274-2024-1-11

122

on December 27, 2019, the estuary began to be filled with
seawater, which led to a rise in water level and a decrease
in water salinity in some places to 25 ppm. These actions
have become a significant factor that may affect the water
area in the estuary and its ecosystem in the future.

Graph of coastal zone reflectance values

—— Profile of the coas

180 "Ll-“:l,'w\:'n'-\-'qrhﬂl M Profile of the coasta

200 400 800 80O 1000 1200

Figure 8 — Graph of coastal zone reflection coefficients in
the infrared channel

Table 1 shows the results of the OA and Kappa met-
rics for the proposed technology and the NDWI, MNDWI
[23], and K-means indices. In 2017 and 2023, the pro-
posed technology identifies water bodies with an accuracy
of 98% and a Kappa coefficient of 0.96. Compared to
and K-

this, other methods, such as NDWI,
means have lower performance.
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Table 1 — Results of the water body contouring accuracy

assessment
2017 year 2023 year
Methods OA Kappa OA Kappa
NDWI 7% 0.64 77% 0.51
MNDWI 90% 0.82 93% 0.86
K-means 95% 0.88 94% 0.86
Proposed tech- 98% 0.96 98% 0.96
nology

Root Mean Square Error is used to evaluate the accu-
racy of a technology by comparing its predicted values to
the actual values [24, 25]. A low RMSE value indicates
the technology has high accuracy, while a high value may
indicate low accuracy. To summarize the information
according to Fig. 9, the low RMSE value for the proposed
method indicates its high accuracy compared to other
methods, and the high value for the NDSI method indi-
cates a significant difference between predicted and actual
values and the need for further optimization and refine-
ment of the technology.

RMSE range for different methods (2017-2023)
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The histogram in Fig. 10 of the probability density
function of the coastal zone, with the highlighting of land,
water, and Otsu threshold pixels, provides information
about the distribution of areas in the image.

Graph of coastal zone pixel values
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The Confusion matrix (Fig. 11) displays the results of
the classification models, showing the number of cor-
rectly and incorrectly classified objects in each category.

Confusion Matrix for NDSI method
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6 DISCUSSION

Analyzing the data in Fig. 7 on the area of the Mo-
lochny Lyman during the years 2017-2023, it is possible
to make several conclusions. Firstly, the water area tends
to in-crease during the analyzed years, especially from
2019 to 2020. Secondly, from 2017 to 2018, the relative
change in water is positive, which may indicate an in-
crease in water area in 2018. From 2018 to 2019, there is
a decrease in the water area (negative relative change),
and from 2019 to 2020 year there is a sharp increase in
the water area (positive relative change); from 2020 to
2021, there is a decrease in the water area again. Various
factors, including climatic conditions, anthropogenic ac-
tivities, and hydrological changes, can influence changes
in the area of a water body. Analyzing the dynamics of
the water area of the Molochny Lyman, a significant in-
crease was observed in 2020. This effect may be due to
special climatic conditions, changes in the water supply
regime, or other natural factors.

During the information verification, it was found that
in 2019, large-scale measures were taken to restore the
relationship between the Molochnyi Lyman and the Sea
of Azov. In particular, on December 27, 2019, the estuary
began to be filled with seawater, which led to a rise in
water level and a decrease in water salinity in some places
to 25 ppm. These actions have become a significant factor
that may affect the water area in the estuary and its eco-
system in the future.

The results of Table 1 demonstrate the high accuracy
of the proposed information technology compared to ex-
isting methods, emphasizing its effectiveness for recog-
nizing and monitoring water bodies based on satellite
images.

In 2023, the obtained RMSE results for different
methods indicate the accuracy and differences in their
effectiveness. The low RMSE value (11.35) indicates the
high accuracy of the proposed method compared to the
actual data for 2023. The RMSE value for the NDSI
method (202.80) indicates a difference between the pre-
dicted and actual values. This indicates the low accuracy
of this method.

The resulting PDF highlights that the pixel values cor-
responding to the 'land’ class are concentrated around pos-
itive values. The pixels representing the 'water' class have
negative values. The Otsu algorithm is used to determine
the threshold between the 'land' and 'water' classes. This
algorithm maximizes the inter-class variance between the
'land’ and ‘water distributions by pre-excluding pixels that
belong to the 'water' and ‘other land features' classes. This
approach helps to effectively determine the threshold for
classifying the coastal zone in the image.

Analyzing the results confusion matrix for the pro-
posed method and comparing it with the others, it is no-
ticeable that the proposed method and K-means are more
effective, having fewer false classifications and a signifi-
cant number of correctly classified pixels as water or land.
It indicates the high accuracy and reliability of the pro-
posed method in identifying water and land regions in
images.
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CONCLUSIONS

The developed technology for automatic delineation
of water bodies effectively addresses the challenges of
precise and timely determination of the dynamics of water
surfaces in digital optical satellite imagery. Compared to
traditional methods requiring substantial effort and time
for processing and analyzing large datasets, the proposed
technology employs machine learning and image analysis
methods to automatically extraction water bodies. It ac-
celerates and enhances the accuracy of the monitoring
process, reducing resource expenditures for data process-
ing and interpretation.

The scientific novelty of the developed technology is
to improve the methods of identifying and monitoring
water bodies based on digital optical satellite images us-
ing machine learning. To use of modern algorithms and
deep learning models allows for achieving high accuracy
and sub-pixel resolution in the classification of surface
water bodies. The developed approach demonstrates effi-
ciency in comparison with traditional methods such as
water indices and K-means, ensuring the stability of re-
sults even under variable research conditions. The ob-
tained high accuracy and stability indicators, as a high
Kappa coefficient, confirm the advantages and prospects
of the developed method for application in the area of
urban ecosystems and water management. This approach
opens up new opportunities for more accurate and auto-
mated analysis of water bodies, contributing to the further
development of research in the area of urban geographic
information systems and environmental monitoring.

The proposed technology holds practical significance
as it enables systematic monitoring of water resources and
their changes in urban ecosystems. It makes it possible to
accurately determine the volume of water bodies, monitor
their changes over time, and predict possible environ-
mental challenges.

Prospects for further research involve exploring
seasonality and enhancing robustness in the water surface

mapping.
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AHOTALISA

AKTyaJIbHicTh. BpaxoBy[04H 3arocTpeHHs eKOJIOTTYHUX Ta BOIHHUX MMpo0ieM, BUHUKAE HEOOXiAHICTh Yy BAOCKOHAJICHHI aBTOMa-
THU30BaHUX METOJIB BH3HAYECHHS Ta MOHITOPHUHTY BOJHHX 00 €KTIB y MICBKMX €KOCHCTEMax. 3 BpaxyBaHHSIM BEIHUKOTo oOcCsry na-
HUX, OTPUMAHHUX BiJl CYITyTHUKOBUX CHUCTEM, MPpobieMa e(eKTHBHOTO Ta aBTOMAaTH30BAHOTO BIIYUYCHHS BOJHHUX 00’ €KTIB CTAE aKTy-
anbpHOI0. O0’€KTOM JOCHIDKEHHSI € BOAHI 00’ €KTH, Ki aBTOMATHYHO BUALISAIOTHCSA 3 ONTUYHMX KOcMiduHMX 3HIMKIB Sentinel-2 3a
JIOTIOMOTOI0 METO/IiB MAITMHHOTO HABYaHHSI.

MeTta po60oTH — mifBHIIEHHS epEeKTUBHOCTI IIPOLeCcy BUIJICHHS IPaHUIb BOJHUX 00’ €KTiB HAa U(POBUX ONTHYHUX KOCMIUYHHX
3HIMKaXx 3a JIOIIOMOI'0}0 BUKOPUCTaHHS METO/[IB MALLIMHHOT'O HAaBYaHHSL.

Mertopa. 3anponoHOBaHO aBTOMAaTH30BaHy iH(GOpMaLiiiHy TEXHOJIOT1I0 BUAICHHS TPaHUIb BOJHUX 00 €KTIB HA HU(PPOBUX OMNTH-
YHHUX CYNYTHHKOBHX 3HiMKax Sentinel-2. Ipoiec BKIOYAE BiCiM €TamiB, MOYMHAIOYH 3 3aBAHTAKCHHS JaHUX Ta BUKOPUCTAHHS TO-
norpadivHUX KapT A OTpUMaHHS 0a30Boi iH(opMalii npo npeametHy obaacts. [licisa mporo BinOyBaeTses momepeqHs oOpoOka
JAHWX, BKIFOYAIOUW KaliOpyBaHHs 300pa’keHb, BUAAICHHS aTMOC(HEpPHOTo IIyMy Ta MiJBUIIEHHS KOHTPACTHOCTI. Jlami 3acTOCOBY-
erbes apxitekrypa EfficientNet-BO mst inenTudikanii BogHux o6’ €KTiB, CIPUSIOYH ONTHMAIbHOMY MaclITa0yBaHHIO IIHPUHU Me-
pexi, TIIMOHHY Ta PO3ALIEHOT 31aTHOCTI 300paxkeHHs. Bukopucrani ResNet 6110ku it CTHCHEHHS Ta PO3IMUPEHHS KaHAJIB, M0 J0-
3BOJISIE ONITUMAJIbHE 3’€IHAHHS BEIMKOMACIITaOHMX Ta OararokaHaJdbHMX 3B’s3KiB y mapax. Ilicias mpsoro Regional Proposal
Network Busnauae o6iacti intepecy (ROI), a ROI alignment 3a6e3neuye onnopianicts nanux. 3acrocysanus Fully connected layer
Joromarae B cermeHraiii obnacreit, a Fully connected network creoproe GinapHi Macku it TOUHOT igeHTHDIKALIT BOAHUX 00’ €KTIB.
3aKJII0YHUM €TaroM METOY € aHalli3 MPOCTOPOBUX Ta YACOBHMX 3MiH Ha 300pa)KCHHSX JUIsl BUSIBICHHS Pi3HHIb, 3MiH Ta TEHICHILIIH,
10 MOXYTh CBITYHTH MPO KOHKPETHI sBUIIA 4K moii. Takuii miaxin Z03BOJs€ aBTOMATH3YBaTH Ta TOYHO BH3HAYATH BOJHI 00’ €KTH
Ha CyNyTHUKOBHX 3HIMKaX 3 BUKOPHCTAHHSIM MallIMHHOTO HAaBYaHHS.

PesyabTaTi. Po3pobiicHo nporpamue 3ade3rnedeHHs Moot Python, 1o peanizye 3anponoHoBaHuii migxin. OuiHka TOYHOCTI Te-
XHOJIOTii, TPoBeIeHa IIIXOM HOPIBHJIBHOTO aHAMI3y 3 ICHYIOUMMH METOJlaMH, TAKMMH SIK BOAHI iHaekcH Ta K-means, miarsepkye
BHCOKHII piBeHb TOuHOCTI B niepiox 3 2017 mo 2023 poku (mocsrae 98%). Koediuient Kanmna, sikuii BpaxoBy€ CTYIiHb Y3rOKCHOCTI
MDK peanbHOI0 Ta nepenbadyBaHOIO KiacHQikami€elo, MiATBEpUKYE CTaOUIBHICTh Ta JOCTOBIPHICTH HAIIOTO IiJXOMAY, JOCSTAIOUYH
3na4eHHs 0.96.

BucHoBku. [IpoBeneHi ekceprMEHTH MMiATBEPDKYIOTh €)EKTHBHICTh 3allPOIIOHOBAHOI aBTOMATH30BaHOI iHpOpMAIIHHOI Tex-
HOJIOTI{ Ta J03BOJIAIOTH PEKOMEHIYBATH il JUII BUKOPHCTAHHS B JOCTIDKEHHIX 3MiH Ha MPHOCPEKHUX TEPUTOPISAX, MPHUHATTA Pi-
mieHsb y cdepi ynpaBiaiHHS NPHOSPEKHUMH PECypcaMil Ta 3eMEIbHIM BHKOPHCTaHHSAM. [lepCrieKTHBH MOJaNbIINX JOCTIKEHb MO-
XKYTh BKJIIOYAaTH CTBOPSHHSI HOBHX METO/IIB, SIKi BpaXOBYIOTh CE30HHI 3MiHM Ta 3a0e3NedyIoTh poOacTHICTh NPH BUAIIEHHI Ta KapTo-
rpadyBaHHI BOTHUX ITOBEPXOHb.

KJIFOYOBI CJIOBA: BuniiieHHs, BOIHI 00’ €KTH, ONTUYHI CYITyTHUKOBI 3HIMKH, BOJIHI 1HJCKCH, MAIllMHHE HaBYaHHs, Koedilri-
ent Kanna, koedimient [TipcoHa, MaTpuis TOMHIIOK.
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