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ABSTRACT

Context. The relevance of the work is to the demand for UAV technologies with the integration of artificial intelligence in
today’s conditions.

Obijective. The goal of the work is to develop a minimum working version of the UAV explorer and software for controlling the
UAYV data.

Method. The proposed mathematical description, which calculates the coordinates of the object, based on the dimensions of the
original image from the camera, the dimensions of the image with which the neural network works, the angle of the field of view of
the camera, the position of the UAV and the angles of roll, pitch and yaw, allows you to transfer the coordinates of the object, of the
found NN, in the image to the geographical coordinates, thereby moving away from the rigid reference to the coordinates of the
UAV.

Results. The problem of systematization of objects detected during the mission on the surface of water bodies was solved by
creating a flight log, organizing interaction with a neural network, applying post-processing of recognized objects, mathematically
transforming the coordinates of objects for display and visualization into geographic coordinates, thereby move away from the rigid
reference to the coordinates of the UAV.

Conclusions. A workable logbook generation and storage system has been created, which takes into account the peculiarities of
information presentation in the logbook, and ensures effective interaction of the components of the created information system within
the proposed hardware and software complex, which allows organizing the process of researching water bodies using the SITL

environment from the flight controller developers.

KEYWORDS: UAV, flight controller, mission log, neural network, geographic coordinates, recognized images, forecast

accuracy, image post-processing.

ABBREVIATIONS
Al stands for artificial Intelligence;
FC is a flight controller;
DDPG is a deep deterministic policy gradient;
CTD is a conductivity temperature depth;
MPS is a multi-parameter sensor;
LiDAR is a light detection and ranging;
DEM is a digital elevation model;
GPS is a global positioning system;
RS is a remote sensing;
RPAS is a Remotely Piloted Aircraft Systems;
SfM is the Structure from Motion;
IAS is a image alignment settings;
KPL is a key point limit;
PID control is a proportional-integral-derivative con-
trol;
YOLO is the You Only Look Once;
COCO is a Common Objects in Context;
SPI is a serial peripheral interface;
NIOT is the National Institute of Ocean Technology;
MOES is the Ministry of Earth Sciences;
PFC is a compared, including fixed parameters;
PFC_FL is a parameters tuned using fuzzy logic,
IC is a information system;
UAV is a unmanned aerial vehicle;
BVLOS is a Beyond Visual Line of Sight;
DCNN is a deep convolution neural network;
DB is a database;
EMA is a Efficient Multi-Scale Attention;
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GUI is a graphical user interface;

CycleGAN is a Cycle-Consistent Generative Adver-
sarial Networks;

COTS is the Commercial Off-The-Shelf;

MIoU is the Mean Intersection over Union;

NMPC is a nonlinear model predictive control;

NN is a neural network.

NOMENCLATURE

A, is a coordinates of the center of the rectangle in
which the network detected the object;

ws , hs is a dimensions of the original image from the
camera;

wp , hy is a dimensions of the image with which the
neural network works;

FOV is a diagonal camera angle;

Fyx, Fy is a viewing angles of the camera along the
horizontal and vertical axes;

P is a yaw angle;

R is a pitch angle;

Y is a rotation of the resulting vector to the roll angle;

Altiis a UAV altitude (height);

N is a UAV latitude;

E isa UAV longitude;

°- is a binary operation that takes in two matrices of
the same dimensions and returns a matrix of the multi-
plied corresponding elements. This operation can be
thought as a “naive matrix multiplication” and is different
from the matrix product;
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- the dot product or scalar product.

INTRODUCTION

The relevance of the project is due to the demand for
UAV technologies with the integration of artificial
intelligence in today’s conditions.

The object of study is an information system for
managing one UAV to perform geographic reconnais-
sance tasks and take biological or chemical water
samples.

The process of forming and downloading the flight log
from detected Al images for further processing of mission
results and linking to geographic coordinates was
investigated.

The subject of study is the implementation of Al
technologies in the work of UAVs for the analysis of the
state of water bodies, by organizing the interaction of
UAVs with external (self-created) modules of the built
information system.

The purpose of the work is to develop a minimum
working version of the UAV-researcher and software for
managing UAV data.

1 PROBLEM STATEMENT

Due to the war, limited material and personnel
resources, extraordinary security requirements, it is
necessary for this type of UAV to solve the problem of
taking water from reservoirs near cities, mountainous
regions, where it is difficult to send expeditions, and
together with the proposed information system, perform
tasks patrols using trained Al to detect poaching boats,
areas with high concentrations of garbage or fishing net
buoys on the surface of water bodies.

Given the coordinates of the drone (N, E, Alt), (P, R,
Y) angles of the drone, the camera FOV expressed in
degrees, (ws, hs), (wp, hp) and the Ap.

The task of finding the (N, E, Alt) of the detected
object with an accuracy of the found coordinates
optimization criterion with the following constraints on
the input and output variables:

In asynchronous mode, after finding a certain image,
the neural network of the RaspberryPi microcomputer
calculates the corresponding geographical coordinates of
the found object using the proposed mathematical trans-
formations and forms a flight log.

The output variables are considered to be (N, E,, Alt),
assuming the drone is moving over a flat water surface. E
is limited to values between —180 and 180 degrees. N is
bounded between —90 and 90 degrees. Alt can take any
value in the range (-inf, inf). FOV must be within the
range (0, 360] degrees. (ws, hs) must be greater than 0,
bounded within (0, inf). (P, R, Y) angles are limited to
values between —-180 and 180 degrees. Coordinates Ap
must be within the range [0, inf).

2 REVIEW OF THE LITERATURE
Path following is a critical challenge for small fixed-
wing UAVs [1]. This study introduces a Lyapunov-stable
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path guidance law designed to follow specific planar
curved paths. To ensure smoothness, a modified satura-
tion function was developed for the guidance law. An
analysis was conducted to explore the relationship be-
tween control parameters and input constraints, identify-
ing the appropriate parameter ranges.

To optimize the guidance law parameters, the NMPC
technique was applied, resulting in the PFC_NMPC
method. This method enhances the UAV’s performance in
following both straight-line and circular paths. Using
Lyapunov stability arguments for switched systems, the
stability of the nonlinear switched system was ensured.

Square and circular paths were generated to evaluate
the path-following control of a simulated fixed-wing
UAV. Various guidance laws were compared, including
those with PFC, parameters tuned using PFC_FL,
PFC_NMPC, vector field, and pure pursuit with line-of-
sight. The PFC_NMPC method demonstrated superior
performance, achieving faster convergence to the desired
path and maximizing the effective flight path length.

The study addresses [2] the challenge of maintaining
high control performance for UAVSs in harsh environ-
ments, focusing on trajectory tracking under wind distur-
bances, specifically average wind and wind shear. It high-
lights the need for timely disturbance compensation,
which is often overlooked.

To enhance control accuracy and robustness, a novel
antidisturbance sliding mode control is developed based
on a reference model. This method includes the use of
state compensation function observers to improve the
estimation of states and disturbances that are difficult to
measure directly. Additionally, a tracking differentiator is
employed to estimate and compensate for disturbance
variations, increasing the system’s sensitivity to distur-
bances.

The proposed observer and controller’s effectiveness
and stability are analyzed. Verification is conducted
through simulations and actual flights using multiple in-
dustrial fans to replicate average wind and wind shear
conditions. The performance of the new method is com-
pared to state-of-the-art active disturbance rejection con-
trol and sliding mode control. Results show that the new
method improves accuracy by over 61.2% compared to
these existing methods.

Heavy payload airdrops significantly alter flight dy-
namics, presenting a challenge for flight controller design
[3]. This study addresses the control issues associated
with aircraft performing heavy payload drops. A multi-
equilibrium switched systems approach is employed to
model the substantial changes in flight dynamics and trim
points during such missions, particularly when payloads
are released from non-central positions.

To ensure stability and minimize control bumps, a
bumpless transfer switched controller is proposed. Unlike
previous studies focusing on systems with a common
equilibrium, this research extends stability conditions and
bumpless transfer techniques to multi-equilibrium scenar-
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Simulations and hardware-in-loop experiments vali-
date the proposed method, demonstrating its effectiveness
in maintaining flight control system stability and achiev-
ing smooth transitions during payload drops [4]. This
method offers a robust solution for managing the complex
dynamics involved in heavy payload airdrop missions.

This study introduces a trajectory tracking control
method [4] for fixed-wing UAVs using DDPG. First, the
trajectory control problem is integrated into a reinforce-
ment learning framework and converted into a Markov
decision process, with a DDPG agent implemented in
TensorFlow.

Next, simulations were conducted to train and opti-
mize the model in a 3D environment for trajectory track-
ing control, resulting in a comprehensive DDPG-based
controller capable of managing the UAV’s flight state and
rudder control.

Finally, a digital simulation system was built to test
the proposed method, taking into account parametric un-
certainties, measurement noise, and control system re-
sponse delays. The effectiveness and robustness of the
DDPG controller were validated by comparing its per-
formance with traditional PID control.

The Gobi Desert in southern Mongolia contains an ex-
ceptionally rich record of dinosaur and vertebrate fossils
from the latest Cretaceous Period [5]. Over a dozen sites
across various basins have yielded one of the world’s
most diverse palaeofaunas from this interval. Much of this
diversity has been unearthed from the fluvial deposits of
the Nemegt Formation. Despite extensive historical and
ongoing research in southern Mongolia, accurate maps
and detailed geological data for the main fossil sites are
still lacking. This gap limits the ability to investigate how
local palaeoecological dynamics influenced the distribu-
tion and evolutionary patterns of Nemegt taxa. One sig-
nificant site, Guriliin Tsav, has yielded over a hundred
notable fossil specimens but remains less studied com-
pared to the nearby Bligiin Tsav, one of the most prolific
Nemegt Formation localities. To address this, a project
was initiated in 2018 to create a high-resolution topog-
raphic map of Guriliin Tsav using UAVSs. This effort in-
cluded plotting the geographic and stratigraphic distribu-
tions of palaeontological resources on the map. Addition-
ally, stratigraphic and taphonomic data were collected,
enabling the first detailed palaeoecological interpretation
of Guriliin Tsav and comparison with other southern
Mongolian localities. The results of this project, along
with new topographic and stratigraphic data from Bigiin
Tsav, are presented. These findings provide new insights
into the temporal and geographic distribution of verte-
brate taxa in the latest Cretaceous of Mongolia.

Drones, or UAVs, have gained significant importance
worldwide for various commercial and defense applica-
tions [6]. The NIOT under the MOES is focusing on mari-
time applications of UAVSs. A heavy-lift drone has been
customized by NIOT for marine environments, capable of
withstanding coastal wind conditions up to 40 kmph and
carrying an instrumentation payload of 10 kg. This UAV
can collect ocean data and perform seawater sampling.
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The payload may include a CTD sensor, a programmable
seawater sampler, a MPS for ocean data collection, and a
LiDAR device integrated with a high frame rate camera
system for coastal mapping and DEM development. The
hexacopter UAV can endure winds up to 10 m/s and fea-
tures a waterproof IPX7 thruster with a maximum thrust
of 153 N per axis. It is equipped with a GPS, a barometric
pressure sensor, a compass, a highly accurate gyroscope,
a 15 MP surveillance camera, and an accelerometer sen-
sor, all connected to a reliable cube orange flight control-
ler module with a redundant 32-bit controller via a SPI.
The drone’s structure and frame are made of carbon fiber
composites, providing an excellent weight-to-strength
ratio. Initial field tests were conducted to ensure the
drone’s suitability for various marine applications with
payloads ranging from 5-10 kg, including coastal demon-
strations and ocean data collections performed in the
coastal waters of Nellore (Andhra Pradesh) and Chennai
(Tamil Nadu).

Cracks serve as the primary indicators of the structural
health of concrete structures [7]. Frequent inspection is
essential for maintenance, and automatic crack inspection
offers significant advantages in terms of efficiency and
accuracy. Traditional image-based crack detection sys-
tems have been used for individual images, but they are
not effective for inspecting large areas. Therefore, an im-
age-based crack detection system using a DCNN is pro-
posed to identify cracks in mosaic images composed of
UAV photos of concrete footings. UAV images are trans-
formed into 3D footing models, from which composite
images are created. The CNN model is trained on 224 x
224 pixel patches, with training samples augmented
through various image transformation techniques. The
proposed method localizes cracks on composite images
using the sliding window technique. The VGG16 CNN
detection system, with a 95% detection accuracy, demon-
strates superior performance compared to feature-based
detection systems.

The fine-scale spatial heterogeneity of low-growth
Arctic tundra landscapes requires high-resolution remote
sensing data to accurately detect vegetation patterns [8].
Although multispectral satellite and aerial imaging, in-
cluding UAVs, are commonly used, hyperspectral UAV
imaging has not been thoroughly explored in these eco-
systems. In this study, the added value of hyperspectral
UAYV imaging compared to multispectral UAV imaging
was assessed for modeling plant communities in low-
growth oroarctic tundra heaths in Saariselkd, northern
Finland. Three different spectral compositions were com-
pared: 4-channel broadband aerial images, 5-channel
broadband UAV images, and 112-channel narrowband
UAYV images. Vascular plant aboveground biomass, leaf
area index, species richness, Shannon’s diversity index,
and community composition were estimated based on
field vegetation plot data. Spectral and topographic in-
formation were used to compile 12 explanatory datasets
for random forest regression and classification. The high-
est R2 values for aboveground biomass and leaf area index
were found to be 0.60 and 0.65, respectively, with broad-
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band variables being the most important. In the best mod-
els for biodiversity metrics, species richness and Shan-
non’s index had R? values of 0.53 and 0.46, respectively,
with hyperspectral, topographic, and multispectral vari-
ables showing high importance. For four floristically de-
termined community clusters, random forest classifica-
tions and fuzzy cluster membership regressions were con-
ducted, with the overall accuracy for classification reach-
ing 0.67 at best, and cluster membership estimated with
an R2 of 0.29-0.53. Variable importance depended heav-
ily on community composition, with topographic, multis-
pectral, and hyperspectral data all selected for these mod-
els. Hyperspectral models generally outperformed multis-
pectral ones when topographic data were excluded. When
topographic data were included, the performance differ-
ence was reduced, with hyperspectral data improving R2
values by 0-10 percentage points, mainly in metrics with
lower initial R2 values. These findings suggest that while
hyperspectral imaging can outperform multispectral imag-
ing, multispectral and topographic data are generally suf-
ficient for practical applications in tundra heaths

Coral reefs provide a range of ecological services and
support highly diverse coastal ecosystems [9]. However,
the extent of living corals has been reduced by half glob-
ally due to anthropogenic and natural stressors. Continu-
ous monitoring using accessible RS methods to map coral
habitats is necessary for effective conservation and man-
agement strategies. Recently, the use of RPAS for coral
reef RS has increased. Image misalignment is considered
a key problem in the SfM workflow. Combinations of
IAS and KPL optimizations aim to improve the quality of
the sparse cloud while lowering SfM reconstruction un-
certainty, increasing projection accuracy, and ultimately
improving coral habitat classification accuracy. Orthoi-
mages were produced from a total of 25 combinations of
IAS (lowest, low, medium, high, and highest) and KPL
(5k, 10k, 20k, 40k, and 60k) using Agisoft™ Metashape
software. Measurements of geometric distortion, effi-
ciency, and completeness were used to evaluate these
orthoimages with three visible bands. Results that satis-
fied the requirements for both geometric quality and spec-
tral accuracy, as well as processing efficiency, identified
the optimum alignment methods needed for routinely
monitoring and mapping coral reefs of Pulau Bidong. The
SfM-image alignment techniques chosen for this study
produced a greater extent of coral mapping, a higher
number of tie points and matches, better image alignment
success and coral habitat classification accuracy, reduced
processing time and memory usage, and no geometric
distortions. The development of the methodology for the
optimum parametrization of RPAS multispectral imagery
would be beneficial to researchers studying coral reefs,
marine sciences, and RS data analysts. Reliable methods
for evaluating the quality of orthoimages and faster proc-
essing methods to achieve coastal RS objectives would be
provided.

In the context of today’s pressing air pollution chal-
lenges, accurate and consistent air pollution mapping is
deemed crucial for understanding pollutant distribution
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and identifying pollution sources [10]. While current
technologies, including sensors and UAVS, have started
addressing this issue, the full potential of UAV-based
solutions remains largely untapped. This pioneering nu-
merical study demonstrates the effective feasibility of
precise and consistent air pollution mapping in local areas
that exceed the coverage capacity of a single UAV. The
approach involves employing multiple UAVs, which re-
quires rigorous mission planning encompassing various
complex stages. These stages include subdividing the
mapping area into manageable sub-areas, evaluating the
technical capabilities of each UAV, assigning specific
tasks to UAVs, and conducting individual mapping opera-
tions. By endowing UAVs with full autonomy, horizontal
air pollution maps are generated across different layers
within the designated area. This method’s distinct advan-
tage is its simultaneous acquisition of vertical profiles at
all points within the study region, eliminating the need for
additional efforts. Through strategic technical analysis, it
was revealed that each UAV’s mission coverage area
could be expanded by over 30%, leading to more consis-
tent air pollution mapping. Furthermore, this finding sug-
gests a reduction of up to 25% in the total number of
UAVs required for studies covering significantly larger
areas.

Saltwater intrusion [11], a natural process of mixing
freshwater from watersheds with seawater, is common in
estuaries. Traditional station-based monitoring of saltwa-
ter intrusion is both time-consuming and labor-intensive.
To facilitate rapid monitoring, this study devised new
remote sensing algorithms for measuring water surface
salinity, employing four decision tree-based machine
learning models. These models were trained using in-situ
salinity data collected concurrently with hyperspectral
images from UAVs in the Pearl River Delta. A 10-fold
cross-validation assessed model performance, with
XGBoost emerging as the top performer (R2=0.93,
RMSE = 0.88 psu). Subsequently, the developed model
was applied to Sentinel-2 multispectral satellite images to
estimate estuarine salinity distribution at a larger spatial
scale. The results showcased the efficacy of the machine
learning models proposed in this study for mapping salin-
ity distribution in river channels, thus offering an efficient
and practical approach for monitoring saltwater intrusion
in river channels at a regional scale.

Peach cultivation is of significant economic impor-
tance, and obtaining the spatial distribution of peach or-
chards is crucial for yield prediction and precision agri-
culture. In this study, a new U-Net semantic segmentation
model is introduced, utilizing ResNet50 as a backbone
network and augmented with an EMA mechanism module
and a LayerScale adaptive scaling parameter [12]. To
address style differences between images from UAV,
Google Earth, and Sentinel-2 satellite, CycleGAN are
incorporated. This synthesis ensures that UAV images
conform to a comparable style found in Google Earth and
Sentinel-2 images, while feature details of high spatial
resolution UAV images are transferred to Google Earth
and Sentinel-2 images through transfer learning. The re-
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sults demonstrate that using ResNet50 as a backbone net-
work for the U-Net model yields higher accuracy com-
pared to using VGG16 for the U-Net model. Specifically,
the MloU values for UAV and Sentinel-2 images are
higher by 0.49 % and 0.95 %, respectively. The MioU
values for UAV, Google Earth, and Sentinel-2 images
increased by 0.87 %, 1.71 %, and 1.74 %, respectively,
with the introduction of EMA. Additionally, with the in-
troduction of LayerScale adaptive scaling parameters, the
MIloU values increased by 0.31 %, 0.33 %, and 1.44 %,
respectively, further enhancing the segmentation accuracy
of the model. After applying CycleGAN and transfer
learning, the MloU increased by 1.02 %, 0.15 %, and 1.57
% for UAV, Google Earth, and Sentinel-2 images, respec-
tively, resulting in MloU values of 97.39 %, 92.08 %, and
84.54 %. The comparative analysis with DeepLabV3+,
PSPNet, and HRNet models demonstrates the superior
mapping performance of the proposed method. Moreover,
the method exhibits good generalization and mapping
speed across six test sites in the research area. Overall,
this approach ensures high precision and efficiency in
peach orchard mapping, accommodating various spatial
resolutions, and holds potential for addressing diverse
requirements in peach orchard mapping applications.

Cost-effective vision-based obstacle avoidance for
UAVs operating in GPS-denied environments is dis-
cussed in this paper [13]. The system combines the
YOLO architecture with stereo vision cameras (OAK-D
Lite), a Raspberry Pi computer, and a flight controller unit
(Pixhawk-Cube). Navigating safely through obstacles
becomes challenging for UAVs in GPS-denied environ-
ments. To address this issue, the drone is configured in
altitude hold mode, and the system is trained on the
COCO dataset, enabling it to recognize objects and ana-
lyze the surrounding areas to identify free spaces. By do-
ing so, the drone can traverse an obstacle-free path. The
detected obstacle information is then utilized to generate
avoidance trajectories, allowing the UAV to navigate
around obstacles safely. Real-Time testing of the pro-
posed technique demonstrates its efficacy in detecting and
avoiding obstacles within a threshold distance of 2 me-
ters, with an error rate of 10%. The drone’s relative speed
is configured at 2 m/s during these tests.

In this paper [14], the focus lies on achieving precise
position and attitude data for drones in GPS-denied envi-
ronments by integrating SLAM to provide visual meas-
urements for EKF, thereby ensuring operational stability.
An experiment was conducted to execute commands from
the ground control PC using the map created through
SLAM. The primary tools utilized included the Pixhawk
Orange, Jetson Nano, and the ZED-Mini camera. The
research highlights the effectiveness of these tools and
methods in improving indoor drone functionality.

At present [15], owing to the growing interest in
UAVs and the continuous advancement of the UAV mar-
ket and artificial intelligence technologies, this branch of
robotics is increasingly penetrating various sectors of the
economy. The rising popularity of fast and lightweight
vehicles like UAVs has led to an increased demand for
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efficient flight path planning algorithms to achieve di-
verse objectives such as overflight, obstacle detection,
and collision avoidance. Our algorithm achieves one of
these objectives by navigating around static obstacles in
3D space using a sparse weighted graph. A hybrid method
has been devised to determine the safest and fastest route
based on Dijkstra’s algorithm, which operates with satel-
lite images of various terrain classifications. The novelty
of the proposed algorithm lies in the integration of artifi-
cial neural networks for terrain class categorization and
utilizing this data in flight task planning. The concept
involves charting a route over the safest terrain to ensure
that in the event of an emergency descent or landing, the
UAV remains locatable. This approach is more memory-
efficient as it does not necessitate storing all vertices in an
open list, unlike algorithms with similar functionality.
Alongside the software architecture, the most suitable
hardware architecture for the intended purpose -
delivering cargo to challenging terrain — is presented.

This paper [16] introduces a novel software package
named RoboPV for autonomous aerial monitoring of PV
plants. RoboPV automates the aerial monitoring process,
from optimal trajectory planning to image processing and
pattern recognition for real-time fault detection and analy-
sis. RoboPV comprises four integrated components:
boundary area detection, path planning, dynamic process-
ing, and fault detection. To design an optimal flight path,
aerial images of PV plants are inputted to a developed
encoder-decoder deep learning architecture to automati-
cally extract boundary points. Then, a novel path planning
algorithm is executed by RoboPV to design an optimal
flight path covering the entire PV plant regions. A high-
precision neural network trained for automatic fault detec-
tion analyzes aerial images in real-time during the flight.
Several decision-making and maneuver algorithms are
developed for various real-world flight conditions to en-
hance RoboPV’s performance during autonomous aerial
inspection. RoboPV is a modular processing library
installable on any micro-computer processor with low
computational power. Additionally, support for the
MAVLink communication protocol allows RoboPV to
connect with an intelligent Pixhawk flight autopilot and
navigate various multi-rotors. To demonstrate RoboPV’s
performance, a six degrees of freedom dynamic model of
a multi-rotor is developed in a SIMULINK environment
with a defined aerial monitoring mission on three differ-
ent real megawatt-scale PV plants. The results demon-
strate that RoboPV can execute autonomous aerial inspec-
tion with an overall accuracy of 93% for large-scale PV
plants.

The ADACORSA demonstrator focuses on imple-
menting a fail-operational avionics architecture that com-
bines COTS elements from the automotive, aerospace,
and artificial intelligence sectors [17]. A collaborative
sensor setup, including a Time-of-Flight camera and
FMCW RADAR from Infineon Technologies, stereo
camera, LIDAR, IMU, and GPS, facilitates testing of het-
erogeneous sensor fusion solutions. A Tricore Architec-
ture on AURIX™ Microcontroller supports safety super-

OPEN ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbopmatrka, ynpasninss. 2024. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 3

vision tasks and data fusion. An embedded computer plat-
form (NVIDIA Jetson Nano) enhances Al algorithm per-
formance and data processing. Additionally, an FPGA
optimizes power consumption of Artificial Neural Net-
works. Lastly, a Pixhawk open-source flight controller
ensures stabilization during normal flight operations and
provides computer vision software modules for further
processing of captured, filtered, and optimized environ-
mental data. This paper presents various hardware and
software implementations, showcasing their emerging
application within BVLOS drone services.

Increasing productivity, reducing task completion
time, scaling processing, excluding humans from the
process of performing routine tasks, and ensuring online
collection and processing of information are relevant for
the operation of UAVs processes [18, 19].

The relevance of the project is due to the demand for
UAV technologies with the integration of artificial
intelligence in today’s conditions in the direction of
creating an on-board logbook and transforming
coordinates for the detection of objects on the surface of
water bodies.

3 MATERIALS AND METHODS

The process of patrolling the surface of reservoirs and
determining and identifying objects on their surface is
based on interaction with a neural network, the work,
structure and learning process of which are described in
detail in [20]. For the specified neural network, tools
should be developed to create an on-board flight log and
report on found objects. The Ultralytics APl was chosen
to interact with the model. It is worth noting that the
OpenCV library was used for image processing, as its
functionality allows you to switch from processing test
data from the media to processing data from the camera.

During the development of the system, a problem
arose: due to the reduction of the accuracy threshold for
the neural network, it began to recognize one object as
different objects of different classes.

In order to avoid this phenomenon, which would lead
to the overflow of the local UAV storage with a large
number of photos of the same object, it was decided to
add a stage of post-processing of NM predictions, which
will be based on an algorithm similar to the filtering
algorithm already implemented in NM, which suppresses

image_data

image_src_dir
test_mission_i_0.png
test_mission_i_1.png
test_mission_i_2.png
test_mission_i_3.png

mission_logs

{} mission_log.json

Figure 1 — The contents of the
log and input image directories
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iure 2 — Selected saved objects

re-detection of the object by the network and is based on
the area of intersection of the detected rectangles.

Accordingly, these results should be stored in the
database as found objects. To perform this stage, the
creation of a log using the tinydb library was
implemented. Since this module does not support storing
photos in the database, file names with unique identifiers
will be used as record objects (Fig.1). Also, due to the
remarks made in the Al training section, it would be
logical to store the image from which the elements were
extracted. As a result, it was possible to create logs for a
completed mission using test images, which show that
there is no duplication of information (Fig. 2).

One of the features of the information system of this
project is that within this system there are simultaneously
two subsystems (the UAV and the user), one of which
(the UAV) can play the role of an actor for the other (the
user). For the user subsystem, precedents of data loading,
display with filtering and creation of mission data by the
user were selected. Accordingly, an integral part of this
subsystem is a user database that will store data about
missions, user-provided points, tasks associated with
them, and will also provide the ability to save found
objects in the form of images. Because of this, special
PostgreSQL data types such as dot and bytea came in
handy. The dot type allows you to store an actual pair of
values of any type, which in our case will be the
DECIMAL(10,7) type — a number of 10 characters with 7
decimal places, which was taken from PC standards, in
which geographic data has a significant part up to 7-th
sign after the comma. The bytea data type allows you to
store an array of bytes and is suitable for storing images,
since the request to download, the image does not have to
open the files name and perform read operations from the
file on the server, which would significantly increase the
operating time in the case of a database containing a large
number found objects. As already mentioned, in the
section of the analysis of ready-made solutions for a
custom application, it would be possible to use a ready-
made application, provided that the functionality of
planning missions and displaying images in the database
is available, but this was not found.

The UAV configuration environment MissionPlanner
was the closest to the goals of the task, which allows you
to plan missions and even perform certain manipulations
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with servomotors in them, but it, like the selected flight
controller, does not have functionality for working with
images, as well as functionality for planning the work of
NM. Accordingly, it was decided to create our own
application in Python using the TKinter library.

File description:

— Overwatch_GUI.py — the main file that starts the
application;

— Nav.py — a file containing a class for the application
to work with geographical data, their conversion into
window coordinates and vice versa;

— Frames.py — contains a description of all the
windows used in the application and describes the logic of
their operation;

— Db_interdace.py — a copy of a similar file from the
UAYV functional development section, contains a class for
describing database connection management as well as
predefined database interaction procedures.

Fig. 3 graphically illustrates infographic design of the
information system being created, in particular, an ER
diagram of the subject area is given.

This database architecture allows you to perform the
design of UAV missions at the expense of the mission,
waypoints tables and store the found results in the table
objects found.

The custom application was designed to resemble the
environment’s mission planner MissionPlanner (Fig. 4).

Unfortunately, in the process of work, it was
discovered that the developers of the mission planner used
the TeleAtlas map from TerraMetrics (Fig. 5), which does
not provide geodata for free. Because of this, it was
decided to postpone the development of the map until any

GEO n 0,0000000 0,0000000 0,00m
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Figure 5 — Marking the map in the Mission Planner environment with data provider companies

alternative was found. The difference between this type of
map and, for example, OpenStreet map, is the satellite
survey data superimposed on a coordinate grid from a
three-dimensional scan of the terrain, provided to the user
in response to a request for coordinates in the form of
raw” data with which the user can do anything. At the
same time, OpenStreet map requires integration into an
existing widget, which may not provide such functionality
as, for example, feedback on the coordinates of the point
where the user clicked on the map.

— mission planning window;

— window for viewing observation results.

The combination of these two windows satisfies the
needs of the user. Since calling a separate window for
planning and displaying results would violate the user’s
sense of integrity, it was decided to create a user interface
with a single map area and panels that would reflect the
functionality of the current “window”. The result was the
following window forms (Fig. 6, Fig. 7).

You can see that the created planner has the same
functionality as the Mission Planner, but is enhanced with
a log tab where you can view grouped observations. It is
worth noting that the grouping of objects occurs using the
extract_clusters method from the db_interface.py file.
Objects are glued into a single cluster if the distance
between them is less than or equal to one-twentieth of the
minimum value between the horizontal and vertical fields
of view. In this case, a cluster of images is formed and the
point with the found object should be displayed not in
lilac, but in blue. Also, the name of the object is changed
“from the one that was recorded in the database during

GPS Track (Black)
ning [} AutoPan Zoom |70 H

HTu
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loading to “Object cluster #....”. The coordinate grid is
less interactive and does not allow you to move with the
mouse, instead a button to change the grid coordinates has
been added. When you click it, the following window for
changing the viewing area appears (Fig. 8).

After entering the longitude and latitude coordinates
(Fig. 9), the entered data is checked and, provided that the
check was successful, the coordinate grid is rescaled
(Fig. 10).

When you click on a cluster, a dialog box is called in
which you can see information about the objects found in
this area (Fig. 11).

Based on the training results, a conclusion was made
about the similarity of the training results for the two
models. This gave us reason to believe that in our case the
models behave equally badly and it is necessary to find a

Figure 6 — Mission planning window

L I »

solution to this problem, either in the development
process, or to provide recommendations that can improve
the quality of training in the future. Because a search on
the Internet led to developer notes, which stated that such
situations can occur due to discrepancies between the
nature of the origin of the dataset and the nature of the
actual images, poor image quality, or poor image markup
quality. The way out of this kind of problems can be a
radical change of dataset for training. It was decided to
continue development, to take into account that the
system is provided with additional functionality in the
form of collecting a dataset for further training, and for
current use the YOLOV5 model is taken due to its smaller
number of parameters and, accordingly, the need for
computing power.

Figure 7 — Mission log window

? CustomTkinter Test X

Max lon|180.0

Max lat |90.0

Min lon|-180.0

Min lat |-90.0

Confirm

f CustomTkinter Test X

Max Inn.NQ.T?
Max lat |-35.36

Min lon|149.16|
Min lat |-35.366

Confirm

Figure 8 — Window for changing the viewing area

Figure 10 — Zoomed log window with redistributed clusters
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Figure 9 — New limits of the coordinate grid

1

Figure 11 — Dialog window for displaying information about
objects
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Since the coordinates of the UAV are known, the
missions (by default) are performed over a flat surface,
the data related to its orientation in space, as well as the
control of the tilt angle of the camera is done using a non-
autonomous 2-axis gimbal. It becomes possible to solve
the problem of linking the coordinates of the found object
not to the place from which the shooting took place, but to
the approximate location of the object itself. The
algorithm for solving this problem consists of the
following stages:

— Transferring coordinates from the image coordinate
system to the camera’s angular coordinate system, taking
into account its parameters;

— Transferring the coordinates obtained in the
previous stage to the coordinates of the beam, which
indicates the direction from the UAV to the found object
in the coordinate system related to the system of roll, yaw
and pitch angles of the UAV, which will be related to
such quantities as the direction to the south and an angle
with the horizontal plane;

— Finding the coordinates of the point of intersection
of the ray and the plane of the reservoir.

The mathematical description for the first stage is
given below.

Since the neural network works with 640x640 images,
it is necessary to translate these coordinates back to the
coordinates of the original image:

Ws

W
h_f : (1)

hp

»
>

The coordinates of the original image must be
normalized within the limits {-1;1} by the formula (2):

Calculation of beam angles in the camera coordinate
system is carried out as follows. Considering that the
camera manufacturer specified the angle of its field of
view as the length in degrees of the captured image
diagonal, it is possible to translate the image coordinates
into the beam coordinates as follows:

FOV =FZ+F}. @)
oo )
hs ' (4)
W,
Fe=Fy h_ss
The coordinates are as:
FX
Ay =A,-05: e (5)
y

Mathematical description for the second stage:

The transfer to the UAV coordinate system occurs as
a sequential transfer of the angle (see the first stage of the
mathematical description) to P, R and Y angles.

A (A, J{ﬂ){cos(ﬂ

sin(Y)

—sin(Y
sin( )} ©)

cos(Y)

Mathematical description for the third stage:
Calculation of displacement in meters in the UAV
coordinate system with reference to Alt looks like this

s=Alt-tg(Ar) . @)
2
W_s 1 Translation of the shift (see stage 2 of the
An=hs 2 1 111 (2)  mathematical description) into a shift in geodetic
he coordinates with reference to the location of the UAV (N,
s E, Alt:
1
neo || N Tatt [_g [o0s(A0)| | 111134861 | @
9(Ag)] |1 cos(Arp) 1
lonl 111319.444-cos(N)
The proposed mathematical description, which 4 EXPERIMENTS

calculates the coordinates of the object based on the
dimensions of the original image from the camera, the
dimensions of the image with which the neural network
works, the angle of the field of view of the camera, the
position of the UAV and the angles of roll, pitch and yaw,
allows you to transfer the coordinates of the object found
by the NN, in the image to geographic coordinates,
thereby moving away from the rigid reference to UAV
coordinates.

© Smolij V. M., Smolij N. V., 2024
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The computer program implementing the proposed
method, which complements mission planning,
recognition of found objects using neural network
technologies, and the process of creating a mission log for
subsequent processing.

The simulation places the UAV by default on the
coast of Australia, so it was decided to demonstrate a test
flight in this area (Fig. 12).

The approximate starting point of the mission is given

on Fig. 13.
OPEN a.ﬁCCESS




p-ISSN 1607-3274 Panioenexrpownika, indpopmatrka, ynpasninns. 2024. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 3

Setting the coordinate grid of the planner for a given
area is shown on Fig. 14.

The mission route in the written mission planning
environment is shown in Fig. 15. The current image of the
mission contains a display of the mission trajectory on the
map and a list with the possibility of editing the
coordinates of reference points. It is possible to enter and

View

Map Downloading 330

Click: -35.31313719 148,68170435 935, 7m (-35°18'47.29" 148°40'54.147) (5 53 652878 6090933) Distance:
45495, 316m 24, 566nm Bearing 334.8 (height -597.585719)

Figure 14 — Setting the coordinate grid of the planner for a

given area

a

edit the name of the mission when opening it for
uploading to the database.

The request to display the newly saved data in the
database has the form shown in Fig. 16. In Fig. 16, a)
shows a table characterizing the missions, and Fig. 16, b)
the table of reference points of the mission is displayed.

o View

Figure 15 — A mission route in a written mission planning
environment

Figure 16 — Request to display newly saved data in the database:
a — table characterizing the missions; b — table of reference points of the mission
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In the future, it is necessary to launch the UAV
system. In Fig. 17 shows the movement of the UAV along
the reference points of the mission, the special
designations for the initial and next points and the
conventional designations of the UAV rotors are
illustrated. The results of observations downloaded from
the logbook into the database are shown in Fig. 18.

5 RESULTS

Accordingly, the new images from the database,
which were displayed in the graphical user interface, have
the form shown in Fig. 19. Fig. 19, a has a greater degree
of distance, and Fig. 19, b illustrates the process of
revealing clusters of images when zooming in.

We can see 2 clusters corresponding to the position of
the view points that were described in the mission

Figure 17 — Movement of the UAV along mission reference
points

7 - — 7 - .
T e

a

description. The images in the clusters correspond to the
test images.

The images in the upper cluster are shown in Fig. 20.
These include group (Fig. 20, a) and individual (Fig. 20,
b) images. A more detailed study of object detection
accuracy and methods of increasing it are described in the
work of the authors [20].

In this way, the functionality of the system was tested,
the generation and saving of the logbook was tested, the
features of information presentation in the logbook were
considered, the effectiveness of the interaction of the
components of the created information system was
evaluated, the operation of the proposed hardware and
software complex for the study of water bodies was
analyzed using the SITL environment from the flight
controller developers.

Figure 18 — The results of observations downloaded to the
database from the logbook

T e

b

Figure 19 — New images from the database that were displayed in the graphical interface
a— has a greater degree of remoteness; b — illustrates the process of revealing clusters of images when zooming in
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Figure 20 — Examples of images received by the user from UAVs
a — group images; b — single images

6 DISCUSSION

In the process of developing the system, a problem
arose: due to the reduction of the accuracy threshold for
NM, it began to recognize one object as different objects
of different classes. In order to avoid this phenomenon,
which would lead to the overflow of the UAV’s local
storage with a large number of photos of the same object,
it was decided to add a stage of post-processing of the
predictions of the neural network, which will be based on
an algorithm similar to the filtering algorithm already
implemented in the neural network, which suppresses re-
detection of the object by the network and is based on the
area of intersection of the detected rectangles. In this way,
it was possible to propose a mechanism for creating a
flight log and implement a hardware and software
complex of an information system for uploading
information about the mission to the database by certain
means and further work with this data regarding the
classification and recognition of relevant objects.

CONCLUSIONS

The problem of systematization of objects detected
during the mission on the surface of water bodies was
solved by creating a flight log, organizing interaction with
a neural network, applying post-processing of recognized
objects, mathematically transforming the coordinates of
objects for display and visualization into geographic
coordinates, thereby moving away from rigid binding to
UAV coordinates.

The scientific novelty of obtained results is that the
proposed mathematical description, which calculates the
coordinates of the object, based on the dimensions of the
original image from the camera. The dimensions of the
image with which the neural network works, the angle of
the camera’s field of view, the position of the UAV and
the angles of roll, pitch and yaw, allow you to transfer the
coordinates of the object found by the NM in the image to
geographic coordinates, thereby moving away from the
rigid reference to the coordinates of the UAV.
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The practical significance of obtained results is that a
workable logbook generation and storage system has been
created, which takes into account the peculiarities of
information presentation in the logbook, and ensures
effective interaction of the components of the created
information system within the proposed hardware and
software complex, which allows organizing the process of
researching water bodies according to using the SITL
environment from the flight controller developers.

Prospects for further research are to study the
proposed set of indicators for a broad class of practical
problems. Prospects for further research should include
the need to implement and test the developed hardware
and software complex for collecting statistical data on the
recognition and classification of objects for a specific
field of application with a certain nomenclature of
objects.
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BOPTOBU )KYPHAJ TA TEPETBOPEHHS KOOPIUHAT JJIA TETEKIIIT OB’€KTIB HA ITOBEPXHI BOJIOVM

Cwmouiii B. M. — 1-p TexH. Hayk, npodecop, npodecop kadeapu iHpopmaliifHIX cucTeM Ta TexHooriid HamionansHoro yHiBep-
cuteTy OiopecypciB i mpupogokoprcTyBaHHs YKpainu, Kuis, Ykpaina.

Cwmouiii H. B. — cryznent kadeapu iHpopMamiifHUX CHCTEM Ta TeXHOJOTIH HamioHaapbHOTO TEXHIYHOTO YHIBEpCHTETY YKpaiHu
«KwuiBceknil nomitexHiqauii inctutyT iMeHi Iropst Cikopcbkoro», Kuis, Ykpaina.

AHOTAIIS

AKTyanbHicTB po6oTH 00yMoBIieHa monutoM Ha TexHouorii BITJIA 3 iHTerpani€ro ImMTy4YHOro iHTEJIEKTY B YMOBaX ChOTOJICHHSL.

MeTta podoTn — po3podutn MiHiMaibHy pobouy Bepcito BITJIA-nocninHuka Ta nporpaMHOro 3a0e3nedeHH s UIsl KepyBaHHs J1a-
nuM BITIA.

MeTton. 3ampornoHOBaHe MaTeMaTUYHE ONKCAHHS, SIKE BUPAXOBYE KOOPAWHATU 00’ €KTY, CHMPAIOYNCh HA PO3MIpU OPHUTiHAIBHO-
ro 300paXeHHS B KaMepH, po3Mipu 300pakeHHs 3 SKHM IpaIioe HeiipoMepeka, KyT Hois 30py Kamepu, monoxkenHs BITJIA ta
KyTH KpeHy, TaHTa)Xy Ta PUCKaHHS, JO3BOJIIE MEPEHECTH KOOpAHHATH 00’e€KTy, 3HaliaeHoro HM, Ha 300paxkeHHi y reorpadidHi
KOOpJIMHATH, TUM CAMUM BIJIIUTH BiJI )KOPCTKOI KB’ s13KK 10 kKoopauHat BITJIA.
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10.

11.

Pe3yasTaTtn. byno Bupimeno npobieMy cucreMaru3anii JeTEKTOBAaHUX B XOJ(i Micil 00’ €KTiB Ha MOBEpPXHi BOJONM HIIIXOM (o-
PMyBaHHS )KypHay M0JbOTY, OpraHi3anii B3aeMogii 3 HeHpoMepeKero, 3aCTOCYBaHH ITOCT 0OPOOKH po3ITi3HaBaHUX 00’ €KTIB, MaTe-
MaTHYHOT'O NEPETBOPEHHS KOOPIHHAT 00’ €KTIB A1 BioOpaXkeHHs 1 Biyauizauii y reorpadivHuX KOOPAUHATH, THM CaAMHUM BiIiHTH
BiJI )KOPCTKOI IpUB’s13ku 10 KoopauHat BITJIA.
BucnoBkn. CTBOpeHO mpale3aTHy CHCTeMy reHepallii Ta 30epexeHHs 60pTOBOro XKypHaly, sika BpaxoBy€ OCOOJIMBOCTI Mpe.-
cTaBieHHs iH(opMalii B 60pTOBOMY KypHaui, Ta 3a0e3neuye eeKTHBHY B3a€EMOJII0 KOMIIOHEHTIB CTBOpPEHOI iH(popMariitHoi cuc-
TEMH Yy MeXax 3alPOIIOHOBAHOTO alapaTHO-IPOrPaMHOT0 KOMIUICKCY, L0 JI03BOJISIE OPraHi3yBaTH MPOLEC JOCIIDKEHHS BOIOWM 3a
nonomoroto cepenosumma SITL Bix po3poOHHKIB ITOJIBOTHOTO KOHTPOJIEPY.

KJIIOYOBI CJIOBA: BIIIA, noiasoTHHIT KOHTpOJIEp, XKypHAI Micii, HeipoHHa Mepeska, reorpadiuai KOOpAWHATH, PO3Mi3HaHi
300pa)keHHs, TOUHICTh POrHO3Y, HOCTOOPOOKa 300paXKeHb.
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IHTEJIEKTYAJIBHA IIIATPUMKA ITPOIIECIB ITIOLIIYKY TA
BUWJIYUEHHS NPEHEJAEHTIB Y CBR-IIIAXOII

IIBsex A. B. — 1-p TexH. Hayk, npodecop, npodecop kadenpu imkeHepii nporpamHoro 3adesnedeHHs YopHOMOPCHKOTO HaIlio-
HaJIbHOTO yHiBepcutety iMeHi [lerpa Morunun, Mukoinais, Ykpaina.

JaBuaenko €. O. — kaHA. TexXH. HayK, JOLEHT, 3aBigyBad Kadeapu imxeHepii mporpamHoro 3abesnedeHHs YOpHOMOPCHKOTO
HalioHaJILHOTO yHiBepcuteTy imMeHi [lerpa Morumm, Mukonais, Ykpaina.

I'op6anb I'. B. — kaHza. TeXH. HayK, JOLEHT, JOLUEHT Kadeapu imxeHepil mporpaMHoro 3adesnedeHHs YoOpHOMOPCHKOro HallioHa-
abHOTO yHiBepcuTety imMeHi [Terpa Morwu, Mukonais, YkpaiHa.

AHOTANIA

AxTyanbHicTh. CUTyaIifHUN MiIXiA IPYHTYETHCS Ha BUKOPHCTAHHI MOJIeIeH Ta METO/IB MPUIHATTS PIiIlIeHb y pealbHOMY 4Yaci
y Mipy BHHUKHEHHS ITPpOOJIeM BiJIIOBIHO 10 MOTOYHOI cuTyaril. EdexTuBHNM iHCTpyMEHTOM peari3anii KOHIENIIH CHTyaniitHOro
MiIXOy € MEeTOJ| MipKyBaHb 3a Ipere/ieHTaMi. MipKyBaHHSI Ha OCHOBI IIPELIE/ICHTIB 103BOJISIE BUPILIyBAaTH HOBI IPO0JIEMH, BUKOPH-
CTOBYIOYH 3HAHHS PO MHHYJI [POOJIEMH Ta HAKOMUYCHHN JOCBiA iX BUpimieHHs. OCKiIIbKH MPOTOTHIHN (MPELEACHTH), IO OMHCY-
I0Th CLICHapiil BUPIIICHHS EeBHOI Ppo0IeMHOl cuTyallil, 30epiratotbes y 6i0mioTeni npeneeHTIB, IX MOUIyK Ta BUIY4eHHs Oe3noce-
PEAHBO BU3HAYAIOTH Yac BIATYKY CHCTEMH. B 1MX yMOBaX BUHHMKa€ HEOOXiZHICTb MOLIYKY IUIIXiB BUPILICHHS aKTyaJlbHOI HAyKOBO-
MPAaKTUYHOI MPOOJIeMHU COPSMOBAHOI Ha ONTHMI3aIlil0 MPOLECY MOUTYKy Ta BIIy4eHHS mpeueAeHTiB. OO’ €KTOM DOCIiIKEeHHS € Tpo-
LIeCH TIOJIaHHS Ta BIUTy4YEHHS MPELeICHTIB i3 010i0TeKN MpeneICHTIB.

MeTo10 po6OTH € YIOCKOHAJICHHS IpouexypH nomyky B CBR-mmizxozni 3a paxyHOK 3By>KEHHsI JOITyCTHMO] JJIsl BUPIIIEHHS MTOTO-
YHO{ IIJIbOBOI CUTYyaI[il MHOKHHH HPENEICHTIB, Ta BUKIIOUCHHS i3 MOJAIbIIOrO aHaJli3y TAaKUX MpEIEAeHTIB, M0 He BiIIOBiIa0Th
3aJJaHOMY TEPENTiKy MapaMeTPiB MOTOYHOI CUTYAIIil.

Metoa. MeToyka JOCIIDKEHHS IPYHTYETBCSI Ha 3aCTOCYBaHHI METO/IB Teopil rpyOnX MHOXHH JUIS BIOCKOHAJICHHSI ITPOLIETYPH
IMOLIYKY pillieHb HAa OCHOBI MipKyBaHb 3a MpeleAeHTaMH, 10 nokiagaeHa B ocHoBy CBR-migxomay. 3anpononoBana B po6oTi JBOeTarn-
Ha IpoLeNypa 3BY>KEHHS BUXiZIHOT MHOXXMHH TPELEACHTIB ependayae monepenHio GiibTpamito npeneieHTiB, 3Ha4YeHHS 1apaMeTpiB
SIKMX HaJISKaTh 33JaHUM OKOJIMISIM BiAMOBIJHUX IapaMeTpiB HiJIbOBOI CUTYAIlil Ha TEPIIOMY €Talli, Ta JOJATKOBE 3BY)KEHHS OTpH-
MaHOI MiMHOKHHU TPELEACHTIB METOIaMH Teopii rpyOMX MHOXHH Ha Opyromy etari. BuznauenHs R-HmxHBOI Ta R-BepxHBOI am-
pOKcHMallii 3a/1aHOi LiILOBOT MHOYKUHH NPELEICHTIB y paMKaX HOTALl Teopii rpyOuX MHOXKHUH J03BOJISE PO3IIATH (CErMEHTYBATH)
BUXIi[HY, JOCTYIIHY IS BUPILICHHS [OTOYHOI NPOOIEMH MHOXHHY NPELEACHTIB Ha TpU miarpynu (cermeHTH). ITomyk npoToTHIIiB
pimeHs Moxe OyTH 3IIMCHEHO cepesl BHIUICHOI MiIMHOKHUHHU MPELECHTIB, sKi i3 TOYHICTIO MOXYTh OyTH Kilacu(iKoBaHI K TaKi,
110 HaJeXKaTh 3a/IaHii [ITbOBI MHOKHHI; SIKi 3 IESIKOI0 YaCTKOI HMOBIPHOCTI MOXKYTh OYTH BiJIHECEHI J0 3aJIaHOT IIJIbOBOT MHOXKH-
HH, a00 B paMKax 00’ €IHAHHS UX JBOX MiAMHOXHUH. TpeTs miAMHOXKHHA MICTUTh NPELEICHTH, IKi 0€3yMOBHO HE HaJIXKaTh 3aJaHiit
LTBOBIH MHOXHHI 1 MOXKYTh OyTH BUKITIOUEHI i3 ITOAJIBIIOTO PO3TILIAY.

Pe3yjabTaT. PO3rIsHYTI NUTaHHS NMOJAHHS Ta BHBEICHHS 3HAHb Ha OCHOBI NpELECHTIB. BIOCKOHANICHO HpOLERypy HOLIYKY
npeteneHTiB B BIIp 3 MeTO0 3MEHIIEHHS Yacy BITYKy CHCTEMH, HEOOXITHOTO Ha MOUIYK HAHOLIbII OIM3EKOTO 10 MIOTOYHOI CUTYya-
i1 pileHHs, 32 PaXyHOK 3BYKEHHS BUX1JHOI MHOXXHHH IIPELE/ICHTIB VIS TOJAJIBIIOrO ITOLIYKY.

BucnoBkn. [[icTaB moJaibIoro po3BUTKY METOA MipKyBaHb 3a IpEeleAeHTaMH Ha OCHOBI MaTeMaTHYHOTO arapaTy Teopil rpy-
OMX MHOXXHMH. 3alpoOrNOHOBaHMM MiAXin, Ha BiaMiHy Bia kimacumynoro CBR-miaxosy, m103BoJjisie MOJCTIOBATH HEBH3HAYCHICTH MO0
HPHUHAIC)KHOCTI / HEIPHHATICKHOCTI IPELE/ICHTY 3a1aHiil iIb0Biil MHOXKHHI, BUITy4YaTH i3 MOAAIBLIOrO PO3IIISILY MPELEICHTH, 10 i
HE BiJINOBINAIOTh.

KJIFTOYOBI CJIOBA: Teopist rpyOrx MHOXKHH, METO/ MipKyBaHb 3a IpeleeHTaMu, 6i0nioTexa mpereeHTiB, ijboBa MHOXH-
Ha, allPOKCUMALlisl LIJIbOBOI MHOXKHHH.

ABPEBIATYPU
b3u — 6a3a 3HaHBb,
BIlp — 6ibmioTeka mpeneeHTiB;
IC - indopmariiitna cucrema,
OIIP — ocoba, sika puiiMae pilieHHs;

E\— Ki1ac ekBIBaJIEHTHOCTI;

F — mHOXWHA QYHKIOIA iHTepHperarii, 3aJaHUX Ha
KoHIenTax Ta / abo BimHOMEHHAX oHTONOTIT O;

IND(R) — knacu exBiBaneHTHOCTI (Kareropii) exeMeH-
TiB yHiBEepCcyMa, sKi chopMoOBaHi Ha OCHOBI R;

IIpO — mpenmveTHa 00TACTH;
C3n — cucTeMa 3HaHb,

TI'M — Teopisi rpyOHX MHOXHH;
CBR - Case-Based Reasoning.

HOMEHKJIATYPA
BNRr(X) — rpannyHa 06nacTe MHOXKUHH X;
C —mHuoxwmHa KoHIenTiB [IpO, Ky BU3HaUa€ OHTOIOTISA

Casiarg — LiILOBUI NPELE/EHT;
Case; — mpeuenent BIlp;
CL - 0ibmioTexa npereeHTIB;
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NEGR(X) — HeraTuBHa 001aCTh MHOKUHH X

P — MHOXWMHA apaMeTpiB HOTOYHOI CHTYaLIi S;
POSR(X) — mo3utnBHa 06J1aCTh MHOKHHHU X

R — BiIHOIIIEHHS €KBIBAJIEHTHOCTI;

Rel — cxiHuena MHOXMHA BIZHOLIEHb MiXK KOHIEITAMU

(monsTTsimMm) [IpO;

RX - BepxHs R-ampokcumariiss MHOXHHU X;
RX — HmxHs R-anpokcumariss MHOKHHU X

S — MHOKMHA BCIX MOXIIMBHX CUTYallil, IO HAJIEXKATh

anastizoBaHii [1pO;

U — yHiBepcyM 00’ €KTiB, 110 PO3IIIAJAI0ThCS;
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U /R - ciMeiicTBO BCiX KiaciB ekBiBaJieHTHOCTI (Kiia-
cudikarriii yHiBepcyma);

Utarg. — LIITbOBa MHOXKUHA,

[X]r — xareropis B R, mio mictuts enement X € U;

Vpl — MHOXWHA 3HaueHb napameTpy P € P;

W — mMHOXxuMHa BaroBux koedinientis w; eW Binmo-
BiJHUX napameTpiB Py € P ;

d — pimeHHs, WO NPOMOHYETHCS IS PO3B’I3aHHS CH-
Tyarii S;

M — KUIBKICTh apaMeTpiB LTBOBOT CHTYALIl S;

min; — MIHIMaJbHO MOXJIMBE 3HAUCHHS IapaMeTpy
peP;

Max; — MakCUMaJlbHO MOXIIMBE 3HAYEHHS Mapamerpy
ppeP;

I — pe3yabTat 3acToCyBaHHsI piteHHs d;

S — cuTyaris, mo onucye npeneneHt Case;

| H | - kapauHaneHicTh MHOXKHHE H.

BCTYII

TTocunenHst [UHAMIYHOCTI T4 MIHJIMBOCTI YMHHUKIB 30B-
HIITHBOTO CEPEIOBUIIA, IMTiIBUICHHS IHTCHCUBHOCTI KOHKY-
peHuii 0cobIMBO B yMOBax MOTJIMOJEHHSAM KPH30BUX SIBHIIL
B CKOHOMIIIi, 3pOCTaHHsI CKIIAJJHOCTi 3aBJaHb, IO BUPIIIY-
IOTBCSl B YMOBaX HEBU3HAYCHOCTI Ta PU3MKY, Oe3M0CepeTHBO0
TIOB’S3aHO i3 MIOJICHHUM BHUPIIMICHHSIM B3a€MOY3TOMKEHIX
Ta B3a€MOIIOB’A3aHMX 337y, 110 BHHHUKAIOTH Y CKJIAIHHX
OpraHi3amiiiHNX, TEeXHIYHMX, COLIaJbHUX, CKOHOMIYHHX Ta
IHIMX cucTteMax. B Takux ymoBax BHpIIIEHHA HPOOIEMH
NOIIYKY ONTHMAaJbHUX NUIIXIB JOCSITHEHHS TaKTUYHHMX Ta
CTpaTeriyHuX HiJiel OCTYIOBO 3yMOBJIIOE BIIMOBY Bifl Kila-
CHYHHX TIPUHLMITIIB MEHEIKMEHTY, MPEJCTAaBICHOTO «IPO-
TPaMHO-TIUTLOBHUM YIIPaBIiHHAM» 1 MEpexij 10 3aCTOCyBaH-
HsI OUIBII THYYKHX Ta €PEKTUBHUX NPHUHLMIIB Ta METOJIB
CHUTYaL{HOTO MiIX0/y, B OCHOBY SIKOTO ITOKJIa/IeHa KOMaH-
ITHa poOOTa, MoOYA0BaHa HAa B3a€MOPO3YMIHHI Ta KOHCEHCY-
ci oci0, sKi MPUIMAFOTh PIllIeHHs, OCOOIMBO B yMOBaxX pea-
JIBHOTO 4Yacy.

Bubip Ta npHAHATTA e(QEeKTHBHHX pillIeHb 3HAYHO
YCKIIQJHIOETBCS B YMOBaX OaraTOKpHTEPIiaIbHOCTI, 301Th-
LIEHH] YMClia aIbTePHATHBHHUX BapiaHTIB PilllEHHs, HacaM-
niepe/] Ipy BUPIIICHH] CTab0CTPYKTYpOBaHUX (3MILIAHHUX) Ta
HECTPYKTYPOBAaHHX 3ajiad, sIKi XapaKTepH3yIOThCsS HasBHIC-
TIO YaCTKOBO (hOpMalli3oBaHMX 200 HeopMali3oBaHUX SIKi-
CHUX (paKTOpIB, OCOOIMBO SKIIO CIIOCTEPIraEThCs TEHICHLIIS
JI0 30bIIeHHs iX KibkocTi. B ux ymoBax OIIP He moxe
Ha CBPUCTUYHOMY piBHI TpHAMATH e(EKTUBHI DIIICHHS
TIPUIMAIOYH JI0 YBAard CYKYITHICTH (PAKTOPIB SKi BIDTUBAIOTH
Ha TOCATHEHHS IIOCTABJIEHOT 111,

Konnemiist cutyariifHoro maxomy 3amnepedye popmans-
HE CIiTyBaHHS CTBOPEHMM pAHIIIE MPABIJIAM BHPIIICHHS
mpoOyieMHOi cuTyariii 6e3 HaJe)XHOTO aHaiizy il cyTi, Ta
0a3yeThCsl HA ICTAIBHOMY aHalli3i BCIX OCOOIMBOCTEH MOTO-
YHOT TIPOOJIEeMHOT CHUTYallii, BAKOPUCTOBYIOYH HaKOIIMYCHUM
JIOCBiL [U1st 1i BUPILIEHHS Ta OLIHKY MOKJIMBUX HEraTUBHHX
Hachiaki [1]. CutyauiiiHux miaxin crupaeTbest Ha cyo’ ek-
THBHI 1 eBPUCTHYHI 3HAHHS (axiBIliB (KOMaHIy CHELIATICTIB
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3 [IpO) i mosnsirae B MPUIAHATTI PIllICHb IO Mipi BUHUKHEHHS
npo0IIeM BIJIIIOBIIHO JI0 TOTOYHOT CUTYAIIiL.

B sikoCTi «iHCTpYMEHTIB» peastizawii cUTyariiiHoro mi-
JIXOly BUKOPHCTOBYIOTHCSI IHTENIEKTYaJIbHI CHUCTEMH MiJ-
TPUMKHU NPUHHSATTS pillleHb, HEBiJl €MHOIO YaCTHHOIO KX
€ B3H. B ocHoBi ctBopeHHss B3H 3HaXOmUTBCA MOICTH
3HaHb 1po [IpO curyariiif, 3a SKUIMKA TOTPIOHO OTIEPATHBHO
MpUIMaTH PillICHHS.

OCHOBHI TTOJIOEHHS Ta MPUHIMIINA CUTYAIifHOTO ITi-
JIXOAY OTPHMANH MOJANBIINNA PO3BUTOK B METOII MipKy-
BaHb HA OCHOBI mpereaeHTiB [2—4]. Leit meTom 3’ iBUBCS
BHACJIIJJOK TOTO, IO BEIMKA KUTBKICTh MPaKTHYHHUX 327124
€ moraHo (OopMayizoBaHUMH, NMPUYOMY HEBH3HAYEHICTh
He Mae HWMoBipHicCHMH xapaktep. [Ipu momyky pimeHs
noiOHKUX 3a/1a4 HEOOXiHO 3aCTOCOBYBATH METOJH IPaB-
JIONIOAII0HOTO BHMBEJICHHS, IO J03BOJIIIOTH 3HAWTH TpH-
HHATHE (Kpalie i3 MOXXJIMBUX, ajieé HEOOOB’SI3KOBO OITH-
MaJibHe) pillieHHSI.

3acTocyBaHHS IIXOAY A0 BHUBEACHHS DIllICHb HA OC-
HOBI MipKyBaHb 3a IpEIeJICHTaMd OCHOBaHE Ha ijiel BH-
KOPHCTAaHHS HAKONUYEHOI'O JOCBiAy Ul BUPIMIEHHS HO-
BUX TPOOJIEM Ha OCHOBI BXKe iCHYHOUHMX pimreHs (mperie-
nentiB). Jlromquna (exkcnept, aHaimituk, OIIP) wHa erami
MOIITYKY pillleHb HOBOI (HEBiZOMOI) 3a1a4i HaMaraeTbCcs
BUKOPHCTOBYBATH DIllIEHHs, SIKI NpUiiManuch paHile B
NOJIOHUX CHUTYyalisX, i MpU HEOOXiJHOCTI ajanTyBaTH iX
JI0 TIOTOYHOI IPOOJIEMH.

O0’€kTOM OCTIZKEHHSI € TIPOLIECH TOIAHHS Ta BIUTY-
YyeHHs1 npeneeHTis i3 bIIp.

IpeaMeToM JOCTIIZKEHHST € MOJICII T METO/IU TOJaH-
Hs Ta BUBeieHHs 3HaHb [1pO.

MeTo10 pod0TH € YIOCKOHAJICHHS MMPOLEAYPH MOLIY-
Ky B CBR-migxo/i 3a paxyHOK 3BY>KEHHS JTOITyCTUMOT IS
BUpIIICHHS MTOTOYHOI IIUTFOBOI CHUTYallii MHOXHHH TIpe-
[IE/ICHTIB, Ta BUKIIOYEHHS 13 MMOJANBIIOT0 aHaJi3y TaKuX
MPELIEACHTIB, IO HE BiJNOBITAIOTh 3aJaHOMY IEPETiKy
mapaMeTpiB HOTOYHOI CHTYaIii.

1 IIOCTAHOBKA 3AJTAYI

IIpunycrtumo, mo B AesKUil MOMEHT 4acy t BUHUKae
neHa cutyauis S(t) €S, mo motpebye BupimenHs. Ha
OCHOBI aHasi3y notouHoi curyauii OITP dopmyrroe mety
Os(t) DOCSATHEHHS AKOI, HAa HOrO TyMKY, JO3BOIHTH BHPi-
IMTH TIpobseMHy cutyartito S(t); BH3Hauae sKi 3aco0u €
JOIYCTUMHUMHU IS 11 TOCSTHEHHS;, aHalli3ye (HaKTOPH, IO
BIUIMBAIOTh Ha i BUPIMICHHS, MPOTHO3Y€E MOXKIMBI Hac-
JMAKK yXBaJE€HHS TOTO UM IHIIOTO DIMICHHS; YXBAJIOE
HeBHe pilleHHs Oy, 10 MPUBOAUTH O JOCATHEHHS MO-
CTaBJICHOI METH (s 1 BUpimeHHs cutyauii S(f); ouixioe
foro skicTh Ta edeKTHBHICTh. s JOCATHEHHS LM Qs
Moxe OyTH 3alpOIOHOBAaHO JEKibKa aJlbTEPHATHBHUX

BapianTiB pimrens D ={d sj(t) | =1,_k}, oOpaHe pileHHs
d s(t) € D, moxe He OyTH ONTHMAaJIHHHUM, aJie BOHO € Hali-

KpaluM cepell MOXKJIHMBUX, BPaXOBYIOUM BCTaHOBIICHI
1111, HAKJIAZICHI YMOBH Ta OOMEKCHHSI.

TakuM, YMHOM OmNKC NPOOJIEMHOI CHTYAIli] Ta NUIIXIB
il BuUpilIeHHsI MOXXe OyTH mojgaHo y (opMi MpereacHTy
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Casegy = <s(t), ds>. BinmoBimHo, MHOKHHA BCiX BHpi-
IIyBaHUX B paMkax MojensoBaHoi [IpO mpoGiemMHuX
CUTYyallill Ta IPUHHATHX JUIS iX BUPILICHHS pillleHb, YTBO-

prototb BIIp cucremu CL :{Caseé(t) [i=L|S[}.

Sk mpaBuIIo, Mpoliec BUBEAECHHS Ha OCHOBI MpeLe/ieH-
TIB CKJIQJAEThCS 13 YOTHPHOX OCHOBHUX KPOKIB, IO YTBO-
PIOIOTH TaK 3BaHUI LUK MIpKyBaHb Ha OCHOBI IpeLie/ieH-
tiB a60 CBR-1uk1 [5], OCHOBHHMHU eTamamMH SIKOTO €:

— BuiyveHHs (retrieve) HaiiOinpm moaiGHOrO mperie-
neHty (abo mpeneaeHTiB) A1 moToyHoi cutyanii i3 BIIp;

— ajanrauis abo MOBTOpHE BHKopHcTaHHs (adapt or
reuse) BWIIY4E€HOTO INPEUEHCHTY M CIPOOH pillleHHS
MOTOYHOT pobiiemuy;

— meperusin abo ominka (evaluate or revise), 3a HeoO-
X1IHICTIO, OTPUMAHOTO PIICHHA Y BIAMOBIOHOCTI O TO-
TOYHOI TPOOIEMH;

— pocrmimkenus abo 36epexxenns (learn or retain)
HOPHAHATOTO PIllICHHS SIK YACTHHH HOBOTO MPEIEACHTY.

[Mepinit eran € HaWOLIBII TPYJOMICTKAM, OCOOJIHBO
SIKIIIO CIIOCTEPIra€ThCsl TCHACHIIIS 10 301IbIICHHS KiTBKO-
CTi TapameTpiB, IIO OIUCYIOTH aHaJli30BaHy CHTYaIlilo
S(t).

3ajaya TONATa€ B TMOLIYKY TaKOro IPELEACHTY
Case's(t) e CL, axuli € HaliO1nbII OJU3BLKUM 10 LIJIBOBOIO

npeneneHTy Casegy, 10 OMUCye aHali30BaHy CHUTYallilo
S(t) 3a HaliMEHIIMI MOXJIUBHI Yac, IO € OCOOIUBO aKTy-
IBHUM ITUTAHHSM IIPH PO3B’sI3aHHI 33]a4 B PEKUMI pea-
JIBHOTO Yacy.

3ajaya 3HAYHO YCKJIAJHIOETHCS, 32 YMOBH, IO HE BCi
napaMeTpH, SKi OIHCYIOTH IIOTOYHY CHTYalilo 3ajaHi
(icHyrOTh TIPOTIYIIIEH] 3HAYCHHS TTAPaMETPiB), HAIPUKIIAL,

Y BHIIQAKY BIICYTHOCTI aKTyalbHOi, JOCTOBIpHOI,
00’ exTHBHOI 1H(pOpMATITi.
2 OIJISA A JIITEPATYPHA

Metoa MipKyBaHb Ha OCHOBI IpPELECACHTIB aKTHBHO
3aCTOCOBYETHCSI B CUCTEMax EKCIIEPTHOTO JiarHOCTYBaH-
Hs [6], cucTemax MiATPUMKH MPHAHATTA pimeHs [7-8],
cHCTeMax MAIIMHHOTO HaBYaHHs, IPU BHPILICHHI 3a1ad
NPOTHO3YBaHHS, y3arallbHEHHS HAaKOIHMYCHOTO JOCBiy,
MOIIYKY pilneHb B ManoBuB4yeHux [1pO [9-10].

Jo nepesar CBR-meToy ciig BiTHECTH BITHOCHY Jie-
TKICTh TIpollecy HaOyTTA eKCIEpTHUX 3HaHb, METOJH Iie-
pendadae MexaHi3MHU BHUPIIIEHHS BaXKKO (OpMai3oBaHUX
npobneM (c1abo CTPYKTYpPOBaHHX Ta HECTPYKTYPOBAHHX
3amau) B meBHiit [IpO; BpaxyBaHHS MHHYJIOTO TOCBiLY
(Boanux pilieHp) TPy BUPIIICHHI HOBOI MpoOiemMu M-
XOM aJianTanii HaHOUTBII OJIM3EKOTO IO MOTOYHOI CUTYa-
il MpeneneHTy; MOsSICHEHHS OTPUMAaHOTO PIllleHHs 3a pa-
XYHOK aHaji3y yCHIIIHUX HaHOiIbII ONMM3BKUX MpeleieH-
TiB [4]. B TO# e yac MeTON He € MPUIHATHUM JIJIsl BUPi-
[ICHHsS. OPHHIUIIOBO HOBUX (YHIKAIbHHX) 3amad, IpH
PO3B’si3aHi AKUX BiACYTHIH MUHYIHH (HaKOITHUYEHHIA) 10-
cBia (He MiATPUMYETHCS BUMOTA PEryJSIPHOCTI, abo mmo-
BTOPIOBAHOCTI 3a1ad TEBHOTO THITY); 3i 30LIBIICHHIM
KUTBKOCTI TIapaMeTpiB CHUTYyaIlil, Ky ONHCY€ MpPEHEeaeHT,
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3pOCTa€ CKJIATHICTh MPOIECIB MOMIYKY MOMIOHUX BHUIAI-
KiB Ta aJlanTallis iCHYIOYHX MPEIeCHTIB.

[Ipu BUKOPUCTAaHHI BUBEICHHS Ha OCHOBI MTPELICACHTIB
BUHUKAIOTh JIBI KJIFOYOBI 3aJ1a4i: MOIIYK HAWOUTBII BiAIIO-
BiJTHUX MPEIEJCHTIB 1 MoJanblia ajanTallisi 3HaHJIeHOTO
pimenHsi. B oCHOBI BciX MifXoAiB 10 MOIIYKY Ta BHIIY-
yeHHs npeneneHTiB 3 bIIp nexuTs Toi um iHmUH crocio
BUMIPIOBaHHS CTYTEHS OJHM3BKOCTI MiX TPEHEACHTOM i
MTOTOYHOIO TPOOIIEMHOIO CUTYaIli€ro. [t BUpiTIeHHs i€l
3a/1a4i 3aIpOIIOHOBAHO HU3KY MiIXOIIB, TAKHX SK METOJ
«HAWOMIHKYOTro Cyciga», ITYy4YHI HEHPOHHI Mepexi, Mme-
ton baifeca, MeTon AepeB pimieHb, METOIHM TEOpii HEWiT-
KX MHOXHH Ta iH. [4]. TlepeniueHi miaxoau, He3BaxKaro-
9i Ha X MEepeBard, MarTh PsJ HEIOJIKIB, Cepel SKUX
MOYKHa BUJUIMTH HACTYIHI: HEOOXIIHICTh BUKOPUCTaHHS
(36ip Ta momepenHs MiAroTOBKA) AOMATKOBOI iH(pOpMAIil
IpU peajizalii TOro 4u iHIIOro METOXMy; BiACYTHICTH 00-
TPYHTOBAHOTO YHi()IKOBAHOTO MiAXOAY O BHOOpPY Mipu
OIMM3BKOCTI; cy0’ eKTHBHICTH BUOOpPY BaroBmx KoedimieH-
TiB B&XJIMBOCTI MapaMeTpiB TpeneacHTy (31eGiapuoro
[PHU3HAYAIOTHCS SKCIICPTHUM LIIIXOM); HU3bKa e(heKTHB-
HICTh TIpH 00poOIi 3aCMiYCHHUX TaHWX, MAHHUX i3 TPOIIY-
IICHUMH 3HaueHHsMH, Ta iH. Cepen BUINE3a3HAYCHUX
METOJIIB HAMOULIBIIOrO MOIIMPEeHHs] HaOyB METOJ| «Haii-
6mImKyoro cyciza». Moro npusaGiuBicTh monsrae y mpo-
CTOTI peaizariii, CTIHKOCTI /10 BUKUIIB (AaHOMAIbHUX Ja-
HHUX) Ta BiJICYTHOCTI HEOOXiJHOCTI HABYAHHS MOJEINI; B
TOM ke Yac CIiJ BIIMITUTH, IO [IEH aJTrOPUTM BHKOPHC-
TOBY€E CXeMy HOBHOTO Iepedopy keticiB BIIp, mo cyTreBo
3HIKYE HOTO eheKTUBHICTH, 0co0ImMBO A Benukux bIIp.
[Ipobmema epEKTHBHOCTI MONIYKY IPEUEICHTIB MOXE
Oyt Bupimena uuisxoMm ixpekcarii BIlp [11-14], sika
JO3BOJISIE CYTTEBO 3MEHIIUTH Yac IOIIYK pileHHs. Ba-
JIMBUM TIHTaHHA B mpouenypi ingekcanii bIIp € Bubip
METONy IHIACKCYBaHHS, SKIIO OOpaHa cxema IHIEeKCY-
BaHHSA € HE 3aJ0BUIBHOI0, TO HAWOJMXKYI 10 LIILOBOI
CUTYyalii mpeneacHTH MOXKYTh OYTH BifCiueHI B mpoieci
MOLIYKY pillleHHs, 1, SIK HACIIIOK, BUHUKaTHMe Tpo0Iie-
Ma ajganTamii MeHII OJM3bKUX O TOTOYHOI CHUTYyaIlii
MPEIICICHTIB.

3amava ajmanranii Ta BHKOPHCTAHHS 3HAWIEHOro pi-
IICHHS € HEeJIOCTaTHhO (hOPMai30BaHOIO i CHIIBHO 3aje-
*kuth Big IIpO. [Ipobrema agamrarii pimieHs BUHHKA€E B
CUTYyAIlisIX, KOJH B TIPOLECi BHPIMICHHS ITOTOYHOI MpO-
onemu CBR-cuctema B BIIp He 3HaXOIUTh JOCUTH OJH3b-
KOTO [0 TIOTOYHOI CHUTYyaIlil MPeneneHTy i, sIK HaCHiJOK,
HE MOXKE PEKOMEHJyBaTH T'OTOBOTO pIllIEHHS, y IIbOMY
BUIIaJIKy BUHHKAE 33/1aua Moau(ikalii HasBHOTO pillleH-
HsI TS 3aCTOCYBaHHsI B MOTOYHIM cutyarii. Y [4] Buaise-
HO 7IBa OCHOBHI ITiJIXOJI¥, CIPSIMOBaHi Ha ajanTaiilo Ha-
SIBHOTO pimneHHs. Tpaauiiitauid minxin mependadae 3amy-
YeHHsS eKCrepTiB 3 BigmoBigHoi [IpO mis amanrarnii
OTPUMAHOTO PIMICHHS 1O MOTOYHOI cuTyamii. BumydeHri
eKCIIePTHI 3HAaHHA MOXKYTh OyTH TpeICTaBiIeHi ¥ ¢popMari
TaOJINIb, CEeMAaHTHYHHUX MACPEB, NPOIAYKUIHHHUX IPaBUII
«IKIIO-TO» [15-17]. Takwuii miaxin g0 HaOYTTsS 3HAHB
PO afamnTaIliio € TPyIOMICTKUAM i oTpedye barato gacy.
ATNBTepHATUBHUM BapiaHT MPHUITYCKAE, 10 3HAHHS 3 a/1all-
Tarii KOHKPETHOI 3a/1a4i MOXKHA OTPUMATH 3 KeciB (mpe-
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IIe/ICHTIB) HA OCHOBI METO/iB MalIMHHOTO HaBYaHHs (He-
YiTKUX JEpeB pillleHb, WITyYHUX HEHPOHHHX MeEpeK,
OaiteciBCbKUX MOJIENICH, TCHETHYHHUX ANTOPHTMIB, Ta iH.)
[19-21]. MeTonaMu MaNIMHHOTO HABYAHHS T€HEPYIOTHCS
Creliai3oBaHl eBPUCTHKH, SIKi ITOB’S3YIOTh BIIMIHHOCTI
y BXiAHUX crerubikanisx (mapamerpax-aTpudyrax mpo-
OneMu) 3 BIAMIHHOCTAMH y BHXIIHHX crerudikarisx
(mapamerpax-atpubyTax pirieHss). 1i eBpUCTHKH MOXXHA
BUKOPUCTOBYBATH ISl BU3HAYCHHS BiJlIOBITHOTO CTYIIE-
Hs aganTamii. [lepeBara Takux METOJIB IOJISATAE B TOMY,
10 3HAHHS TIPO aJalTalifo MOXKHA OTPUMATH aBTOMaTHY-
HO (BOHHU € OiJIBIIT HAMIHHUMHE Ta MEHIII CY0’ €KTHBHUMH).

3 MATEPIAJIA I METOIU
V 3araibHOMY BHITISIZII MOJETIB TIPELIEACHTY MOXe Oy-
TH MOaHa KOpTexkeM Buay [4]:

Case=<s, d, r>. Q)

B skocti cutyamii S, IO ONMKCY€e TpereNeHT MO>KHA
PO3TIAHYTH, HAIPUKIAJ, CYKyIHICTh CHMIITOMIB XBOPOTO
i3 3araJbHUM MATOTE€HE30M, TOI pimeHHsM d € miarHo3
3axBoproBaHHA 1 pexomennanii OITP.

s ommcy mMOTOYHOI CUTYyaIlil BUKOPUCTOBYIOTH Ma-
paMeTpuuHy MOJeNib y BHUIUIAI Habopy mapaMeTpiB 3
KOHKPETHHUMH 3HAYCHHSIMH:

s=(P,V,W). (2)

B mopmeni (2) nepumit napamerp P ={p |l :1,_m} SIB-
nsi€ coOOr0 He TMOPOKHIO CKIHUEHY MHOXKHHY HapaMeTpiB
moTouHoi curyarii; V = UVp| , Vpl

Y] eP

— MHOX>XHWHa 3Ha-

yeHb mapamerpy p; W ={w; |1 =1, m} — mHOXMHa Baro-
BUX Koe(illi€HTiB BiAMOBIAHMX mapamerpiB (W, Bara ma-
pametpy p).

[TapameTpy TOTOYHOI CUTYyaMii MOKYTh MICTHTH Ha0ip
XapaKTePUCTUYHHX O3HAK, 110 OJHO3HAYHO OIHMCYIOTh
aHaJi30BaHy CHTYAI[il0, ITOCTABJICHI IIiJIi Ta OOMEKEHHS,
110 HAKJIAJAI0ThCs CeM(iKOo0 BUPILTyBaHOT 3a/aui.

OpHak, B psAdl BUMAAKIB IPH MapaMeTPUIHOMY TIpe-
CTaBJICHHI Ba)KKO BPaxOBYBaTH 3aJICKHICTh MIXK TTapaMeT-
pamu TperiefieHTy (HampuKIan, MPUYHHHO-HACITIIKOBI
3anexHocTi). OMHAM 13 croco0iB BUpIMIEHHS Takoi mpo-
OneMH € TOJaHHs TPeneAeHTIB Ha OCHOBI METOZOJIOTI]
onrororiit [IpO.

Iin popmanbHOO MozeuT0 oHTONOTIT (O) PO3yMIIOTH
BIIOPSIIKOBAHY TPiKKy (KopTex) By [21]:

0 =<C, Rel, F>. 3)

TakuM 4rHOM, OHTOJIOTIi Ha 6a30BOMY piBHI MOBHHHI,
mepi 3a Bce, 3a0e3reuyBaTd CJIOBHHK MOHSTH (TEPMiHiB)
JUIsl TIoaHHs Ta 0OMiHy 3HaHHsMHU Tipo [TpO 1 MHOXHHY
3B’s13KiB (BiIHOIIIEHD), BCTAHOBJIEHHX MK HOHSTTSAMH I[HO-
ro cinoBHUKa. [y hopManizoBaHOTO NMOAAHHS OHTOJIOTIH
LIMPOKOTO 3aCTOCYBaHHS HaOyJIM TPOAYKLiHHI Mozei,
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ceMaHTH4HI Mepexi, ppeiimu, ta in. [21]. Lle nae moxu-
BiCTh (popMyBaHHs TiOpUAHMX MOAENEH TMOAaHHS Ipere-
JeHTiB. TakuM 4MHOM, MapamMeTpu4Ha MOJENb IMOJaHHS
npereneHTiB BuAy (2), Moxe OyTH pO3IIMpEHA eeMeH-
TaMH TPOIYKLIIHOT MoJesi 3a JOINOMOIOI0 EKCIHEPTHUX
npaeun nponykuiiHoro tuny («AKIIO» ymosa, «TO»
0is1), Ha OCHOBI SIKUX MOXXHA OIKCATH 1 BCTAHOBUTH 3ajie-
JKHOCTI MDK TMapaMeTpaMH MpeleAeHTIB 1 mpoOieMHOl
curyauii i1 KoHKpeTHOI [IpO, a TakoX OTpUMATH BH-
CHOBKHM I0/I0 HEBioMuX (DakTiB (HAMPUKIAA, BCTAHOBH-
TH BIICYTHI 3HaYCHHS AEAKHUX MapaMeTpiB IPH OMHCI TO-
TouHOi cutyamii i T.m.). Jlns momanus icayrodoi C3H B
OB HATJISAOHINA Ta CTPYKTypOBaHiil Gopmi, MOseNb BH-
ay (1) MoxHa pO3UIMPUTH, BUKOPHCTOBYIOUH VIS [[OTO
CEMaHTHUYHI MEpeXi. B ceMaHTHUHIE Mepexi CTPyKTypa
3HaHb 1po [1pO dopmanizyeTbes y BUMIIAIL Opi€EHTOBAHO-
ro rpada 3 Mo3HAUYCHUMH BEPIIMHAMM 1 AyTramH, IO Jae
MOXJIMBICTh ONHMCATH Pi3HI BiIHOLIEHHS MK Iapamerpa-
MU TIpETIC/ICHTIB.

Pa3oM 3 THM, JOCTaTHRO YACTO B PEATBHUX CHTYAIIsAX
JOBOAWTHCS BHUPILIYBATH 3ahadi BUIyYEeHHS 3HAHb 3 Ma-
CHBIB HEBIIOPSAKOBAHMX JAaHUX, L0 BUKIHMKAE IIEBHI TPY-
nHomt. Meronn TI'M 103BOISIOTE 0OPOOIATH IMILTIINT-
Hi (HesBHI) MAacHUBHM HEBIIOPSIKOBAaHMX MaHWUX 1 Ha Il
OCHOBI OTpUMYBAaTH HOBI 3HaHHSs [22—24].

TI'M posrisinaeThbes, SIK KOHIEMIS i TeOpeTHdHa 0oc-
HOBa MipKyBaHb PO 3HAHHS, KOJIM BOHH HETOYHI (HEBITO-
psankoBani). daktuuHo 3HaHHS B TI'M ckiagaroThes 3
ciMelcTBa pi3HOMaHITHHX 3pa3KiB Kiacudikarii aHamizo-
Banofi [1pO.

Mpunyctumo U # & ckinueHa MHOXHHA (yHiBep-
CyM) 00’€KTiB, [0 PO3TIIAAAIOTHCS. Byb-sKa MmiaMHOXKH-
Ha X c U yHiBepcymy € kareropiero B U, ta Oynb-sike
cimeiictBo kareropii B U BBakaeTbcs 3HAHHSAMH Ta
YTBOPIOIOTH icHyrouy C3H.

TI'M 6Ga3yerbcsi Ha Kareropisix, siki GpopmMyrTh po3-
ourts (knacugikariro) nesHoro yHisepcymy U, T06TO Ha
orpumanHi takoro cimeiictea Y = {X;,X,,...,X,}, mo
Xi c U, Xi#QD, Xi n Xj=J mna i#j, (i,j=1,....,n) Ta v
Xi = U. MHOXHHa OCHOBHHX acHeKTiB Kiacudikarii Y
(mampuknan, Bik, GopMa, BIATIHKH KOJIBOPY Ta iH..) OTpHU-
Mana Ha3By b3H Ha U.

Takxum unHOM icHyt04a C3H Moke OyTH monmaHa y ¢o-
pmi B3 K=(U, R). Ha ocHoBi R B TTM mpoBOaUTECS
mporenypa kKiacugikaiii 00’e€KTiB yHiBepcyMy, sKa €
OuThII TpoCTOI0, HiX Bimomi BHUpimryrodi mpasBmwia. Ha
OCHOBI R MOxyTb OyTu copMOBaHi Kjacu €KBiBaJEHT-
HocTi (kareropii) emementiB. KoxHa Taka kareropis mic-
TUTh €JIEMEHTH YHIBEpCyMy, I[0 MalOTh CIUIbHI BJIACTH-
BocTi (arpuOyTH), BCepemMHI KOXHOI Takoi Kareropii
€JIEMEHTH BB)KAIOThCSl HEPO3PI3HEHUMH.

TI'M 1no3BoJIsiE MOAENIOBATH HEBH3HAYEHICTH MO0
MIPUHAICKHOCTI EJIEMEHTIB YHIBEpCYMY 3aJaHill IITHOBIH
MHOXKHHI X € U, Ta OTpUMyBaTH ii KiIBKICHY OLIIHKY Ha
OCHOBiI 00paxyHKy HIKHBOI Ta BEPXHBOI arnpoOKCHMAIIii
i€l MHOKuHM [22-23].

Bimnosimao mo HoTamii TT'M Oyap SIKUi eIEMEHT yHi-
BepcyMy X € U Moke Hanme)kaTu: HIKHIA R-ampokcnmartii
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3aganoi MmuoxuHH X (X € RX ); BepxHiit R-anpokcumartii

3a7aH0T MHOXHHA X (X € RX ); He HanexaTu MHOXHHI X
(X g X), AKIIOo eneMeHT HaJeXKUTh 70 11 HeraTuBHO1 001a-
cti (X € NEGR(X)).

Ha Bigminy Big TI'M, Teopiss MHOXHH HiATPUMYE O-
HO3HAYHY MPHHAICKHICTH €IeMEHTa JI0 3a/1aHO0i MHOXH-
HU, TEOPisl HEUITKUX MHOXXHH BBOJUTH MOHSATTSA (DYHKIIIT
npuHaneKHOCTI Ly(X), X € X, wdX) € [0; 1], sika Bupakae
Cy0’€KTUBHUII CTYIIHb BIICBHEHOCTI B TOMY, IO X € X.

R -HIKHBOIO ampokcumariieto rpy6oi MHOXHHH X
BBKAETHCS TaKa IMiIMHOXHWHA eleMeHTiB U, sKi i3 yres-
HEHICTIO HAJIeXKATh JI0 I[LIbOBOT MHOXHHH X

RX ={xeU :[x]g < X}, abo x € RX , Toxi i Tisb-

4
Ku Toxi, Kouu [X]g < X . “)

R -BepxHBOIO ampokcumamiero Tpyooi MHOXUHE X
BBAXKAETHCS TaKa MiAMHOKMHA eneMeHTiB U, sKi MOXYTh
HaJIEXKAaTH 10 LIILOBOI MHOXKUHU X

RX ={xeU [x]g n X =}, abo xeRX ,

Toai i TieKkH Tomi, Konmu [X]g N X = .

()

[HmuM cnocoboM BU3HAUCHHS TPy00i MHOXKHUHU € Be-

JeHHs ~ rpy0oi  ¢yHKmii  mpuHamexkHocti  [25],
uR (x)e[01]:
R | XA R(X)|
px (X) =————. 6
RO ©

Oyukuis (6) m03BOJNSE KUMBKICHO OLIHUTH CTYIiHB
TEPEKPUTTS MHOXHHK X Ta Kiacy ekBiBaseHTHOCTI R(X),
JI0 SIKOTO HAJICKHUTH X, Ta BUPAXKAE CTYIiHb NPHHAICIKHO-
cTi X € U no MHOXmHU X, Oepydn 10 yBard iHdopMaIlio,
mo Hamae R, puc. 1.

X X X

Rx) =x
nyix)=0

Pucynok 1 — I'padiune nomanHs
rpy6oi GyHKIIT TpHHATEKHOCTI

Rx =x
D<pyix)<]

Rx) x
pi =1

I'pyba yHKIIiS IPHHATIEKHOCTI € y3aralbHEHHIM He-
giTKOi (yHKIIT MpuHaNeKHOCTI; QyHKIis (6) Mae #MOBI-
pHICHY Tpupoay Ta He MOXe OyTH BH3HAu€Ha JUII Iepe-
THHY Ta 00’ €JIHAHHS 331aHUX MHOXWH [26].

R -HmxHA Ta R -BepxHS ampokcumariii rpy6oi MHO-
KUHH X TaKOXXK MOXYTh OyTH BHpa)keHi depe3 (yHKIIIfo

(6):
RX ={xeU uf (x)=13. @)
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RX ={xeU:nf () >1 (8)

R-mo3uTuBHA 00sacTh MUTLOBOI MHOXMHU X € ii R -
HIOKHBOIO alTPOKCUMAIIIEIO;

POS(X)=RX . ©)

HerarusHoro o6Omactro X BBaXKacThbCs Taka IIiAMHO-
sxuHa eneMmedTiB U, K1 TOYHO He Hallexathb 10 X.

NEGR(X)=U —RX . (10)

I'panmuHOIO 007acTIO X BBaXKAETHCS TaKa ITiIMHOMKH-

Ha enemeHTIiB U, siki Hamexats R -BepxHiit anpokcumartii,
Ta OJIHOYACHO HE HaJeXarTh J0 R -HIKHBOI alpoKcHMa-

i

BNR(X)=RX —RX . (11)

BNR(X)={xeU :0<puf (x)<1}. (12)

IlinboBa muoxkmna XcU e R-rounoro (R-
BU3HAUYECHOI0), SKIIO BOHA MOXXE OYTH BHpaXEHa SK
00’eHaHHS KaTeropii BumiieHux Ha U Ha OCHOBI 3aja-
HOTO BiJTHOIICHHS €KBiBaJICHTHOCTI R. B mpomy Bumagky
RX =RX , i sk Hacmigok BNg(X) = 0.

IimsoBa MuokuHa X < U € R-metounorw (R-rpy6oro),
SIKIIIO BOHA HEe MOXKe OyTH BUpakeHa K 00’ €THaHHS BU-
ninenux Ha U KiaciB €KBIBJIEHTHOCTI AJsI OyAb-SKOTO
3agaHoro R € IND(K). B upomy Bumanky |RX |[>|RX |

ta BNR(X) > 0.

Po3rnsiHeMO OCHOBHI HOJOXEHHS JBOETAIHOI MpPOIie-
JIypH TOIITYKY HaMO1IbII MOAIOHOTO 10 IITFOBOI CHUTYyAaIil
MPELeACHTY BUKOPUCTOBYIOUYM KOMOIHOBAaHMH MigXiy Ha
ocuoBi meroniB TT'M ta CBR-migxomy.

[Mpunyctumo, 3agana BIIp CL ={Casg; |i = 1,_n}, sIKa
xapakrepusye neBHy [IpO Ta mpeueaeHT, o xapakTepu-
3ye HOTO4HY cuTyarito Caseyrq. [Ipenenent Casej € CL,

i=1n rta uimboBui npereneHT Cas€iry BIANOBINAIOTH
mogmeri (1).

3anmava monsdrae y 3BY)KEHHI BUXiTHOTO Ha0Opy mpe-
nenentis CL 114 nopansioro nomyky takoro Case;, mo
B HaHOibIii Mipi Binnosigae Case .

Ha mepmoMy ertari BiICiKaeThbcs YaCTHHA TPELCICH-
TiB, 1[0 HE BINOBIAAI0Th BU3HAYCHUM YMOBAM MOIIYKY.

Sxmo CL e innexcoBanoro BIlp, Toai BimnosiaHo 10
3aaH0i CXeMH I1HAeKcamil BHM3HAYACTHCA Taka 00JIacTh
CL'cCL, sKka 3a10BOJIbHSE ITApaMeTPaM IMOTOYHOI CH-
Tyamii S.

Sxuto CL e He inpexcoBaHoto BIlp, Toai npornoHyeTh-
csl HacTymHa cxema rpy6oi (momepemupoi) dimprpamii
MPELICACHTIB!

1) monepenns iniriamizanis: CL = ;

2) [ KOKHOTO mapamerpy Py € P uinboBoi curyariii
S, mo onucye npeneaeHT Caserg, 3a1aTH MeXi iHTepBaTy

TMIOITYKOBOTO  3aIUTY [a|S ;b|s] Taki, IO af’ >miny,
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b <max;, a’ <p(s)<b’. SAxmo wmexi inTepramy

[a;b’] He 3amaroThCs SABHMM YMHOM, TOJi BOHHM TIpH-

AMAaIOThCsI PIBHUMH MiHIMATbHO MOXIHBOMY MIN; Ta Ma-
KCUMaJIbHO MOJKJIMBOMY MaX; 3HAY€HHIO BiJIIOBIJHOIO

napamerTpy pi;

2) nokamizauil miAMpoCTOpy YTBOPEHOTO HLIIAXOM Iie-
PETHHY IUIOIIWH, OOMEKEHHX TPAaHUISIMH IHTEPBAJIB
[a|s ;b|s], Uit KoxkHoro Py € P minboBoi curyanii S B m-
MipHOMY HPOCTOPI;

3) BusHaveHHs migMHoxuHKM npenenentie CL' < CL
SKi 3a 3HAYCHHSIMH BIINOBITHHMX mapameTpiB p; € P

npenenenty Casej e CL mortpanmim [0 mAnpocTopy,
0OMEKEHOT0 TpaHMIsAMH iHTepBamy [af;b]: sxkmo
vp P Casej e CL
p (Case;) e[a’;b’], To CL' = CL' U Case; .
PosrnsgHemMo mpukiax MONMIyKY NPeUeNeHTiB I BU-

nanKy, Komu anst onucy curyanii Caseyq BUKOPHCTOBY-
€THCS JIBa IapaMeTpH Py Ta P, VI IKUX OyJI0 3a/1aHO Bij-

MPpEUCaACHTY 3HA4YCHHA

noBiHi okoni B Mexkax [a7;by] Ta [a3;b3] . 3rimmo 1o
3aMpOIOHOBAHOT MPOIEIYPH MPOCTIP MOUIYKY 3BYXKY€ETh-
cs 1o obmacti yTBOpeHOi mepetuHoM IwiomuH A Ta B,
puc. 2. Tomanpmwii MOIIyK 3IIHCHIOETBCS CEpel Iija-
muoxunu npetenentis {Case;, Case;}.

oA ===
Case !
oCey | et :.ths o
1 1
R et T TTY L L T L TS
als) L &% LA ol :
PN S 7
.Cﬂws: C‘.]w“’: .Cﬂ!'sz
Tt »
a p(s) B Py

Pucynok 2 — I'padiune nmoganHs npoLeaypH MonepeaHboi
(inpTparnii npeneAeHTiB y JBOBUMIPHOMY IPOCTOPI

Ha npyromy erari BHpilTy€eThCs 3aa4ya 3BY>KESHHS JI0-
crymHoi s aHanizy muoxkuan CL'< CL, nuisxom Bu-
3HAYCHHS AaNpOKCHUMAIli 3aaHoi I[IbOBOi MHOXXHUHHU
npeneeHTiB Utarg.

Buxonsun i3 marematnunoi HoTauii TI'M, icHyro9y
C3H BiIHOCHO 3HAYCHb MapaMETPiB CHUTYaIii S, Ky OIH-
cye mpeuenent Casej € CL' moxna nogatn y dopmi IC
Buxy Sys=(U,P,V,f), me U=CL"; P — He mopoxHs
CKiHUEHa MHOXXMHA MapaMeTpiB MOTOYHOI cuTyauii S,
BiAMOBINHO 10 Mozeni (2); V — MHOXKHHA 3HAa4YEHb mapa-
metpy Py € P, Bigmosinao no mogeni (2); fAUxP -V

— inopmaniiina ¢ynkmig, Taka, mo Vp, € P, CaseeU ,
f (Case, p;) eVp, -
SIKIO 3HAuYeHHs ASSKOro MapamMeTpy MpeLeACHTy €

663H6pepBHOIO BECIINMYNHOIO, TO IJIA MPOBEACHHS IOOAJIb-
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IIOr0 aHali3y BOHO Ma€ OyTH MUCKPETH30BaHO (BHIiTCHI
BIJIMIOBIJIHI IHTEPBaJIM 3HAUCHb AHATI30BAHOTO IMapaMeT-
py / atpubyty IC). uckperusaiiisi € 000B’SI3KOBUM €Ta-
noMm B npoueci aHanizy aanux IC, ockinbku TIT'M He ne-
penbadae MexaHi3MiB 00pOOKH YHCIOBHX aTpuOyTiB [27].

IMponenypa 3By:kennss muoxuan CL' < CL cknanma-
€ThCS 13 peaizalii HACTYITHHUX ITOCIIiJJOBHUX KPOKIB!

1. opmyBaHHS IITBOBOI MHOXXHHH TIPEICICHTIB

Utarch, Utarg ={Casej|j:1,b}, b>U |,
Utarg .
2. Bunginenus KJIaciB €KBIBAJIEHTHOCTI

E={Ej|]= 1,k} ;s 3a1aHOi CyKyIHOCTi napameTpis P.

3. BuzHaueHnHs R -BepxHBOi Ta R -HIKHBOI ampox-
cuManii 1inboBoi MHOXKUHU Uy, Bigmosigro no (4), (5),
a6o (7), (8), sxmo 3agana dyukiis (6).

4. BuznauenHs mno3utuBHOi (POSg), HeratuBHOi
(NEGg) ta rpannunoi (BNRg) obnacreil 1iTb0BOT MHOKHHH
Utarg Bizmosizao 10 (9)—(12).

5. 3BykeHHs yHiBepcymy U 3a OmHHM i3 HACTYHHHX
npaswt, U ' cU :

U\ NEGR (Utarg);
POSR (Utarg)§
POSR (Utarg ) U BNg (Utarg )-

u'= (13)

VY mepIiomMy BHIAAKY BUKIIOYAIOTHCS 13 MMONATBIIOTO
PO3MIISIY MPEIEACHTH, SIKi 13 YICBHEHICTIO HE HAJCKATh
3aaHiil 1inboBil MHOXKHHI Ut Lle € BigoOpaxkeHHsIM
MECUMICTUYHOTO MiAXOMy 1O 3BY)KEHHS BHXITHOI MHO-
JKUHM ~ TIPENEJCHTIB; y  HAWTIpImIOMy  BHIAIKY
NEGR (Utarg) =g.

Y npyromMy BHOAIKy PO3TIBSIIAETHCS ONTHUMICTHYHUN
MIIX1], SIKUI TOJISITae Y MPUMYIIEHHI, 1110 HAWOUIbII OJIH-
3pKHH 10 aHaNi30BaHOI cuTyanii mpeneneHT Case; Hane-
xuTh 001acTi POSR(Uygrg). Anie B LIbOMY BUIIAJIKY BilKHza-
€ThCA 3 PO3IIsMy yacTKa mpenesneHTiB Case;, ski moTeH-
[iHO (32 MEBHUX YMOB) MOXXYTh HAJIC)KATH 3alaHiil 1i-
160Bii MHOKHHI Utarg.

Y TpeThOMy BHITQAKY IMPOIOHYETHCS TaKe IMPABHIIO
3BY)KEHHSI BHXiJHOI MHOXXHHH TPELEAEHTIB, 3a SIKHM
U'cU wicrure mpereneHTH, ki Haliexarh abo MOTeH-
LiHO MOYTb HaJIEKaTH LiAb0Bil MHOKUHI Utarg.

6. BusHaueHHs HaWOINBII OJIM3BKOTO TIPEICICHTY
Casej € U’ 1o anamizoBanoi curyanii  CaSeiar:

min(d(Case;, Caserrg)),  VCasej eU’, 1< j<U’|,

d(Casej, Casearg) € [0, 1].

Crymninp 61m3bKocTi Mixk npeneneHtamu Casej Ta Ca-
S€targ BU3HAUAETBCS 33 3aJaHOI0 MIpOIO BincTaHi d, mo €
TMOKa3HUKOM OJIM3BKOCTI MK aHaJTi30BaHUMH 00’€KTaMu B
JIESIKOMY 3aJIaHOMY METPHYHOMY IIPOCTOPI.

Ha puc. 3 HaBeneHa y3arajibHeHa CTPYKTYpHa cxema
MPOLEAYPH IHTEIEKTYIFHOI HiATPUMKH IPOLIECIB CHHTE-
3y (mowryky, amanranii, IPUAHATTA) pIlICHb Ha OCHOBI
3anporionoBanoi Moaugikanii CBR-mixxomy.
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BnoE nomMyKy Ta BRLIVIEHHS Baok supolnennn ynpapaincsEore
IOTOTHOT : P—
¢ 3 s HPeNefenTin pimenns
—a 3pymenns IMomyx Ta IToBTOpHEE Aparranis
MEORKHHH BETYICHES BHKOPHCTAHHS OpeneacHTy
IpEeNEeHTIR IpENENenTIR IpEIEICHTY
— Seopomii
Jeoponniiii s8mzox 1 s 2 J
Bnok oninks axocTi
Ta eeETEEROCTI —
36epexenns noporo npengenty y blIlp [4— npriinuToro pimenns Pimenns
arp

Pucynox 3 — V3aransHeHa CTpyKTypHa cXeMa Mpolecy HOIIYKy IPOTOTHIIB PillleHb

B 6noui nowyky ma eunyuenns npeyedenmie Ha OCHO-
Bi OTpUMaHOro Ha0OpY BXIJHUX JaHUX, IO XapaKTepu3ye
napaMeTpH IOTOYHOI CUTYyallii S BUKOHYETBCS MTPOLIEAypa
nonepenHboi Qinprpanii BIIp Ta BU3HAUSHHS MiIMHOXH-
na npenenentie CL' < CL, mio 3a10BONBHSIOTE MOMEpe-
JHbO BU3HAYEHUM IapameTpaM IMOUIyKY 3a BBEICHUMH
oOMexeHHSIMU 3a BciMa (ab0 3 JeSKUMH) TapamMeTpaMu
nTboBO1 cutyarii. HactymHuMm Kpokom € mporenypa
3By>eHHs oTpuManoi Muoxunu CL' Biamosimuo no 3a-
MMPOMIOHOBAHOTO B POOOTI MIIXOIy HAa OCHOBI METOJIB
TI'M. Buxigna nocTymHa Ui MOLIYKY CYKYITHICTB IIpe-
uenenrie Casej e CL' BiAmoBigHO [0 33[aHOI WINBOBOI
MHOXHHH Uygrg TTORINSAETHCS HA MATPYNH (CErMEHTH), 110
BianoBigarote nosutusHii (POSR), neraruswiit (NEGR) ta
rpaanuHiii (BNR) o0macTsM 3a1aHOi IIJIBOBOI MHOKHHH
Usarg- Takuii MofJin cTae MOXKIMBHI 3a paxyHOK BH3Ha-
Y4eHHsA BEPXHBOI Ta HIDKHBOI anpokcuMariil U [Tona-
JBIIAH MONTYK HAWMOUTBIIT OJIM3BKOTO IO 3aaHOol CUTYyaIlil
s mpenenenty Case; moxxe OyTH IIPOBEJEHO B paMKax
HacTymHux ~ obmacreit:  POSg, CL\NEGR abo
(POSg W BNR), 10 B CBOIO Yepry IO3BOJIIE CKOPOTHTH
Yac MOIIYyKYy ONM3BKHUX IO MOTOYHOI CHUTYAaIlil IpereneH-
TiB. [lani BinOyBa€eThcs MpoIeypa MOIIYKY Ta BHITy4eHHS
npereneHty Casej B paMKax BH3HAYEHOI ITIIMHOXHHU
npeneneHTiB 3a o0paHuM MeTomoM (Ha OCHOBI OIliHIO-
BaHHS MIpH IOIIOHOCTI HA MHOXKMHI TIapaMeTpiB, 10 BH-
KOPUCTOBYIOTECS ISl OTMCY NPELEAEHTIB 1 MOTOYHOT CH-
Tyanii; 3 ypaxyBaHHsS 3acCTOCOBHOCTI IpEENICHTIB;, Ha
OCHOBI 3HaHb €KCIIEPTIB, Ta iH.).

B OGnoui supobnennss ynpasnincokozo piuienHs BUpi-
LIYETHCS 3a]ada MOBTOPHOTO BUKOPHCTAHHS BHIIYYECHOTO
nperneaeHTy (3a HEOOXIAHICTIO amanTaIlisi MpereeHTy)
JUTA cripoOu BUPIMIEHHS TOTOYHOI Tpo0ieMu. 3a pe3yiib-
TaTaMu BUPILICHHS OJHI€T 3 IUX JBOX 3a/1a4 BilOYyBa€Th-
sl IHTEpIIpeTallisi OTPUMAHUX PE3YJIbTaTiB, BUPOOISETHCS
yIpaBIiHChKE PILICHHS; OLIHIOETHCS HOTO SIKICTh Ta ede-
KTUBHICTb, 3IIHCHIOETHCS KOHTPOJIb Ta KOPUTYBaHHS.
OuiHka SKOCTi (e(heKTHBHOCTI) PillICHHS MOX€E MPOBOIM-
THUCS Ha eTalnax Horo cuHTe3y, NPUHHATTA abo peasizarii.
[Noka3HHKaMU SIKOCTI TIPHAHATOTO PillICHHS MOXYTh OYTH
SIK KUTBKICHI, TaK 1 SKiCHI 1HIUKATOPH, TaKi SK CBO€YAC-
HICTh, CKOHOMIiYHa €(EKTHBHICTh PilllcHHS, Ta iH. SIKIIO
BHpOOJICHE DIllICHHA HE BIATIOBiZa€ BU3HAYCHUM BHMO-
ram, TO BiZOYBa€TbCs MHOTO KOPUTYBAHHS (3BOPOTHHIA
3B’5130K 2), a00 KOPUTYBaHHS ILILOBOI MHOXKHHH TIpEIie-
nentiB (3BopoTHHi 3B’s30K 1). HoBwii mpenemeHt, mo
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OIHUCYE CIlieHapiil BUPINIEHHS MNOTOYHOI MPOOIEMHOI CH-
Tyauii S, 30epiraerbes y BIlp.

4 EKCHEPUMEHTHU

PosrnsiHeMo TpHKIIa[ AiarHOCTYBaHHS PU3HKY BHHH-
KHEHHS I[yKpOBOTO JiabeTy Ha OCHOBI 3alpOIIOHOBAHOI B
po6oti moaudikanii CBR-migxomy. [dus omnmcy S Oyno
BuaieHo MHOkuHY mapamerpie P ={p || =115}. Bix-
noBigHo no mkanu FINDRISC Oynu BuzineHi HacTymHi
napamerpu [28]:

p; — BikoBa rpyna = {0 — menme 45 pokis; 2 — Bix 45
1o 54 pokis; 3 — Big 55 10 64 pokiB; 4 — Oinbmie 65 po-
KiB};

p2 — ingexc macu tina = {0 — menre 25 kr/m% 1 — Bin
25 110 30 kr/m%; 2 — Ginbme 30 KF/MZ};

Pz — OKpy:kHicTE Tamii (dosoBik / xinka)= {0 — MeHIIE
94/80 cm; 3 — 94-102/80-88 cm; 4 — Ginbine 102/88 cm};

ps — mwonaiimenmie 30 xB. mojeHHe (i3UYHE HaBaH-
taxxerns = {0 — tak; 2 — Hi};

ps — BxuBaHHs oBouiB y Ty = {0 — koxeH neHp; 1 —
HE KOYKEH JICHb };

Ps — BXXKUBAHHS AHTHTIMEPTEH3MBHHUX IMpenapaTiB Ha
perynsipuiid ocHoBi = {0 — Hi; 2 — TaK};

p7 — migBHIEHNH piBeHb TIOK03H y KpoBi = {0 — Hi; 5
— Tak};

ps — cimeiina icropis miabery = {0 — BimcyTHiit y po-
muuiB; 3 — OyB y mimycs / 6abyci, TiTKH, ISIbKa, JBOFO-
pimHoro Oparalcectpu; 5 — OyB y moro OaTbka, Opa-
Ta/cecTpH, BIACHOI TUTHHU}.

[kana FINDRISC BUKOPHCTOBYETBCS y JIIOAEH BIKOM
BiZ 25 pokKiB, Ta € e()EeKTUBHUM IHCTPYMEHTOM OIIIHKH
PH3HKY PO3BHUTKY I[yKPOBOTO JiabeTy 2 THUIy, BKIOYAO-
9u O0e3CHMITOMHHI Tepedir ImMyKpoBoro aiabery Ta mo-
PYLIEHHS TOJICPAHTHOCTI 0 TIIFOKO3H.

JlonatkoBo OyJi0 PO3IJISIHYTO IMEpeNik MapKepiB IyK-
poBoro giabety Bimnosiano g0 [29]:

Po — HaIMIpHUH OO,

P10 — YacTe CEYOBUITYCKaHHS,

P11 — GpyKTOBHiT 3amax AUXaHHS;

P12 — OTaHEe 3arO€HHs PaH;

P13 — KOJIMBaHHS Barwy,

P14 — 9acTi iHpEKiT;

P15 — BITIYTTSI TOKOJTIOBAHHS B CTOMAX 1 MABIISX.

O1iHIOBaHHS TapaMeTpiB Pg+ P15 3/1HCHIOBAJIOCH Ha
OCHOBI BepOaJIbHOT IIKAK 3 HACTYMHUMH rpajaiismu: O

— «Hi»; 1 — «Tak».
OPEN a ACCESS
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Taxum unHOM, 115t onucy BIIp Oyna Bukopucrana na-
pamMeTpHuHa MOJieNb BULY:

Casej ={p1, P2, P15:di 1}

BIlp mictute 50 3ammcis, ski Oyji0 chopMoBaHO Ha
OCHOBI aHOHIMHOTO OTIUTYBAHHSI PECIIOHICHTIB (X1 + Xsp).

[Mpunyctumo, motouHa mpoOjieMHa cuTyauis 3ajaHa
HaCTYITHUMH 3HAYECHHSIMHU:

Starg = (P1=2; P2=1; ps=3; P4=2; ps=0; Pe=2; p7=5; ps=0).

3a pesynbraramu momnepennsoi ¢inprpanii bIlp Ha
OCHOBI BBe/IcHUX 0OMexeHb (BikoBa rpyna Bim 40 mo 57
POKIB; iHIEKC MacH Tina 1o 27 KF/MZ; OKPYKHICTh TaJTii 10
98/84 cm) Gyso BuaiieHo TiaMHOXHHY i3 10 mpeneneH-
TiB, Ta0I. 1.

Ta6muus 1 — Buxiani qasi, 1o xapakTepu3yoTh napameTpu Py + Pis npeueaeHty Case;

3HaueHHS TapaMeTpiB MpeLeJeHTy
Case, P1 P2 Ps Pa Ps Pes p7 Ps Po P1o P11 Pz | Pis P1a P1s
Case; 0 1 3 2 0 2 5 0 1 1 0 1 1 1 1
Cases 2 1 3 2 1 0 3 0 1 0 0 1 1 1 1
Casess 2 1 3 2 1 0 3 0 1 1 0 1 1 1 1
Casey 0 0 0 0 1 0 0 3 0 1 0 0 1 1 0
Caserr | 2 1 3 0 1 2 5 3 1 1 0 1 1 1 1
Casey 3 0 0 2 1 0 0 0 1 0 0 0 0 1 0
Cases | o 1 3 2 0 2 5 5 1 1 1 1 0 0 0
Casess | 3 1 3 2 1 0 0 5 1 1 0 1 1 1 1
Caseso 2 1 3 0 1 2 5 3 1 1 1 1 0 0 0
Cases 0 1 3 2 0 2 5 5 1 1 0 1 1 1 1

[Tapamerpu npeueneuty Case; GopmyBainuce Ha OCHO-
Bi OLIIHOK PECTIOHJICHTY X;.

5 PE3YJIbTATU

Bianosinzo no vorauii TI'M BuxinHi gaHi Tadn.1 mo-
xyTb Oyt momani y ¢opmi IC Sys=(U,P,V,T), ne
U ={Case;} — He mOpoKHs CKiHYEHA MHOXKHHA CIECMCH-
tiB (yHiBepcym), |U [=10; P={p, |l =115} — He nopo-
XKHS CKIHUEHAa MHOKHHA MPUMITUBHUX aTpuOyTiB (mapa-
METpiB, MO OMUCYIOTH MOTOYHY CHUTYAIlio0); Vpl cV
MHOXXHHA 3Ha4eHb mapametpy p; f — inbopmaniitna GpyH-
Kuis, Taka, mo Vp, € P, CaseeU, f(Case, p;) eVp, -
Ha muoXxwunHi P Bunisieno nigMaoxunu C i D Taki, mo
C,Dc P, me miamuoxuna C={p;|i :].,_8} SIBJISIE CO-
0010 MHOXKUHY T1apaMeTpiB, c(hOPMOBAHUX BiJIOBIIHO 10
mwkamu FINDRISC; migmuoxxuna D ={p; |i:T15} mic-
THUTb JIOJATKOBI mapameTpu (MapKepH IyKpOBOro aiabeTy
BianoBinHo 10 [29]), mo HeoOXimHi mis (opMyBaHHS
1i160B0T MHOKHHH UggrgcU.

3a maHumu Tabsa.1l MOXKHa BHIUTUTH HACTYITHI KJIach
eKBIBaJICHTHOCTI 3a 3HaYeHHAMH IapameTpiB Pj € C :

E,;={Case,};
Es={Casez};
Es={Case,;, Cases};
E,={Casess}.

E,={Case,, Caseys};
E,={Cases };
Es={Cases;, Caseyo};
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[Mpunycrumo, 1o 1uinboBa MHOKUHA Uyyq MICTHTB Ta-
ki X, i sxkux VP € D\{py1}: pj =1; pun =0, mo, Bix-
noBixHO 10 [29], BinnoBinae pu3uKy HasBHOCTI IIyKPOBO-
ro AiabeTy pyroro THILY.

Takum guHOM, Oyne chopmMoBaHA HACTYITHA LiTHOBA
MHOJKHHA!

Usarg={Casey, Casesg, Case,z, Casess, Cases}, UtargcU.

3a manumu 1a61.1 s Pj € C pospaxyeMo 3HaYCHHS
POSg, NEGg, BNg, BUtarg , ﬁUtarg BIZIMOBITHO 110 co-

PMOBaHUX KJaciB ekBiBaJIeHTHOCTI E; + E7:

POSR(Utarg)= RUtarg ={Casey, Casess};

RUtarg ={Case;, Case;,, Case;s, Casey, Casesy,

Casesg, Casesp, Caseqs};
BNr(Utarg)={Case,, Casey,, Caseys, Case,;, Casess,
Casezg, Case,g, Caseqg} — {Case;, Casesg} =
= {Case;,, Cases, Casey;, Casess, Caseq, Caseso} ;
NEGRg(Usarg) ={Case;, Case;,, Casess, Casezs, Casez,
Caseg;, Casess, Casess, Caseq, Cases} — {Case;, Cases,,
Caseyg, Case,7, Casess, Casesg, Caseq, Cases} = {Casess,
Casez; }-

OTxXe, 13 TOJANBIIOTO aHAaTi3y BUKIIOYAEMO ITiJIMHO-
xury U'={Case,y,Cases }, ockimbku NEGg(Uirg) =
{Case,,, Cases }.
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Ha ocuoBi merpuku EBkiiga, VCasej eU \U' o6un-
ciumo BigcTalb d(Serg, Case;) [30]:

5 Starg Casei 2
d(Starg, Casej) = > Pj " —Pj
=1

(14)

CryniHp HoMi6HOCTI MK TIOTOYHOIO CUTYAII€r0 (Starg)
ta koxuuM Casej e U \U’ Bu3HauaeThCs BiAMOBIAHO 10

BUpA3y:
s |1 2B C8) | h0 5
D" d(Suy.Case)
Case;eU\U'

3a pesynbTaTaMu MPOBEACHHX PO3PAXYHKIB, Mpere-
nent Case; (S; =94 % moxibHocTi) € HaWOLIBIT GJIU3b-
KHM JI0 TIOTOYHOI MpoOneMHoi cuTyalii Starg. HeoOXinHO
BiJI3HAUUTH, 10 mpereaeHT Case; 3a oliHKaMU mapamMeT-
piB pj €C (tabn. 1) 6ys0 BigHECEHO OO MO3UTHUBHOI 00-

nacti uinboBoi MHOokmHEH (Case; € POSR(Utarg) ), 1o
BKa3y€e Ha HOro OJHO3HAYHY NPHHANCKHICTD 10 Ularg.

6 OBI'OBOPEHHS

3anpornoHoBaHa B poOOTi JIBOETAITHA MPOLEAypa 3BY-
XKEHHs BUXigHoi MHOXMHM IpenexaeHTtiB Case; € CL me-
pendavae momnepenHio rpyOy QiIbTpalilo MpeleneHTIB
IIISIXOM BBEJICHHsST OOMEKEeHb Ha 3HAYCHHS NapaMeTpiB
NpEIe/ICHTIB Ha MEepPIIOMY €Talll Ta JI0JAaTKOBE 3BY)KEHHS
OTPUMAHOI i IMHOXHHH TperieeHTiB MeTogamMu TTM Ha
JpyroMy eTari.

3anpornoHOBaHUI aaropuT™M QinbTpanii mpeneaeHTiB
no3Boisie Biacikatu wactuHy bBllp, ska He BimmoBimae
3aJlaHMM TPaHUYHAM MEXaM MapaMeTpiB LiTbOBOTO mHpe-
nenenTy Caseirg, Ta HE BUMara€ 3Ha4HHX OOYHCIIIOBAJIb-
HUX pecypciB. [Ipore HEOOXimHO 3a3HAYNTH, IO 3aIPO-
MTOHOBaHa TPOIeAypa HE BPaXOBYE IILIBHICTH PO3MOILTY
MIPELEACHTIB, TAKUM YHHOM MOXKE OYTH OTpHMaHa MOpo-
KH miaMHokuHa mipeneneHTis CL' < CL, a6o HaBmakw,
MIMHOKAHA 31 3HAYHOIO KUTBKICTIO TPENEeHTIB, 10 B
pe3ysbTaTi MO3HAYUThCS Ha €(EKTHBHOCTI ITOJANBIIOTO
nouryky. Lleli Hemonik Moxe OyTH TOAOJIAHO HUISIXOM

IOIIYKY ONTHMAIbHUX 3Ha4eHb [a7;bf], abo 3acrocy-
1M

BaHHs mpoueaypu iHnekcaunii bIIp 3 Merolo Bu3HaueHHs
nigvuaoxuan CL' < CL . THImuM npo6IeMHUM TTHTAHHAM
€ aHaJli3 Mpele/eHTIB, PO3MIllleHHX Ha Mexi, abo y 0e3-
MOCEPEIHIN OJIM3BKOCTI O MEXI MiAMPOCTOpY, M0 Mic-
THTH MHOXKHHY TiperienenTiB CL' < CL .

3anpornoHoBaHa B POOOTI MpOIEaypa IMOJATBIIOTO
3BY)KEHHSI, BU3HAYEHOI Ha MONEPEIHHOMY KpOIIi ITiIMHO-
xuan npereaeHTiB CL', 103BoJIsie PO3MITATH MHOKHHY
CL' wa migrpymu, mo Bignosimarots mo3utuHii (POSR),
ueratuBHiit (NEGR) Ta rpannuniit (BNr) obmactsim 3ama-
HOI 1Tb0BOT MHOKMHU Uiarq. B 0CHOBI 3amporoHoBaHOoT0
HiIX0ay JEKHUTH Mporeaypa GopMyBaHHS LiTbOBOI MHO-
KUHU Ugarg ipu o6y 1oBi POSg, NEGg Ta BNR obnacTeii.
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LlinboBa MHOXKHMHA Uiarg MOXe OyTH copMoBaHa 3a BH-
3HAQUEHWM IiepenikoM mapameTpiB P € P, abo 3amana

EKCIIEPTHUM IIUITXOM.

B ocHOBy mepmioro migxomy Moxe OyTH MOKJIaneHO
BHUpIillICHHsT 3ama4i Kmacrepusaitii arpubytis IC Sys (ski
no cyti e mapamerpamu mpenencHty Case;). B mpomy
BUIIAAKY  peNpe3eHTaTHBHI  aTpuOytn  (mapamerpu
p; € P), 3uaiineni y kmacrepax, MOXKyTb OyTH BHKOPIC-

TaHi 114 GopMyBaHHs LiIb0BOI MHOKUHH Uty
IMapamerpu pj € P, 3a axumu 6yno no6ynoBaHO Uy

BUKJIIOYAIOTHCS 13 pO3MIIsAY MpH (POPMyBaHHI KJIAciB €K-
BiBanenTHoCTi E;, Ta Bu3Hauenus obnacreii POSg, NEGg,

BNg, RUtarg ﬁutarg Hi1b0BOT MHOKHHH Ulyrg.

B sxkocTi iHImoro migxomy 10 (GopMyBaHHS IIiTHOBOI
MHOXUHHU Uyyg MOXKE OyTH PO3IIIsIHYTa HpoLexypa BUOO-
py HpeueneHTiB 3a Iapamerpamu Py € P, mo MaioTsb

HaKOIIpIle 3HAYEHHS MPU aHali3i MOTOYHOI cuTyamii S
(naiibinplre 3HaveHHs BaroBux koedimieHtiB W €W

abo 3naueHns W) € Wy 3aiaHOMYy Jiama3oHi).

dopmyBaHHS 1iNb0BOTI MHOXKHHHU Uyyg HA OCHOBI €KC-
MepTHUX MepeBar (Ha OCHOBI OINIHOK OMHOTO YW TPYIH
EKCIepTiB) € GiNbIll Cy0’ €KTUBHUM TiJXOJ0M i OMHUPAETh-
cs Ha tocBin 1 3HaHHs daxiBug [IpO.

BUCHOBKH

VY po6OTi pO3MIISHYTI MUTAHHS MOJAHHS T4 BUBEICHHS
3HAHb HA OCHOBI MPELEAEHTHOTO MiJX0My Ta METOJIB
TI'M; 3anponoHOBaHa ABOETAaHA MPOLEIypa MOLIYKY Ta
BITy4eHHs npernenenTiB i3 BIIp B ocHOBY skoi mokase-
HO MEXaHi3M IOTepeIHbOI (HLTbTpamii BUXiTHOI MHOKUHH
MPELEe/ICHTIB 32 BBEICHUMHU OOMEXEHHSIMHU Ha MapamMeTpu
JILOBOT CHTYyallii Ta JOJATKOBE 3BYXKEHHS OTPHUMAaHOI
MiZIMHO)KUHK TIPELEZCHTIB Ha OCHOBI MaTeMaTHYHOTO
anapaty TT'M.

B OCHOBi 3ampoNOHOBAaHOTO MiAXOAY A0 3BYXKEHHS
BUXIHOT MHOKHHH TIPEIIEAEHTi, OTPUMAHOI 3a pe3yJibTa-
Tamu nonepenHboi insrpanii bIlp, nexxuts npouenypa ii
THYYKOTO CETMEHTYBAHHS 3a PaXyHOK aHANi3y CTYICHIO
BiJIMIOBITHOCTI MOTOYHOTO TPENENCHTY 3aJaHiil IITEOBIH
MHOXKHHI TIpereIeHTiB. [lo mepmoro cerMeHTy BiqHECEHO
MPeLeACHTH, M0 B TOBHIM Mipi BiINOBIZAIOTh 3adaHii
LUIbOBIH MHOXHUHI TPENEeCeHTIB; A0 APYroro CerMeHTy
BIJIHECEHO TaKl IPEleNeHTH, SKI MOTEHIIHHO MOXYTh
Halle)KaTl BH3HAYEHIM I[TbOBIH MHOXHHH; TpETild cer-
MEHT MICTUTh NpENEJCHTH, 5IKi 13 YNEeBHEHICTIO HE MO-
JKYTh HaJISKATH 3aJlaHii 1inboBiH MHOXUHI. [IpeneneHTy,
[0 HAJEXaTh J0 TPETHOrO CErMEHTY MOXYTh OyTH i3
YIEBHEHICTIO BUKIIOYEHI 13 MOJATBIIOr0 PO3IJSILy Ta
TIOUIYKY PillIEHHS.

HaykoBa HOBH3HA OTPHMAHHX PE3yJbTATIB MOJSATAE
B TOMY, IIIO JIiCTaB IMOJAJIBIIIOIO PO3BUTKY METOJ MipKYy-
BaHb 3a MPEIEACHTAMH 32 PaXyHOK KOMIUIEKCHOTO 3aCTO-
CyBaHHS MexaHi3My ¢inbrparii Ta Metonis TTM B mpo-
Henypi MOIIyKy HpeleeHTIB, 0 B HalOLIbIIiN Mipi Bif-
MOBIJIAIOTh MapaMeTpaM IiboBOI cutyarii. MatemaTuy-
nuii anapar TI'M no3Bonsie popmyBaTH 10JaTKOBE PO3-
outtst BIIp 3 MeTO0 BUITyUEHHS i3 MOAAJIBIIOT0 PO3TIISAY
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NpPEIEICHTIB, IO HE BINMOBIJAIOTh 3aJaHild IIIHOBIN
MHOKHHI.

IIpakTyHa HiHHiCTH MOJIATaE B TOMY, I1IO 3aMPOIIO-

HOBaHWW MiJXifl, JO3BOJSE 3BY3UTH BUXIIHY MHOXHHY
TIPELE/ICHTIB 3 METOI0 CKOPOYEHHS 4yacy IOLIYKY Ipere-
JICHTIB, SIKI B HAalOUIBIIOMY CTYIEHI BiIIOBIAAIOTH Iapa-
MeTpaM MOTOYHOI CHTYaITii.

HepcneKTan nmoaaJbIInuX ZlOCJIiI[)KEHL IOJIATaI0Th

y AOCHIpKeHH] miaxoniB 10 GopMyBaHHS HIIHOBOI MHO-
JKHHU TIPELE/ICHTIB.

NOJsAKHA
Po0OoTa BUKOHaHA 3a MIATPUMKH IMEHHOI CTHUIICHIIT
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ABSTRACT

Context. The situational approach is based on the real-time decision-making methods for solving current problem situation. An
effective tool for implementing the concept of a situational approach is an experience-based technique that widely known as case-
based reasoning approach. Reasoning by precedents allows solving new (latest) problems using knowledge and accumulated experi-
ence of previously solved problems. Since cases (precedents) describing a scenario for solving a certain problem situation are stored
in the case library, their search and retrieval directly determine the system response time. In these conditions, there is a need to find
ways of solving an actual scientific and practical problem aimed at optimizing case searching and extracting processes. The object of
the paper is the processes of searching and extracting of cases from the case library.

Obijective. The purpose of the article is to improve the process of cases searching in CBR approach by narrowing down the set of
cases permissible for solving the current target situation, and excluding from further analysis such cases that do not correspond to the
given set of parameters of the target situation.

Method. The research methodology is based on the application of rough set theory methods to improve the decision-making pro-
cedure based on reasoning by precedents. The proposed two-stage procedure for narrowing the initial set of cases involves prelimi-
nary filtering of precedents whose parameter values belong to the given neighborhoods of the corresponding parameters of the target
situation at the first stage, and additional narrowing of the obtained subset of cases by the methods of rough set theory at the second
stage. The determination of the R-lower and R-upper approximations of a given target set of cases within the notation of rough set
theory allows dividing (segmenting) the original set of cases available for solving the current problem stored in case library into three
subgroups (segments). The search for prototype solutions can be performed among a selected subset of cases that can be accurately
classified as belonging to a given target set; which with some degree of probability can be attributed to the given target set, or within
the framework of the union of these two subsets. The third subset contains cases that definitely do not belong to the given target set
and can be excluded from further consideration.

Results. The problem of presentation and derivation of knowledge based on precedents has been considered. The procedure for
searching for precedents in case library has been improved in order to reduce the system response time required to find the solution
closest to the current problem situation by narrowing the initial set of cases.

Conclusions. The case-based reasoning approach is received the further development by segmenting cases in terms of their be-
longing to a given target set of precedents uses methods of the rough set theory, then the search for cases is carried out within a given
segment. The proposed approach, in contrast to the classic CBR framework, uses additional knowledge derived from obtained case
segment; allows modeling the uncertainty regarding the belonging / non-belonging of a case to a given target set; removing from
further consideration cases that do not correspond to a given target set.

KEYWORDS: situational management systems, rough set theory, case-based reasoning, case library, lower and upper approxi-
mation of the target set.
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ABSTRACT

Context. The article addresses the problem of causal events asynchrony which appears in the service-oriented information
systems that does not guarantee that the events will be delivered in the order they were published. It may cause intermittent faults
occurring at intervals, usually irregular, in a system that functions normally at other times.

Objective. The goal of the work is the comparison and assessment of several existing approaches and providing a new approach
for solving the causal events synchronization issue in application to the systems developed using Command Query Responsibility
Segregation (CQRS) with Event Sourcing (ES) architecture approach.

Methods. Firstly, the method of estimation of the likelihood of causal events occurring within the systems as the foundation for

choosing the solution is suggested. Based on the results of the analysis of several projects based on CQRS with ES architecture it
shows that the likelihood of critical causal events depends on the relationships among entities and the use-cases connected with the
entities. Secondly, the Container of Events method, which represents a variation of event with full causality history, adapted to the
needs of CQRS with ES architecture systems, was proposed in this work. The variants of its practical implementation have also been
discussed. Also, the different solutions, such as Synchronous Event Queues and variation of Causal Barrier method were formalized
and assessed. Thirdly, the methods described have been discussed and evaluated using performance and modification complexity
criteria. To make the complexity-performance comparative assessment more descriptive the integrated assessment formula was also

proposed.

Results. The evaluation results show that the most effective solution of the issue is to use the Container of Events method. To
implement the solution, it is proposed to make the modifications of the Event Delivery Subsystem and event handling infrastructure.

Conclusions. The work is focused on the solution of the critical causal events issue for the systems based on CQRS with ES
architecture. The method of estimation of the likelihood of critical causal events has been provided and different solutions of the
problem have been formalized and evaluated. The most effective solution based on Container of Events method was suggested.

KEYWORDS: Service-Oriented Architecture, Event-Driven Architecture, Event Sourcing, Events synchronization, Domain

Driven Design.

ABBREVIATIONS

CQRS is a Command Query Responsibility
Segregation;

DDD is a Domain Driven Design;

DL is a Description logics;

EDS is an event-delivery subsystem;

ES is an Event Sourcing;

HSSM is a Halstead Software Science Metrics;

IoT is an Internet of Things;

SQL is a Structured Query Language.

NOMENCLATURE
a is a weight of integration complexity in comparison
with maintenance complexity;
B is a weight of maintenance complexity in
comparison with integration complexity;
A is a bounded lifetime of a broadcast message;
€ is a set of all events occurred in domain;
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NV is a set of all notifications — messages sent by all
the publishers about the events;

p is a weight of performance in comparison with
complexity;

7; is an interval of subscription;

a, b, c are events;

A is a certain type of events;

€ is a set of event types related to a subset of events;

C, is a complexity of method’s integration;

Ci is a clock function be Lamport;

C. is a complexity of maintenance the system with
integrated method;

C(a) is a timestamp of the event a;

C(A), C(B), C(H), C(P), C(S) are use cases connected
with creation;

e;,e are causal events connected with the creation of

Yol
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the instances;
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e,,€ are events connected with the removing of the
instances;
e, ,e, are events connected with the modification of

the instances;
e,,e,,e, are l-st, 2-nd, k-th events;
E is a set of events of a distributed computation;
U; U;
Eaib+c > EaJlrb’
specific use case U,
E,, E. are events of a distributed computation;
Ei is a subset of events of a certain type;
Ei. is an integrated performance-complexity metric;
hy,,h,_,h, | is a part of handler responsible for

) o =Us
Eg;c, Eg' JEp s Egk are event types for

processing events < €;,€, > in Causal Barrier variant;
€X, is an exceptional situation when e, is lost or can

be considered as lost after a defined period of time, i.e.
bounded lifetime A has expired;

H. is a set of command handlers;

He is a set of event handlers;

H(b) is a causal history of the event b;

H(Ej) is a set of handlers responsible for processing
different combinations of events from the Ej group of
events;

lj is a subset of incoming events which j-th event
handler rj, is subscribed to;

k is a number of causal events within the Ej group;

| is an order of magnitude;

m is a modification function which denotes the
applying transformations to the existing system;

M(A), M(B) are use cases connected with modification;

n is a number of connected events within the Ej group;

n., n,, m;, m, are multiplicity coefficients;

N is a k-th notification;

n; is a represents the count of distinct operators;
N, is a represents the count of distinct operands;
N, is a total number of operators;

N, is a total number of operands;

ntf() is a notify function;

O is a set of four basic interface operations;

Pavg 1s an average relative performance;

B, is an average high load performance;

Phpi is an average high parallel load performance;

P is a relative performance of the k-th method;
P is a subset of the events published by W ;
R is an average low load performance;

Py is a set of all notifications published by the
command handler;

pub() is a publish function;

r is a remove predicate;

r; is a j-th event handler;

R(A), R(B) are use cases connected with removing;
s,t,u,v,u',v',u'",v" are time markers;
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S is a subscription to A-type events;

Sx is a set of active subscriptions for event handler;

sub() is a subscribe function;

Ty is a represents the time metric;

Tmin 1S a represents the lowest time metric across all
compared metrics;

Ui(A), Ui(B) are use case;

usub() is a unsubscribe function;

W, is a i-th command handler;

W, W, W, are worlds, using Kripke semantics;

W is a set of worlds, using Kripke semantics;
O is a necessary truth;

O is a possibility;

—Q is a impossibility.

INTRODUCTION

Development of the Modern software is an essential
part of any business which helps to increase productivity,
reduce costs, and improve customer services. But the
modern business is always under the influence of
changing business rules, adding new activities,
modifications of procedures and processes. Thus, the
systems developed as a business infrastructure should be
flexible enough to be adapted to business and system
requirements changes as quickly as possible. To handle
this challenge different approaches [1], principles [2] and
architectures [3—6] are provided.

One of the effective solutions is to build the system
using event-driven architecture [4] which is based on
Publisher-Subscriber pattern [7] of communication. It
allows to enable indirect communication between
modules (usually cloud services [5, 6]) using an
intermediate infrastructure called Event Publisher which
is responsible for delivering the messages published by
the publishers to the subscribers. And thus, it allows to
increase the level of flexibility [8] and scalability of the
system.

Whilst event-driven and service-oriented architectures
offer advantages at the system level, the combination of
the Command Query Responsibility Segregation (CQRS)
with Event Sourcing (ES) architectural design patterns is
frequently employed in such systems to enhance
application-level performance [9-11].

CQRS [12] is a design pattern that separates the
command (write) side of an application from the query
(read) side. CQRS is used in conjunction with ES [13] to
provide a clear separation between the handling of
commands that change the application state and the
retrieval of data for querying. During a write operation,
events are recorded in the event store, and the client is
informed that the source of truth of the system has been
updated, and eventually [14], the other parts of the system
(e.g. projections [15], services) will be updated. The
projections, which are denormalized data representations
stored in the format requested by the client, are eventually
updated by the event handlers subscribed to certain events.
Projections may be based on SQL or NoSQL databases,

or even pre-rendered web pages.
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The main advantages of CQRS with ES architecture
are as follows. Write operations are performed quickly in
comparison to the non-CQRS systems, because the
execution of the commands does not depend on database
manipulation, and data manipulation is restricted only to
saving events, which appear in the result of the command
execution, to the Event Store. Read operations are
reduced to selecting pre-prepared data causing significant
speed-up of user query processing. Clear separation of
concerns between commands and queries, facilitating a
more modular and maintainable codebase.

The CQRS with ES architecture is the most applicable
for systems that are based on events on a business level,
e.g. trip systems, financial systems [16]. But this
architecture is not applicable to systems that require a
strong degree of temporal consistency [17].

The systems based on CQRS with ES architecture can
also use the Publisher-Subscriber pattern to realize
flexible, indirect communication between command
handlers, which are the producers and publishers of the
events, to the event handlers, which are the subscribers of
the events.

The object of the study is a causal events
phenomenon which appears in information systems.

One of the important problems which appears in the
systems based on CQRS with ES architecture which uses
Publisher-Subscriber pattern for enabling indirect
communication between command handlers and events
handlers is the problem of synchronization of causal
events. Causal events are causally related events the order
of which should be preserved, i.e. the events connected by
happened-before relationship [18, 19]. The source of the
problem is the fact that the event delivery subsystem does
not guarantee that published events will be delivered in
the order they were published. It may cause intermittent,
hardly detected faults occurring at intervals, usually
irregular, in a system that functions normally at other

times. The existing solutions of this problem are not
formalized and evaluated, the likelihood of appearance of
the issue is not well understood. Therefore, to provide an
effective solution to this problem, preserving the
maintainability level of the system, it is necessary to
study and evaluate the existing methods of the solution.

The subject of the study is the issue of
synchronization of causal events in systems based on
CQRS with ES architecture.

The purpose of the work is evaluating the likelihood
of the appearance of causal events in systems based on
CQRS with ES architecture and provide the most
effective method of the solution to the problem based on
the results of the evaluation of different existing and
novel solutions using complexity and performance criteria.

1 PROBLEM STATEMENT

Among several well-known problems connected to
CQRS with ES architecture [20, 21] the problem of
critical causal events synchronization has not been fully
studied. Perhaps, the reason is that using Publisher-
Subscriber pattern is not only one way to realize the
communication between Write and Read subsystems. The
source of the problem is connected to Publisher-
Subscriber pattern and inability of the event delivery
subsystem to guarantee the preservation of the order of
published events, i.e. that published events will be
delivered in the order they were published. It may cause
intermittent synchronization faults which are considered
as one of the most difficult problems in distributed
programming [22].

The main phases of the typical workflow of the
command processing by the system built using CQRS
with ES architecture and Publisher-Subscriber pattern-
based communication subsystem considered in this paper
are as follows (See Fig. 1).

Client AP| Gateway Command Bus Query Handler Domain Event Bus Event Handler Projection

Write Request

Command
Command |
Process C_[?ﬂll_llrllld
Lo
Acknowledgement Response
One or mare Evenls
Process Event
Update Projection
Read Request
Query
Gel Projection |
Projection DTO

Client AP Gateway Command Bus Query Handler Domain Event Bus Event Handler Projection

Figure 1 — The typical workflow of the command processing by the CQRS with ES system
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After the request validation, the command enters a
command handler, a certain component of the application

business logic layer responsible for processing the request.

The command handler uses repositories to retrieve an
aggregate or some aggregates (domain layer entities)
needed to perform the task. Then it calls a method or
some methods of the aggregate [23]. In response,
aggregate generates domain events which reflect the
changes of the state of the aggregate.

Domain events are accepted and then put by the
command handler to the Event Store unit responsible for
saving and, publishing those events to Event Bus (the
module responsible for delivery of the messages to
subscribers, i.e. event handlers).

Event handlers subscribed to the different types of
events receive and process published events. Some of the
event handlers could be responsible for notification
delivery, others for dynamic reports preparation
(projections), etc.

Following [24] formally the system can be described
as a tuple.

(HeH U, S0P V. E,E, T, 6,0),

H. is a set of command handlers responsible for
processing incoming commands and publishing the
notifications to event-delivery subsystem (EDS); H. — a
set of event handlers subscribed to notifications sent by
the EDS; € — the set of all events occurred in domain;
IV — the set of all notifications — messages sent by all the
publishers about the events; E: —> € — a unary function
that maps a notification to the event the notification
represents; € — the set of event types related to a subset
of events, and used to restrict the scope of variables,
control the formation of expressions, and classify
expressions by value [25]; T: € —> € — a function that
maps an event to the event type, consiquently the
notifications could also be mapped to event types using
the composition of functions E and T, so we can say that
€ represents the set of notification types as well; S, —is a
set of active subscriptions for event handler x €V , where
one subscription relates to a specific type of events; P, —
is a set of all notifications published by the command
handler yeH. ; O — a set of four basic interface

operations [26] which can be defined as follows.

pub’(n,) — notification n, e N related to event
e, € € (which happened in domain) is published by the i-
th command handler w, € H, to EDS at time u, that

means that not all domain events obtained in result of
command execution may be transformed to notifications
and published by the command handler to EDS, but all
the notifications are mapped to the events,

Subtj(A)<:>5AeSrj — event handler rjeHg can be

subscribed to notifications about the events of a certain
type Ae € at time t. The result of the operation is the
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subscription added to a set of active subscriptions of the
rj, Le. Sp€ Srj Following [27] we can define the

subscription Sp € Srj as a predicate: if the notification n,

matches the topic (or channel) of subscription (in our case
the channel is related to notification type A), i.e. if ng : A,

then Sp(ng)= T, and then the notification will be

delivered to the event handler r; at time v >t , denoted

by nfyj(ny), otherwise s(n) =L, and the event will not

be delivered to r.

nfy\j’(nk) — is the operation of delivery of the

notification. Thus, if j-th event handler is subscribed to
notifications of A type, and the notification of that type is
published by a publisher (we use ‘ ’ index to show the
independency of command handler).

N : A pubE(nk)/\sASrj s nfyjin).v>u. (1)

usub;(A) =s, &S, — event handler r; € H, can be

unsubscribed from notifications about the events of a
certain type A at time t, the result of the operation is the
subscription excluded from the set of active subscriptions
of the ;.

This model does not reflect all the specific features of
the system (e.g. events storing, replay mechanisms etc.)
and is focused on the components connected with critical
causal events issue.

It should be noted that inspire the difference of the
meaning of the event and the notification terms we are
intended to use only event term denoting the events
passed by the command handler to EDS and then
delivered to subscribers. Formally the problem can be
described by the time diagram shown in Fig. 2.

w;

EDS

Figure 2 — A time diagram of a distributed computation

In the diagram command handler w; € H; in result of
a command processing passes two events €,6, to the
EDS, the dotted line shows that e, is an effect of e, i.e.
e; is the cause of e,. The projection of position of the

events on the Time-axis shows their temporal relation as
follows: pubj(e;) < pubj(e,) , i.e. publishing of e by
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w, precedes publishing of e, by the same w; command
handler, “< " denotes strict partial order relation. Another
way to denote the relation is pubj” (e;) A puby’ (e,) , where
e, € €,s<usv<tand s,u,v,teT, T is the set of

the clock’s ticks.

e.e,€PRI;, where B, — a subset of the events

published by w;, |, — a subset of incoming events which
j-th event handler r; € R, is subscribed to, i.e. R, Ij cN.
The interval of subscription Tj(Sa,S,t) € Srj of j-th

event handler r;to events of type A is an interval between
subscription occurred at time S that can be denoted as
subf (A) and unsubscription occurred at time t denoted by

usubtj (A), s and t are timestamps, i.e. S,teJ and s<t.

It means that if e, : Amatches the subscription S, in
the defined interval tj, and the e, is published by a

command handler at time s <u <t, then the event will be
necessarily delivered to the event handler r;by the EDS
and reversely, if the event is delivered then it was
published by a command handler and matches the
subscription in the defined interval. Formally this
assertion can be described by the following formula.
e AT € Srj A pub(ey) & o nfyj”'(ek) , )
where s<u<u'<t and s,u,u',te 7. We use the
necessitation operator o0 from modal logic in this formula
to underline the restrictions of the model applied to the
systems under consideration, because in different real
systems the inviolability of the rule seems doubtful.

The formal description of the problem using modal
logic [29] can be represented by following formula:

rf,rJB eS¢ A puby (e)) A puby’ (ey) =

sy e nty Y en o (it e anty o))

where

1:? = rj(SA,S,t),rlj3 = rj(sB,s,t),el tAey:B, (¥
sSu<v<V'<U'<t and sSu<v<u'<Vv'<t
s,u,v,ut,vi,u",v' teT.

This formula can be interpreted using Kripke
semantics [30] as follows. For a model with worlds (states)
W,, W, accessible from actual world w, it is true that:

W, |= rf,r? eS¢, A pubi’ (e)) A puby (e;) =

(6))
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o oy ) iy )|
W, [= rjA,r? €S A pub;’ (&) A puby’(e;) = ©)
oty (@) iy} o)
Which implies
wi=th, 8 €5y A (publ e n publ (e )= %)

o [lnfy ) Anfy? (e)v (nfy" () Anfy! (e,))]

W, Wy, W, e W,

It means that for the system in w there could
necessarily be one of the situations, i.e. accessible worlds
w; and W,, in which the events are delivered in the order
they have been published (w, case) and — the reverse
situation (W, case).

The consequence of this is:

W= rf,rJB €Sy, /\(pubi“ e)A pubi"(ez)):>

. : ®
0 [ty (e Aty (e)

which means that the systems under consideration allow
the situation when the causal events are not delivered in
the order they have been published. Here the existential
modality operator ¢ denotes the possibility of the
situation.

It is worth to note that for some event handlers the
order of handling causal events is not critical, and the
interpretation of the identified problem mostly depends on
the system configuration.

Let us see two examples of the projects where this
issue is acutely expressed.

The first example is the clinic information system.
The clinic specializes in surgery operations, including
emergent surgery, but also provides consulting services.
Each Hospitalization instance should refer to an instance
of the Patient class, but in some cases (for example,
emergent) the Hospitalization can be created as a result of
the ResisterPatientWithHospitalization command
execution. The appropriate command handler triggers the
creation of the Patient aggregate and calling its
AddHospitalization method. In result, command handler
reads PatientCreated and HospitalizationCreated domain
events from the Patient aggregate and passes them to EDS
in <PatientCreated, HospitalizationCreated> order.

The application that uses the API reacts to the
HospitalizationCreated event by checking the existence of
the Patient instance and if it does not exist in a cache, it
causes the error. But in the case of an EDS that does not
guarantee the order, the events that were published in
order <PatientCreated, HospitalizationCreated> can be
delivered in order <HospitalizationCreated,

PatientCreated> causing the error.
OPEN 8 ACCESS @
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Another example is a financial system, where the
broker is the owner of the group of users. Each broker
must be connected with the group, but the group can be
temporarily without an owner (this exceptional case can
happen when the broker leaves the system for some
reason). As a rule, the creation of the group is part of the
broker creation process, but it could be the situation when
the broker is assigned to the existing group which was
owned by another broker. Thus, when a user adds the
broker, the system can generate at least two variants of
event sequences: <GroupCreated, BrokerCreated>,
<BrokerCreated>. And, as in the previous example, it
could cause an error in case of reverse order of delivered
events.

Thus, this paper is devoted to resolving of these types
of issues.

The solution of the problem of critical causal events
synchronization depends on the solution of three main
tasks which are as follows:

1) Providing a method of assessment of the likelihood
of the issue which can be used to estimate the risks of
critical causal events issue and to choose a proper strategy
to address the issues discovered.

2) Providing a complex of methods and strategies to
solve the issues considering the experience for handling
the related problems in distributed information systems.

3) Providing a method of evaluation of effectiveness
of the methods using the complexity and performance
metrics.

2 REVIEW OF THE LITERATURE

The problem of synchronization of causal events was
first addressed by L. Lamport [18]. In his paper he
discussed the partial ordering defined by the “happened
before” relation which is accepted by the researcher’s
community as the definition of “causality”. In accordance
with Lamport

Definition 1:

The “happened before” relation, in literature after
Lamport denoted by —, is the smallest transitive relation
that satisfies the following properties for any two events:

1) If a and b are events in the same process p;, and a
comes before b, thena —b.

2) If a is the sending of a message (send event) by one
process p; and b is the receipt of the same message
(receive event) by another process p;, thena —> b.

3)Ifa —>c¢c—> ...—> bthena = b.

Happened before is strict partial order relation
(<) which is irreflexive, asymmetric and transitive [22].

Thus, a—>b<a<b.

Firstly, it is worth to note that Lamport wrote that this
relation could be interpreted as that it is possible for event
a to causally affect event b. Thus, the relation shows only
causality potential, not true causality.

Secondly, the second property of the relation is very
important for understanding the methods suggested to
resolve problems of causality in distributed computing.
According to [22] a send event reflects the fact that a
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message was sent; a receive event denotes the receipt of a
message together with the local state change according to
the contents of that message. A send event and a receive
event are said to correspond if the same message that was
sent in the send event is received in the receive event. It is
also assumed that a send event and its corresponding
receive event occur in different processes.

The presented semantics of event and a message term
is slightly different from the semantics used in event-
driven architecture, Publisher-Subscriber pattern [28],
software systems, where the event is a signal emitted by a
component upon reaching a given state, which carries an
information about the fact of state changed and can be
broadcasted to the processes subscribed to such type of
events. The message contains a request or command, and
it is point-to-point interaction oriented.

Lamport gave a distributed algorithm for extending it
to a consistent total ordering of all the events which is
based on logical clocks. Each process has its own clock

function C; that assigns a number (timestamp) Cj(ay) to
event a, in that process and a<b=C(a)<C(b) .

Lamport’s algorithm has well-known restriction
C(@)<C() # a=<b to overcome which

approaches (e.g. vector clocks) were suggested [31, 32].
These methods relate to different restrictions and
limitations. For example, in [22] assumed that each
process is strictly sequential, and the events of the process
are totally ordered by the sequence of their occurrence.
According to [33] a set of vector timestamps, one per
event, cannot fully characterize a distributed computation
in the systems that allow message “overtaking”.
According to [34] these methods can only be used when
the number of processes is known by every process, so
each process can be assigned an integer number as an
identifier.

Considering that causality is “cause-effect”
connection of phenomenon through which one event
(cause) under certain conditions gives rise to another
event (effect) [22] and the true causality of events can
only be denoted explicitly [35, 36].

There are two basic classes of methods connected with
explicit definition of the events causality.

The first class of methods is based on using the causal
history of events, which can be defined as follows [22]:

several

Definition 2:

Let E = E; U..U E, denote the set of events of a
distributed computation and let a, b € E, a # b denote
events occurring in the course of that computation.

The causal history of b, denoted H(b), is defined

as  Hb)={a]acE,(a—>b)}uie} Where

—C 5 denotes true causality relation. The projection of
H(b) on E, denoted H(b)[i], is defined by

H(b)[i]=H(b)NE;.
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It is worth to note that according to [22] E; denotes the
subset of events occurring at process p;, while in the
context of this work, E; denotes a subset of events of a
certain type, a subset defined by the characteristic
predicate P;, i.e. Ej ={a|R(a),acE}.

Definition 3:

Causality and causal history are related as follows:

1) a—S>b iff ac H(b). )]
2) allb iffagH(b)Abg H(a). (10)

That means that causality relation is defined by the
causality history.

The history of events can be represented differently
depending on the specific of problems to be solved. For
example, to solve the problem of causality tracking for
distributed key-value stores in [36] proposed to describe
the history by dotted version vectors etc. But the main
idea is to attach causal history to the messages (in our
case events) passing through the nodes-processes.

The simple way is to attach full causal history to each
event, as it is proposed in [37]. Thus, the receiving
process knows the order of events and waits for the
completion of the causal event before reacting to the
consequential one. The disadvantage of the method is the
increasing of size of the additional information attached
to the event. To reduce the size of payload a set of
methods based on causal barrier has been proposed. These
methods propose carrying information about the
immediate predecessors of the event. This minimal
information constitutes the so-called causal barrier of a
message [34]. In [38][34] discussed a special type of
causal broadcast, called A-causal broadcast, that can be
used when the broadcast messages have a bounded
lifetime A.

The second class of methods is based on an
information protocol which allows to handle the causality
of events specifying the information dependencies
between the messages-communications that processes
(agents [35]) may send. An agent may send a message-
communication only if the state of the agent, which is
based on the communication history, and the message-
communication together satisfy the relevant information
dependencies.

This approach is represented in works of Munindar P.
Singh [35], who proposed a declarative, multi-agent
approach based on true causality called information
protocols. According to his works, the business process
consists of a sequence of protocols, and each protocol
reference must have at least one key parameter in
common with the protocol in which its declaration occurs.

Another variant is to use communication protocols for
point-to-point or multicast communications which enforce
only a causal delivery order [39] that means that the
delivery of messages has to be delayed according to
causality constraints.
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Among different types of distributed systems, the
systems built using Publisher-Subscriber (Pub/Sub)
pattern are the closest to the systems considered in this
paper. Publishers and subscribers are interconnected by
means of the so-called Notification Service, which plays a
mediating role by storing the incoming subscriptions and
routing incoming notifications towards the right
destinations. For scalability reasons the notification
service can be implemented in a distributed manner [40].
In [41] presented the basic operations classification,
conditions and a Fault Model connected to Publisher-
Subscriber systems which considers the problem of
ordering.

In order to implement the causal order of published
messages, in [28] apply causal barriers, but in comparison
with the classical it does not enforce the causal order
based on the identifiers of the nodes (per node vector) but
by using direct message dependencies, which renders the
algorithm more suitable for dealing with node dynamics.
Thus, each causal barrier[t] keeps information on all
messages that are predecessors of the next message that
will be published by node i for topic t; the causal barrier
consists thus of a set of message identifiers of format

(S,C) (source and sequence counter).

In conclusion it should be highlighted that there are no
well-known works connected with resolving the problem
of critical causal events in the systems based on CQRS
with ES architecture using Pub/Sub pattern to interact
with the event handlers. The existing, described solutions
depends on the specific of the problems they have been
developed for, which makes it difficult to apply them
directly to the problem under consideration.

The solution described in [35] has many similarities
with the Saga pattern [42], suggested to address
distributed transaction tasks and widely employed in
information systems, for cases when modifying one
aggregate leads to creating a command for modifying
another aggregate. However, the considered issue arises
when synchronizing causal events generated by changes
to a single aggregate. While this approach could be
applied in this situation, it would lead to suboptimal
commands structure and performance degradation.

The solution provided in [37] is adapted to distributed
virtual environment and cannot be directly applied to the
systems under consideration. Additionally, it’s not well
understood how the authors resolve the problem with
transitive events (i.e. a—>Cc—b ), and the case
a—>baa—>c=bjband a > ¢ when the events b and

¢ can be processed concurrently after the event a has been
processed. Also, there is no information on how process
sends the message to the process which is interested in
only one event from the causal events package.

3 MATERIALS AND METHODS
The assessment of the likelihood of the causal events
could help us not only to evaluate the risks connected to
the issue, but also affects the choice of a method to

manage the risks and to resolve the problem.
OPENa#CCESS @ @ @
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Based on research across several projects based on
CQRS with ES architecture and Publisher-Subscriber
pattern-based communication subsystem, conducted at
DBB-Software company [43], where causal events issue
was most acutely felt, the following dependencies has
been identified.

It was noticed that the likelihood of the issue is
contingent upon the interdependence of associated entities
within the aggregate (Fig. 3) and the relation of the use
cases connected with the entities. We preferably focused
our attention on the aggregation relationships between the
entities of 1-0..* and 1-1..* multiplicity as the most
common sources of the causal events issue in the
examined projects. It worth recalling that multiplicity in
UML describes how many instances of one class can be
connected to an instance of another class through a
given association.

Let us consider the following example. In a clinical
information system, a patient record can include
information on several hospitalizations (at least one) and
all the hospitalizations must be connected to a certain
patient. In other words, the instance of patient aggregate
must be associated with at least one instance of the
hospitalization (association of 1-1..* multiplicity).

Thus, in result of CreatePatient command execution

we may say that the patient creation event (PatientCreated)

(HospitaliztionCreated). On the other hand, a patient may
not require surgery (i.e. the multiplicity of the
“hospitalization-surgery” association is 1-0..*). In this
case, the attached hospitalization information may not
contain any information about surgery planning, etc.
Thus, the likelihood of causal events in this case is rather
lower than in the variant of 1-1..* association, but is not
impossible.

To formalize the association, we use DLR description
logic [44] which is the most suitable formalization
mechanism (e.g. in comparison to [45]) for representing
domain entities by means of concepts and relations.
Description logics (DL) are regarded as late descendants
of Minski’s frames [29] with an explicit model-theoretic
semantics. There are a number of automated reasoning
systems, that have been successfully applied to various
application domains.

According to [44] an aggregation A, saying that
instances of the class Cl have components that are
instances of the class C2, is formalized in DLR by means
of a binary relation A together with the following
assertion (Fig. 4):

A (1:C1) 1 (2:C2). (11)

causes the hospitalization creation domain event
<<aggregate=> 1 1n <<entity>> 1 on <<entity>>
Patient Hospitalization Surgery
Figure 3 — The typical example of relations between entities causing causal event issue
my.m nn Before we start examining the use cases connected
oo ety . o . . .
c1 < z c2 with the entities, we should formulate the restrictions and
A the specific of using terms and concepts.

Figure 4 — Aggregation in UML [44]

The following convention is used: the first argument
of the relation is the containing class (Cl). The first
component of the association is C1, the second is C2.

The multiplicity of an aggregation is expressed in
DLR as follows.

ClE(=n[1]A) N (<n,[1]A),
C2C (2m[2]A) M (<m,[2]A).

(12)
(13)

If n, = 0, i.e, the association is optional, the first
conjunct could be omitted, and if n, =* (infinity) the
second one is omitted.

Thus, using the example shown in Fig. 3. we can
define following formulas.

Patient = (> 1 [1]hasHospitalization), (14)

Hospitalization = (=1 [2]hasHospitalization).  (15)
where =1 [2]hasHospitalization is simplified variant of
>1 [2]hasHospitalization M <1 [2]hasHospitalization

Hospitalization = ([1]hasSurgery),
Surgery E (=1[2]hasSurgery).
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Rigorously use case can be represented as a function
which maps the request (in our case the request relates to
command) into response and changes of the state of the
system. Firstly, the function may map the request to
different responses depending on the request content and
the state of the system. Secondly, the function can be
composed of other functions, considering different
alternatives, i.e. AX.g(f(x)) : A — C where f : A — B and
g : B — C. In accordance with Type theory [46] these
functions can be described by the dependent functions
(general productions) type denoted by I1x: A.B(x), which
means that if A is a type, we may have the family of types
B(x) where x: A.

Understanding the above specific, considering the
works devoted to use cases formalization [47, 48], but
guided by the purposes of the work trying to avoid
unnecessary —complexities connected to formulas
representation, we should declare the following
restrictions. Firstly, in this paper we are focusing only on
the use cases related to the entities thus connected to three
main operations (create, modify, remove). Secondly, we
restrict the further using of the use case term to only the
basic scenario omitting the exceptions, regarding only
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conditional success-oriented alternatives (e.g. alternatives
which may trigger the use case extension connected with
the other entity).

Three basic use cases connected with the create
operation for the entities shown in Fig. 3 are as follows:
CreatePatient, CreateHospitalization, CreateSurgery (in
real system the names of use cases can be different,
considering the requirements dictated by the ubiquitous
language used to design the software).

Table 1 — Relations between use cases

Relation Meaning

C(P)—™ 5¢c(H) | C(P)always invokes C(H)

ext C(H) invokes C(S) only when a
C) >C(H) condition is met, not always

pre C(H) cannot be invoked if C(P) was not
CP) >C(H) | invoked before

pre C(S) cannot be invoked if C(H) was not
C(H)———>C(S) | invoked before

Let us denote CreatePatient use case as C(P) (i.e. a
successful path of the create patient scenario)
CreateHospitalization as C(H), CreateSurgery as C(S).

The possible relations [49] between the use cases in
accordance with the described model (Fig. 3) are
presented in Table 1. To simplify the representation the
relations are denoted as follows: the relation “C(A)

includes C(B)”” as C(A)—™C(B), the relation “C(B)
extends C(A)” as C(B)—=>C(A) the relation “C(A)

precedes C(B)” as C(A)—™>—>C(B). It is worth to note

that in according with terminology [50] in the relations
“C(P) includes/precedes C(H)” — C(P) called the base use
case, while in the relation “C(H) extends C(H)” — the base
use case is C(H).

Let us denote hasHospitalization relation with the
multiplicity in direction from Patient to Hospitalization as
<P, H>+ (here “+” denotes 1..*) and the same association
in opposite direction as <H, P>, analogically hasSurgery
relation as <H, $>*; where “*” denotes 0..* multiplicity.

PatientCreated

c

event as e, >

Let us denote

HospitalizationCreated as e and SurgeryCreated as e .

The relation (e; ——>e;) denotes that e; is the cause ofe; .

The dependency of the likelihood of causal events on
use cases is presented in Table 2. The likelihood is
expressed using modal logic operators (0 — stands for
necessary truth, ¢ — possibility, —0 — imposibility of the
situation).

© Lytvynov O. A., Hruzin D. L., 2024
DOI 10.15588/1607-3274-2024-3-11

Table 2 — Likelihood of causal events

. . Entities Likelihood of causal
Trigger Use cases relation .
relation events

inc

cp) | CPI—CH) | <PH> e e ey
ext

C(H) C(S)——>C(H) <H,S>* 0 (EE c eg)
pre

CH) | CPI—=CH) | <PH> 10 e e e
pre

C(S) CH)——CO) | cps>* | —0 (eg—c—>eﬁ)

Considering use cases connected with modification
(denoted by M operation) and remove (denoted by r
predicate) types of commands (for example, the activation
of account belongs to the use case of m-type) the
following types of relations among use cases should also
be analysed:

1) Relations between creation use cases connected to
one entity and modification use cases connected to other
entities.

2) Relations between modification use cases
connected to one entity and the creation use cases
connected to other entities.

3) Relations between modification use cases
connected to one entity and the modification use cases
connected to other entities.

4) Relations between remove use cases connected to
one entity and the modification use cases connected to
other entities.

5) Relations between remove use cases connected to
one entity and the remove use cases connected to other
entities.

On the base of several projects analysis the following
results were obtained. There are two generic necessary
truth rules which can be represented as follows.

The first necessary truth rule considers creation of the
instances of classes connected by > 1[1]r type of relation.

Let us say A and B are the entities connected by r, and
C(A) and C(B) are the use cases connected with the
creation of their instances a: A and Db: B,

C(A)—™ 5 C(B) means that use case C(A) includes use
case C(B), e;,e; are the events connected with the
creation of the instances, e; — > e; denotes that e is the

cause of e, 0 — stands for necessary truth. Then the first

rule of the dependency between the relation of the entities,
creation use cases and the corresponding causal events
can be described by the logic formula as follows:

IfAC>1[1]r,BE==1[2]r Then
C(A)—"5C(B) = o (ef —->€f)

(18)

Consequently
IfAC>1[1r,BE=1[2]r Then O(e; ——¢;) (19)
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The second necessary truth rule considers removal of
the instances of classes. Independently of the first
component of the relationship, if the multiplicity of the
second is =1, then the remove use cases will be connected
with includes relationship and cause the events causality,
which can be described by the logic formula as follows
IffBE=1[2]r Then

R(A)—™ >R(B)= o(e. ——e) (20)

R(A)—™ > R(B) means that use case R(A) includes

use case R(B), e.,e; are the events connected with the

removing of the instances.

The other relations between the use cases depend on
the functional requirements of the system and cannot be
generalized, but they could significantly affect the risk of
the issue, therefore we tried to organize the information
which was obtained from the realized projects using
relationship matrices shown in Fig. 5 and Fig. 6.

c(B) M(B) R(B) C(A) M(A) R(A)

c(A) ] = () ?
M(A) ? m(B) ?
R(A) A I I ?

Figure 5 — Dependency of causal events on the relations
between the use cases for 1-1..* relation

c(B) M(B) R(B) C(A) M(A) R(A)

c(a) <> ? c(8) ?
M(A) ? m(B) ?
R(A) ? D R(B) ?

Figure 6 — Dependency of causal events between the use cases
for 1-0..* relation

The left matrix shows the relations in direction from
the use cases engaging A entity, to the use cases engaging
B one, ie. <U(A), Uy(B)> pairs, where B is the
aggregated entity, the right matrix shows the relationships
of the use cases in opposite direction. Ui(X) and U;(X)
stand for one of U use case types (the basic types are C, M,
R), engaging X entity. o — stands for necessary truth, —¢
— possibility, empty space means that the relation is
impossible, i.e. =0 necessary false. “?”” — means that the
likelihood is undefined because it depends on the specific
of the system requirements and whilst for one subset of
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the existing systems under consideration it may be
necessary truth, for second it may be only possible and for
the third it is absolutely impossible. For example, if, in
accordance with the requirements, the relation between
M(A) and M(B) is “M(A) includes M(B)” then the
likelihood of the causal events is necessary truth, i.e.
o(e] —=>e;')etc.

Some of the presented dependencies are not trivial and
connected to the certain type of the projects. For example,
the relation <C(A), C(B)> (Fig. 6) is rear: it appeared in
the financial system where C(A) caused the modification
of several existing instances of B in accordance with the
settings rule, which can then be aggregated by the object.

The generic use cases diagrams for two basic variants of
the entities relations mentioned above are shown in Fig. 7.
The dotted edges without labels denote undefined
relations.

4 1 1.* 4 2 1 0.* 4

Figure 7 — Relations between basic use cases for 1-0..* and 1-
1..* associations

Undefined dependencies for the certain project can be
resolved using the information on the projects (ideally of
the same type) which has been previously realized.

The probability of the include or extend type relation
occurrence can be evaluated by the ratio of frequency of
occurrence of such relation to the number of aggregation
relationships within the project.

In result, we can evaluate the number of potential

cases where the issue could appear, and, consequently, to
choose the method of its resolution.
For example, if we have the probabilities of the include-
type relation between the use cases connected with A and
B entities linked by the association of 1-1..* multiplicity
for a project of a certain type as it is shown in Fig. 8.
Then we can guess that the number of the potential causal
events for each aggregation relation with the 1-1..* for a
new project of the same type will be approximately 2.9
(i.e. for 10 cases it will be 29 etc.). The same way we can
evaluate the number of cases for the relation of the
extend-type.

To increase the accuracy of the estimation not only
projects should be classified, but also the entities and their
relations should be also considered.

Of course, the evaluation cannot identify the number
of critical causal events. To evaluate the potential number
of critical causal events we may monitor the ratio of their
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number to the number of the inclusion and extension
probabilities.
Thus, the result may be as it is shown in Fig. 9.

c(B8) M(B) R(B) C(A) M(A) R(A)

C(A) 1 01 c(8) 0.2
M(A) 0.3 m(B) 0.1

Figure 8 — The probabilities of the include-type relation between
the use cases for a project

C(B) M(B) R(B) C(A) M(A) R(A)

C(A) 05 0 c()
M(A) 0.1 m(B) 0.1
R(A) 002 01 R(B)

Figure 9 — The probabilities of the potential number of critical
causal events for include-type relation between the use cases for
a certain type of entities

This approach can give a more or less accurate
assessment of the probability of potential critical causal
events for a project if the company has already
implemented similar projects using the same architecture.
It should be noted that the classification of projects,
entities, and maintaining statistics on projects is a labour-
intensive task and cannot be implemented without
automation.

In conclusion, to summarize the presented information
we can define as follows. The best way to estimate the
risk of critical causal events occurrence is to use the
history related to the same type of projects, considering
relations of 1-1..* and 0-1..* types between the entities
and the derived relations among use cases. Whether the
absence of the history it is very important to take into
consideration the dependencies of causal events on the
relations between the use cases shown in Fig. 5 and Fig. 6
and thoroughly analyse the project trying, firstly, to
choose the entities linked by the relations of such type,
secondly, to analyse the use cases identifying the
causality of the events, and, thirdly, choosing critical
causal events of them.

Depends on the likelihood of critical causal events,
different solutions are favourable. Let’s consider four
solutions to the issue of synchronizing critical causal
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events in systems based on CQRS with ES architecture,
along with their advantages and disadvantages.

The first variant is “New event introduction”. The
main idea is to create a new event that represents the
composition of critical causal events.

Let us see the modifications of the system in case
when the use cases connected by the “includes”
association.

U,(A—"U,(B) AU, (A) = 0 (EY, @1

In this case U;(A) triggers execution of U j(B) use

case which results in generating one composed event
o (EJ,) which can be linked to U, use case (e.g.

PatientWithHospitalizationCreated =~ which contains
included HospitalizationCreated event). At first glance the
number of events remains the same (just PatientCreated
event is substituted by
PatientWithHospitalizationCreated), but the handler

subscribed to E: ' type of events should be also

Ui

ap» because in case when

subscribed to the events of E

U;j(B) occurs independently of Uj(A) , which can
happen in case of 1-1..* relation, an event of Ell)J I will be
generated, i.e.
U;(A—">U,(B)AU,(B)=
D(E:J):> —0— EUi (22)

a+b*

In case when the use cases connected by the “extends”
association the situation is as follows.

UJ-(B)e—“>Ui(A)/\Ui(A):>|3(E;J+'ID v E;J') (23)
and
Uj(B)e—“>Ui(A)/\Uj(B):>D(Etjj). 24)

Thus, three events should be introduced and all

E.’and E." handlers should be also subscribed to EY',

event.

The situation becomes worse when we have the
following relation of the use cases (Fig. 10).

In this case U;(A) can result four different types of

events.

U1 (B) 255U, AU (©)— 25U (A Uy (A) =
o (25)
o(E;!

U; U; U;
atbic v Eatp VEaic VER').
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Figure 10 — Multiple extend relation example

Eg i handler should be subscribed to and consider

handling of EVi EVi E;J Lctypes of events.

a+b+c’> —a+b>

E;Jlb, E;ﬁic handlers should consider E;Jlb e

U, U U:
i
E, ' handlerto E_}p. ,E 1y .

E¢* handlerto EJl, o, Eglc.

For example, there is HospitalizationCreated event
created as a result of processing the command. It can
optionally cause the creation of surgery and diagnostic
procedures. Such case can lead to creation of three
composite events:

— HospitalizationWithSurgeryAndDiagnosticCreated;

— HospitalizationWithSurgeryCreated;

— HospitalizationWithDiagnosticCreated.

HospitalizationCreatedHandler should probably need
the  subscription to all three of  them,
HospitalizationWithSurgeryCreatedHandler and
HospitalizationWithDiagnosticCreatedHandler potentially
need the subscription to
HospitalizationWithSurgeryAndDiagnosticCreated.
SurgeryCreatedHandler and DiagnosticCreatedHandler
both need subscription to
HospitalizationWithSurgeryAndDiagnosticCreated as
well as  HospitalizationWithSurgeryCreated  and
HospitalizationWithDiagnosticCreated respectively. So,
using this synchronization method with such a
relationship can generate 8 additional subscriptions for
existing handlers to new events, increasing code
complexity and deteriorate code readability.

Now, let’s imagine that there are 10 occurrences of
such three use cases relations. It results in introduction 30
extra events, and 80 new subscriptions, as well as extra
work related to updating the handlers. Thus, the provided
solution can lead to an increase in code complexity and
often results in code duplication [51].

Of course, here is presented the worst-case scenario. If
the a + b and a + ¢ combinations of events are not critical,
these types of events can be ignored and only one a + b +
C extra type of events must be added.

The second variant of the problem’s solution is based
on using synchronous event queues instead of a classical
event bus variant [52, 53]. It solves the issue by ordering
the handling of events, but it may cause performance
issues.

The third variant is the variation of Causal Barrier
method [28] [38], the main idea of which is to provide
partial history of causality considering the bounded
lifetime A for the events-messages [34]. This method is
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effective when the number of causal events in the history
can be high, which can negatively affect the performance
of the event-driven system. The other assumption
connected to that method is that handling of the events
may not require full history of causality. But for the
systems under consideration the history of causal events
does not exceed 3—4 events and dividing the history into
chunks results in handlers’ complication and decreasing
the usability of API (when the handlers are the third-party
services). The cases of handling events by the subscribers
using only partial history are the exception rather than the
rule. As it is mentioned in [19], to maintain the causal
order of events, a site must verify that all events within
the causal history of the received event have been handled
before processing it.

The complexity of the modification can be expressed
in terms of the number of scenarios that the client needs
to handle depending on the number of causal events
within the Ej group.

The modifications that should be applied to each
handler for two causal events are shown in Fig. 11.

zel, e2>case

Figure 11 — The modifications must be applied according to the
Causal Barrier approach to process two causal events

For the case of two causal events the following
notation is used:
<€, > — an ordered set of causal events, where

€ < &, (“<” means the strict partial order relation).

h,, — basic-positive part of the handler responsible for
processing E, according to the scenario when the events
come in proper order i.e. <e,e, >,e :E,e,:E,. This
part cannot be omitted and can be regarded as a minimal
part of the handler needed to process a e, event.

h, - handler

responsible for processing the following situations:
h,, — when the order of events <e,,e > instead of

alternative-negative part of the

<€,6 >;
ex, — an exceptional situation when e, is lost or can

be considered as lost after a defined period of time, i.e.
bounded lifetime A has expired.

OPEN@#CCESS @ @ @



p-ISSN 1607-3274 PagioenexrpoHika, iHpopMaTuka, ynpasiinus. 2024. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 3

<el, e2, e3> case

Client 1

Figure 12 — The modlﬁcatlonsmustbe apphed according to the
Causal Barrier approach to process three causal events

The three causal events case (Fig. 12) looks much

more complicated. The case h,_ should be considered,

when e, has come but € has not come yet, and €, is in

the state of waiting for confirmation. It is notable that the
current description doesn’t touch the part responsible for
exception handling which can be realized in different
ways.

Thus, the number of scenarios that the client needs to
handle (the complexity of the modification) depending on
the number of connected events within the Ej group can
be evaluated using the formula (26).

|C(Ej)|=2*k-1. (26)

Domain Event Bus

Publishes the HospitalizationCreated Event

Publishes the PatientCreated Event

Let us see the variant of client modification in the
example for the sequence of events <PatientCreated,
HospitalizationCreated>.

The first scenario is when the sequence of events is
received by the client application in the order as it was
sent, e.g. in the proper order. In this case, the events are
processed sequentially (see Fig. 13).

The second scenario involves a situation where the
HospitalizationCreated notification arrives first. In this
case, after receiving the HospitalizationCreated
notification and determining that the patient to which the
hospitalization belongs does not exist, the client waits for
a PatientCreated event for a specified period. Upon
receiving the PatientCreated notification, both
notifications are processed together (see Fig. 14).

In the last scenario, if the PatientCreated notification
does not arrive within the specified waiting time, the
Client logs an error and/or requests a full initial context
from the server (see Fig. 15).

This solution solves the problem, but it significantly
complicates the construction of the client, negatively
affecting the usability of the system’s API, i.e. each client
such as different mobile and desktop applications,
including other services should be prepared to handle
these cases.

ClientNotifier Event Handler Client

HospitalizationCreated Event

PatientCreated Event

Process HospitalizationCreated Event

Domain Event Bus

E)

Process PatientCreated Event

Sends PatientCreated Notification

Process PatientCreated Notification

o

Sends HospitalizationCreated Notification

Process HospitalizationCreated Notification

o

ClientNotifier Event Handler Client

Figure 13 — The basic scenario of events processing using the Causal Barrier approach. The case when the PatientCreated event is
received before HospitalizationCreated
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Domain Event Bus ClientNotifier Event Handler Client

Publishes the HospitalizationCreated Event

Publishes the PatientCreated Event

HospitalizationCreated Event

PatientCreated Event

Process HospitalizationCreated Event

Process PatientCreated Event

Sends HospitalizationCreated Notification

loop [N iterations]

Waits X time for PatientCreated Notification

Sends PatientCreated Notification

Process both notifications

Domain Event Bus ClientNotifier Event Handler Client

Figure 14 — The basic scenario of events processing using the Causal Barrier approach. The case when the PatientCreated event is

received after HospitalizationCreated

Domain Event Bus ClientNotilier Event Handler Client API

Publishes the HospitalizationCreated Event

Fublishes the PatientCreated Event

HospitahizationCreated Event

PatientCreated Event

>
Process HospitalizationCreated Event
-’
Process Pulienl_C_lE'_uled Event
L >

Sends HospitalizationCreated Natification

loop [N iterations]

Waits X time for PatientCreated Motification

-

Request Context

Retrieve Context

Context

Context

Domain Event Bus ClientNotilier Event Handler Client API

Figure 15 — The basic scenario of events processing using the Causal Barrier approach. The case when the PatientCreated event is not

received

The last variant of the solution is based on presenting it is more flexible and more effective for CQRS with ES

of full history of causality. The variation proposed in this  architecture.

paper differs from the classical solutions (e.g. [37]) in that The solution is based on introduction of an abstract
container of events that can be used for delivering the
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causal events. It can be called a complex event or a
Container of Events (Code snippet 1).

There are three basic ways of event publishing unit
modifications in order to deliver event containers. The
first one which is based on Event Bus modification is as
follows.

For each container, Event Bus (i.e. event publishing
unit) analyses its content and if some handler is
subscribed to one or more events from the group, it
delivers these events in proper order to that handler. This
variant requires spending more effort to modify the event
publishing unit, but it does not touch the handlers.

The second variant, which is the opposite variant to
the first one, is to deliver all event containers to all the
event handlers (a variant of broadcast notification)
making the handlers responsible for analysing the content
of containers and choosing the right method to process the
events. This variant requires the introduction of an
abstract handler able to get the events from the container
and choose the proper method/methods of their
processing. The advantage of the solution is avoiding
Event Bus modification.

The third variant is the composition of the first and the
second. Instead of doing container of events broadcasting,
Event Bus sends the event containers only to the event
handlers subscribed to one or more events from the group,
using a generic method. In this case, the event handler is
responsible for analysing the payload, defining the order
of events publishing, and choosing the proper
method/methods to process the events. This variant seems
to be the most effective solution, because of reducing the
number of handlers to notify, but it requires a slight
modification of the Event Bus.

At the implementation level, for the third variant, two
following approaches should be considered. The first one
involves creating a container event handler within the
base class, which unpacks the container of events and
then invokes the appropriate methods of the derived
classes, passing subgroups of events from the container.
This approach is based on defining method signatures,
using reflection mechanisms. It does not require any
modifications to the handle methods of the derived
classes and proves effective when integrating Container
of Events solutions into a system that already has a large
number of handlers. The second approach entails defining
in the base class only the function for unpacking the
container of events, which is then utilized in the handle
methods of the subclasses. After unpacking, these
methods process events in the defined order. This solution
is more flexible, as it allows adding additional logic for
handling events section of handle methods of each
handler.

The complexity of this solution is independent of the
number of causal events within the Ej group. All the
necessary changes are made to the system’s infrastructure,
and it plays a crucial role in assessing the ease of
implementing future changes in the system across
observable solutions.

To reduce resource costs when implementing new
handlers, a base handler with an implementation of the
UnpackContainer function is created (Code snippet 2) All
handlers processing causal events inherit from the
BaseHandler (Fig. 16). Upon receiving the event
container, the handler unpacks it and processes the events
synchronously (Code snippet 3).

HandlerBase

+ UnpackContainer<T1, T2, ..., Tn>(IContainer): [|[Event<T1 | T2 | ... | Tn>

“UpdatePatientProjectionHandler

“UpdateHospitalizationProjectionHandler

ClientNotifierHandler

+ Handle(IContainer): void

+ Handle(IContainer): void

+ Handle(IContainer): void

Figure 16 — The variant of solution based on the introduction of the BaseHandler.

{
Title: string,
Events: [
{
header: string,
body: JSON string
}
]
H
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class HandlerBase {

Code snippet 2

UnpackContainer<T1, T2, ..., Tn>(container: IContainer): [[Event<T1 | T2 | ... | Tn> {

events: [|[Event<T1 | T2 | ... | Tn> =]
For container.Events (event: Event) {

if ([T1, T2, ..., Tn].includes.(event.type) {

events.Add(events)

}
}

return events

class Handler inherits HandlerBase {
Handle(container: IContainer): void {

Code snippet 3

events = self.UnpackContainer< handledTypes>(container)
For events (event: Event<_handledTypes>) {

Process event synchronously

}

UpdatePati
Command Handler Event Store Event Bus P

Group Event
(PatientCreated, HospitalizationCreated)

Unpacks the container, saves events

o

Publishes the container

Group Event

Event Handler

ClientNotifier
Event Handler

Updatet ionProjection N
Event Handler Client Applications

Process PatientCreated event

Group Event

Process HospitalizationCreated event

Group Event

Process events in the proper order

alt  [The connection ensures the order of
messages]

Sends PatientCreated Notification

Sends HospitalizationCreated Notification

[The connection does not ensure the order of
messages]

Sends Group Notification

UpdateP:
Command Handler Event Store Event Bus s

e
Event Handler

ClientNotifier
Event Handler

Upi Projection

Event Handler Client Applications

Figure 17 — The basic scenario of events processing according to the Container of Events approach

For the above example, it works as follows. For the
hospitalization creation task, the command handler puts
the sequence of generated events into a container with the
title “HospitalizationCreation” (<PatientCreated,
HospitalizationCreated>). Then it passes the container to
the Event Store which unpacks the container, saves events,
and publishes the container. Then the event handlers
subscribed to the PatientCreated or
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HospitalizationCreated events receive the container. In
our case UpdatePatientProjection handler is subscribed to
PatientCreated event, UpdateHospitalizationProjection —
to HospitalizationCreated event and ClientNotifier
handler — to both of them. So all these handlers will
receive the container, unpack that container and process
the events in proper order which is <PatientCreated,
HospitalizationCreated> (see Fig. 17). After processing
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the Container of Events by Notification handler, the
Notifications are sent to the Client Application. If the
connection between the Notification Service and the
Client Application guarantees that the order of delivery is
preserved, the service sends notifications one by one in
the correct order (e.g. WebSockets guarantees the
preservation of the delivery order [54]). Otherwise, the
Notification Service builds a notification, that includes
information from container of events, and sends it to the
client application as a single message. In that case, the
client application should be adapted for notifications
handling making the client application able to transform
the Container of Events into a sequence of events calling
them one by one in the correct order.

4 EXPERIMENTS

The strategy chosen to conduct the experiment is as
follows.

The typical test application to realize the tasks
described in part 3 was created and published to GitHub
[55]. Initially, the system domain contained only two
causal events that were processed asynchronously. The
four solutions proposed above were realized concurrently
and published to different Git branches.

The first phase of the experiment involves evaluating
the complexity of the code required for integrating each
of the four modifications.

In the second phase of the experiment two additional
causal events were added to the domain of the system,
and these changes were merged into each version with the
integrated methods for solving the causal events
synchronization issue. Then, after merging, the versions
were updated to be operational and the complexity of
code changes for the update was evaluated for each
method.

The third phase of the experiment involves evaluating
the performance of each of the integrated methods.

The fourth phase can be considered as calculating the
complexity-performance comparative assessment of the
considered methods.

Several methods for assessing the complexity of task
implementation were considered [56][57]:

Lines of Code [57]. The approach suggests that the
complexity of a software product is directly dependent on
the number of lines of code in the product. It’s a simple
but not very accurate and relevant estimation.

The Number of Statements Metrics [56] serves as an
indicator of the quantity of statements within a method.
On the positive side, the Number of Statements Metrics
offers a nuanced measure of method complexity,
providing a more stable evaluation compared to Lines of
Code. It encourages the identification of logical groupings
within a method, fostering improved code organization.
However, a potential drawback lies in its reliance on the
subjective process of method extraction, which could
introduce variability in interpretation.

Object Points [57] is a metric method that assigns
weights to software modules. While it can be described,
the process of assigning weights may lack clarity, and it
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does not inherently consider the uniqueness of the code.
This metric primarily serves estimation purposes rather
than evaluating the finalized code.

Information flow complexity [58]. The method entails
evaluating information flow complexity in a software
system through the analysis of function call quantity,
frequency of invocation, and the number of functions
each function calls. Its robustness lies in offering a
holistic perspective on the data and control flow within
the system, facilitating the identification of dependencies
and potential bottlenecks. This approach is especially
valuable for assessing and managing the complexity of

software codebases characterized by considerable
function nesting.
Cognitive functional size [59]. The Cognitive

Functional Size (CFS) approach involves quantifying the
functional size of software based on the cognitive load
required for developers to comprehend and interact with
the system. Notably, it excels in providing a user-centric
measurement, capturing the complexity from the
perspective of understanding and processing functionality.
This method is particularly valuable for comparing the
complexity of entities, such as classes, offering a more
insightful evaluation that aligns with the cognitive
demands placed on developers interacting with those
entities.

Dep-degree metrics [60]. The approach operates on
the principle that a program becomes more challenging to
understand as the programmer’s short-term memory is
burdened with more chunks to remember. The DepDegree
is a method of the cumulative count of dependencies for
its statements, aligning with the psychological
understanding that immediate memory has a limited
capacity.

McCabe’s  cyclomatic  complexity [61]. The
complexity measurement is based on the amount and
level of functions, methods, and procedures (e.g. loops
and conditions). The higher this amount, the more
difficult it will be for the developer to build, understand,
and modify the code. This method excels most when
evaluating complex algorithms. For simple operations, it
may not provide high accuracy and may not reveal the
true variability in the complexity of implementation.

Halstead Software Science Metrics (HSSM) [62].
These metrics are used to quantify the complexity of
software by analysing the composition of code within
program modules. The approach calculates three primary
complexity metrics of a program: volume (V), difficulty
(D), and an effort (E). The formula for calculating the
effort in Halstead Software Science Metrics is as follows:

E=D*V. 27)

V  represents the program’s volume, which is
calculated using formula 28. D represents the program’s
difficulty, which is computed using formula 29.

V= (Nl + Nz)*logz(n] +n2).

D =(n/2)*(Ny/ny).
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The Halstead Software Science Metrics is a
straightforward method for measuring code complexity
that performs well in assessing the intricacy of simple
code. It takes into consideration both the volume of code
and its uniqueness. The main cons of the method are
ignoring the higher-level software design and
architectural considerations and limited scope. Halstead
Metrics primarily focuses on the code itself and may not
provide a comprehensive view of software code quality,
performance, or other important factors.

Another critical metric in such systems, besides
complexity and the effort required to implement a
solution, is performance. The performance metric was
determined by measuring the time taken, experimentally,
from the submission of a data change request to the data
update on the Client side.

To provide an overview and highlight the pros and
cons of each approach, three different measurements were
conducted:

— Average update time when sending 100 data update
requests with a 10-millisecond interval.

— Average update time when sending 1000 data update
requests with a 10-millisecond interval.

— Average update time when sending 100 parallel data
update requests, repeated 100 times with a 200-
milliseconds interval.

For a more accurate assessment, the experiment was
repeated three times using machines with different
technical specifications. The final evaluation is the
arithmetic mean of the three obtained measurements. It is
also worth noting that a relatively simple implementation
of the considered solution methods was provided for the
experiment. For example, for the variant with a queue, the
in-memory queue “Sync-Queue” [63] was used; using
other tools such as AWS SQS [64] or Apache Kafka [65]
would yield different assessment results.

To compare this metric across multiple solutions, a
specific system runtime metric was measured for each
solution multiple times and the average value was
calculated. Thus, this average value is a percentage
relative to the maximum performance solution variant
(formula 30).

Pk — Tmin )

T (30)

To make the complexity-performance comparative
assessment of the considered methods more descriptive,
formula 31 is derived. When using this formula, the effort
expended on integrating the solution (C;j) is considered

equally important to the effort expended on the system’s
maintenance ( Cy, ) with the integrated solution. Therefore,

the coefficients o and  are set to 0.5. In other situations,
the coefficient selection may involve using the Rank
Correlation method [66]. Since the comparison is
conducted within the scope of a single system, the
significance of performance relative to implementation
complexity can be disregarded, and the coefficient p = 1.
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F)avg w10l

a*Ci +B*Cp, G1)

Eint =p*

The effort for integration (C,) is calculated using the

Halstead Software Science Metrics method in Phase 1 of
the experiment. The effort required for system’s
maintenance ( C,, ) calculated in Phase 2 of the

experiment. For the average relative performance ( Pyyq )

the arithmetic mean is taken among the three metrics
obtained during the third phase of the experiment
(formula 32).

HI+PhI+H1pI‘

3 (32)

F)avg =

Given that the relative performance is a percentage
metric, and the effort calculated using the Halstead
Software Science Metrics method has the order of four,

let us assume the order of magnitude coefficient (I) to be
3.

5 RESULTS

Phase 1. The Halstead Software Science Metric
provides a reasonably accurate reflection of the time spent
on implementing each solution variant. The code of each
solution was analysed and the number of distinct
operators and operands (Distinct operators, Distinct
operands, Occurrences of operators, and Occurrences of
operands) were obtained. The metrics required for each
variant implementation (Volume, Difficulty, and Effort)
were calculated by formulas 27-29. The results of the
calculation are represented in Table 3 and visualized in
charts (Figs. 18-20).

New Event for each case

Synchronous Queue

Update on client side

Group Event

0 250 500 750 1000
Figure 18 — Program Volume. Phase 1

New Event for each case
Synchronous Queue
Update on client side

Group Event

o 5 10 15 20

Figure 19 — Program Difficulty. Phase 1
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New Event for each case

Synchronous Queue

Update on client side

Group Event

o 5000

Figure 20 — Programming Effort. Phase 1

10000 15000

Phase 2. The second phase of the experiment was
conducted to assess the additional efforts required for

adding new pair of critical causal events to the system. L.e.

the provided solution is already implemented, and new
causal events are introduced. Similar to the previous

phase of the experiment metrics are calculated and
represented in Table 4 and Fig. 21.

New Event for each case

Synchronous Queue

Group Event

Update on client side

1) 2500 5000 7500 10000

Figure 21 — Programming Effort. Phase 2

Table 3 — Complexity metrics calculated for each method. Phase 1

Metric \ Approach Variialilttr ;d(l}\i Z\:)Vﬂﬁ;vent Varian 2Q(uSg:1r::c)hr0n0us Variant 3 (Causal Barrier) Variant g \fgl(zg)tainer of
Distinct operators 18 9 16 17
Distinct operands 55 4 29 40
Occurrences of operators 64 12 37 58
Occurrences of operands 86 8 62 62
Program Length 150 20 99 120
Halstead Vocabulary 72 13 45 57
Program Volume 925.49 74.01 543.69 699.95
Program Difficulty 14.33 9 17.1 13.18
Programming Effort 13262.27 666.09 9297.1 922534

Table 4 — Complexity metrics calculated for each method. Phase 2

Metric \ Approach Variiarﬁtr Old(ul\iz\(z)vn«;vent Varian 2Q (uSeuynec;hronous Variant 3 (Causal Barrier) Variant g \fglcgl)tainer of
Distinct operators 13 0 16 9
Distinct operands 48 0 30 19
Occurrences of operators 49 0 36 26
Occurrences of operands 77 0 63 29
Program Length 126 0 99 55
Halstead Vocabulary 61 0 46 28
Program Volume 747.27 0 546.83 264.4
Program Difficulty 10.43 0 16.8 6.87
Programming Effort 7794.03 0 9186.74 1816.43
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Phase 3. For reasons of clarity, testing was conducted
with the simplest possible command to minimize
command validation time and aggregate state updates.
Additionally, the time required for creating an aggregate
was minimized through caching.

Table 5 contains average time metrics from several
experiments repeated on three different computers. The
chart in Fig. 22 represents the ratio of each approach
metric to the fastest one in the category (which is Variant
1 — New event introduction) calculated by formula 30,
that can roughly show the performance comparison of
these solutions.

Phase 4. Table 6 contains the Integrated Performance-
Complexity evaluation results for considered methods,
calculated using formulas 31 and 32.

B New Eventlor each case [l Synchronous Queus

100
a

avg 100 requests avg 1000 requests avg 100 requests in
parallel 100 times

Update on client side [l Group Event

3 ]

ra

Relative performance, %

Figure 22 — Relative performance. Phase 3

Table 5 — Performance metrics calculated for each method. Phase 3

Approach \ Metric avg 100 requests (ms) avg 1000 requests (ms) avg 100 regl;j:;s (irrrisl;arallel 100
Variant 1 (New event introduction) 7 7 138
Variant 2 (Synchronous Queue) 453 4187 96117
Variant 3 (Causal Barrier) 11 15 301
Variant 4 (Container of Events) 8 11 147

Table 6 — Integrated Performance-Complexity evaluation. Phase 4

Metric \ Approach Variiitr ;d(ulifi»(\)/nivent Varian ZQ (Eg;ne(;hronous Variant 3 (Causal Barrier) Variant g \f;(zrsl)tainer of
Average performance 100 0.62 52.05 81.67
Integration complexity 13262.27 666.09 9297.1 9225.34
Maintenance complexity 7794.03 0 9186.74 1816.43
Evaluation 9.49 1.86 5.63 14.79
6 DISCUSSION As it can be seen the Variant 4 (Container of Events)

According to the results presented in Table 3 the
solution involving the synchronous queue (Variant 2)
requires minimal Programming Effort (666.09).

The most challenging aspect is Causal Barrier solution
(Variant 3). The volume of added code (543.69) is larger
than that of adding for the synchronous queue variant
(74.01), and the task itself proves considerably more
complex (17.1 against 9) and demands more development
and testing effort (9297.1 against 666.09).

The “New event introduction” (Variant 1) approach
can be regarded as the simplest to implement, but due to
the amount of routine work this approach is time-
consuming. It can be used only for the systems with low
degree of probability of casual events. It should also be
noted that as the domain of the application gets more
complex (i.e. new aggregates, functions, and causal
events are introduced), this approach would lead to
naming complexity causing the problems with
maintainability of the application.
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is in the second place in terms of effort (9225.34) and
difficulty (13.18), following the synchronous queue
solution (Variant 2. Difficulty: 9, Effort: 666.09). The
effort invested in the Container of Events method
(Variant 4. 9225.34) implementation is nearly identical to
that of Causal Barrier (Variant 3. 9297.1). However, the
“New event introduction” method requires more
development effort due to the amount of routine work
(Variant 1 13262.27). It also takes the third place in terms
of volume (699.95), following the solutions with a queue
(Variant 2. 74.01) and “Causal Barrier” (Variant 3.
543.69). The first phase of the experiment includes just a
simple case for two causal events. In the case of more
events, the volume of the “Causal Barrier” approach
remains stable, while the volume for the “Container of
Events” approach decreases.

In accordance with the results presented in Table 4,
for the “Causal Barrier” approach (Variant 3), the
program effort remained almost unchanged in comparison
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to the effort spent on Phase 1 (9297.1 vs 9186.74). For the
“New event introduction” approach (Variant 1), the
difficulty decreased due to fewer changes but remained
relatively high (14.33 vs 10.43). Meanwhile, for Variants
2 and 4, the program effort significantly decreased in
comparison with Phase 1. It can be explained by the fact
that the main part of the code changes is applied to the
infrastructure and the implementation complexity is
almost independent of the number of causal events. For
example, the “Container of Events” method (Variant 4)
only requires routine updates to event handlers, while the
“Synchronous Queue” implementation (Variant 2) used in
the experiment does not require any additional changes at
all.

The best performance was demonstrated by the “New
event introduction” method (Variant 1). This is because
this solution does not introduce any new logic into the
system’s workings. However, as previously described,
frequent use of this approach can lead to significant code
duplication and the expansion of a list of narrowly
focused events.

As expected, the solution with a synchronous queue
(Variant 2) turned out to be the slowest. The performance
drawbacks are especially evident when sending a large
number of commands in parallel (average: 96 seconds).

The performance of the Container of Events method
(Variant 4) takes the second place, trailing slightly behind

Variant 1. Causal Barrier approach (Variant 3) ranks third.

For tests with 100 and 1000 consecutive requests, it
performs slightly slower. However, under parallel load,
the difference becomes twofold. In the context of our
experiment, this is explained by the inability to scale the
client (browser); for clients with “server” type, such a test
should yield better results.

Thus, the following conclusion can be drawn:

— If the assessment shows that the likelihood of
critical causal events is low, it is better to use the “New
event introduction” method, taking into account its
drawbacks.

— If the assessment indicates that the likelihood of
critical causal events is high, it is preferable to use either
the “Synchronous Queue” method (if the system will not

be under heavy load) or the “Container of Events” method.

— If predicting the likelihood of critical causal events
is challenging and the system may evolve, according to
the integrated comparative assessment calculations for
specific systems and conditions, the “Container of
Events” method (Variant 4) can be considered as the most
favourable with the score of 14.79 against 9.49 for the
“New event introduction” solution, which takes second
place.

The use of the “Synchronous Queue” solution
(Variant 2) shows poor performance, making it a
situational approach that doesn’t align with our specific
use cases. When comparing “Container of Events”
(Variant 4) with the others, the program effort of
implementing this approach is lower than the complexity
of “Causal Barrier” (Variant 3) and the ‘“New event
introduction” approach (Variant 1). Nevertheless, just
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plain adding of new events for each case (Variant 1)
works slightly faster. Across performance-appropriate
solutions, the “Container of Events” solution effectively
addresses the issue with the lowest development effort for
implementation and maintenance. It is worth noting it
helps to avoid code duplication.

CONCLUSIONS

The scientific novelty. For the first time the method
of estimation of the likelihood of causal events occurring
within the systems based on CQRS and ES architecture
and its formal description are suggested. The method is
based on analysis of entities, their interconnection and the
analysis of use cases connected to the entities and their
relationships. The variant of precise prediction of the
critical causal events occurrence based on the history of
existed solutions has been also provided.

The “Container of Events” method is firstly proposed
to solve the problem of critical causal-events for system
based on CQRS with ES architecture. It effectively
addresses the issue for most of the researched systems
with the lowest development effort for implementation
(HSSM Effort: 9225.34) and maintenance (HSSM Effort:
1816.43) across performance-appropriate solutions and
without code duplication. The method of Integrated
Performance-Complexity evaluation which helps to make
complexity-performance comparative assessment more
descriptive is firstly proposed. Evaluation based on this
method are 14.79 for the “Container of Events” method
against 9.49 for the “New event introduction” solution,
which takes second place.

Commonly used synchronization methods such as
Variant 1 (New event introduction), Variant 2
(Synchronous Queue), and Variant 3 (Causal Barrier) are
formalized and assessed.

The practical significance of the obtained results is
as follows. The formalized and assessed methods can be
used for effective real information systems development.
The strategy of experiment conducting applied to assess
the complexity of the modification can be used in practice
to resolve similar tasks (e.g. conducting similar
experiments). The proposed indicators and methods can
be used to determine effective conditions for the
experiments connected with the complexity and
performance evaluation.

The proposed solution which is provided to the
systems based on CQRS with ES Architecture can also be
applied to other systems in which the sequential delivery
of events is not guaranteed.
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KPUTAYHI MTPUUMHHO-HACJIIIKOBI MO
B CUCTEMAX 3ACHOBAHHUX HA OCHOBI APXITEKTYPH CQRS 3 EVENT SOURCING

JlurBuHoB O. A. — KaHJA. TeXH. HayK, JOLEHT KaeIpu eNeKTPOHHUX OOYMCIIOBAIBHUX MamiMH J[HINMPOBCHKOrO HAI[iOHAIBHOIO
yHiBepcutery imeni Onecst 'onuapa, [ninpo, YkpaiHa.

I'py3sin 1. JI. — acnipant xadeapu eneKTpOHHUX OOYHMCIIOBAJIBHUX MAIIUH J{HIMPOBCHKOTO HalliOHAIBHOTO yHiBepcuTeTy iMeHi Omnecs
I'onuapa, JIninpo, Ykpaina.

AHOTALIA

AKTyaJbHIiCTB. Y CTaTTi pO3MISAAEThCs NpobiieMa acCHHXPOHHOCTI NPUYMHHO-HACITIJKOBUX TIIOJiH, IO BHHUKAE B CEPBICHO-
Opi€HTOBaHMX 1H(OPMALIHHUX cUCTEMAaX, SIKI HE rapaHTYIOTh JIOCTABKY MOAIN y nopaaky ix my6mikamii. Lle Moxke npu3BecT 10 MOMMIIOK,
sIKI BUHHKAIOTh BUIIAIKOBO, SIK MPABUIIO HEPETYIISIPHO, y CHCTEMI, sIKa IPOTSATOM OCHOBHOTO 4Yacy (yHKIIOHYye 6e3 300iB.

Merta po6oT. MeToio poOOTH € MOPIBHIHHS Ta OLIHKA KUJIBKOX ICHYIOUHX ITIZIXO/IB Ta MPONOHYBAaHHS HOBOI'O MiAXOLY 10 BUPIIICHHS
poOIeMH CHHXPOHI3alil MPHYNHHO-HACTIIKOBUX HOAIH y cHCTeMax, AKi moOyJoBaHi 3 3acTocyBaHHAM apxitekTypu Command Query
Responsibility Segregation (CQRS) 3 Event Sourcing (ES).

MeTtoau. Ilo-niepiiie, MPONOHY€ETHCS METO/T OL[IHKH HMOBIPHOCTI BUHUKHEHHS IPHYMHHO-HACIIAKOBUX MOJIiH Y CHCTEMaXx, Ik OCHOBA IS
BuOOpy pimenHs. Tak, Ha OCHOBI pe3yJbTAaTiB aHaNi3y KUIBKOX HPOEKTiB, MoOymoBaHMX 3 3acrocyBaHHsM apxitektypu CQRS 3 ES,
MIOKa3aHO, IO HWMOBIPHICTh KPUTHYHUX IPHUYMHHO-HACHIIJKOBHX IIOZIM 3ale)KUTh BiJ B3a€MO3B’A3KiB MiDX CYTHOCTSAMH Ta I03-KEHCiB,
MoB’s13aHKX 13 cyTHOCTsMH. [lo-apyre, y wiit poboti mpomonyerbess meton “Container of events”, skuil mpeacTaBiisie Bapialiro mofii 3
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TTOBHOIO ICTOPI€F0 MTPUYMHHO-HACIIIKOBHUX 3B’S3KiB, aJallTOBaHy JI0 MOTped crcTeM MoOynoBaHMX 3 3acTocyBaHHsAM apxitektypu CQRS 3
ES. Takoxx 0o6roBopeHO BapiaHTH HOro MPaKTHYHOrO BIpoBa/ukeHHA. KpiM Toro, Gymu ¢opmanizoBaHi Ta OmiHeHi pi3Hi pillleHH, Taki AK
CHHXPOHHI uepru mojii Ta Bapiamuis merony “Causal Barrier”. Tlo-Tperte, mpeacraBieHi MeTou, Oyl OMKCaHi Ta OLIHEHI 338 KPUTEPisIMU
MPOAYKTUBHOCTI Ta CKJIamHOCTI Moaudikauii. [l oTpuMaHHS TMOPIBHAJIBHOI OIIHKM CKJIQJHOCTI Ta NPOAYKTHBHOCTI Oyna Brepiue
3aIpONOHOBaHA iHTErpoBaHa (OPMyIIa OLIHKH.
PesyabTaTu. Pe3ynbraTd OLIHKH MOKA3yIOTh, [0 Halie()eKTHBHINIMM pIilICHHAM IPOOIEeMH € BHUKOpHCTaHHsA Meroxy “‘Container of
events”. [y BIpOBaKEHHS PillIeHHsI HEOOX1THO BHECTH 3MiHHU JI0 TiICHCTEMH JOCTABKHU MO/ Ta iHDpacTpyKTypu 0OpOOKH MOMIM.

BucnoBku. PobGora 30cepekeHa Ha BHUpIIICHHI NPOOJIEeMH KPUTHYHUX NMPUYUHHO-HACITIJKOBUX MOMAIN JUIS CHCTeM, MOOYJOBaHHX 3
3acrocyBaHHsAM apxitektypu CQRS 3 ES. 3anponoHoBaHo MeTO[ OLIHKM HMOBIPHOCTI BUHMKHEHHS KPUTHYHUX MPUYMHHO-HACIIIKOBUX
mofiil, a Takok (opmalizoBaHO Ta OIIHEHO Pi3Hi pilieHHs Ifi€i mpobiaemu. Byio 3ampornoHoBaHO HalieeKTHUBHIIIE DIMIEHHS Ha OCHOBI
metoay “Container of events”.
KJIFOYOBI CJIOBA: CepsicHo-OpieHToBaHa ApXiTekTypa, ApXiTekTypa, 3acHOBaHa Ha mogisx, Event sourcing, CuHXpoHi3awis
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ABSTRACT

Context. The current scientific problem of extracting biometric characteristics of a user of a voice authentication system, which
can significantly increase its reliability, is considered. There has been performed estimation of formant information from the voice
signal, which is a part of the user template in the voice authentication system and is widely used in the processing of speech signals
in other applications, including in the presence of interfering noise components. The work is distinguished by the investigation of a
polyharmonic signal.

Obijective. The purpose of the work is to develop procedures for generating formant information based on the results of calculat-
ing the autocorrelation function of the analyzed fragment of the voice signal and their subsequent spectral analysis.

Method. The procedures for generating formant information in the process of digital processing of voice signal are proposed. Ini-
tially, the autocorrelation function of the analyzed fragment of the voice signal is calculated. Based on the results of the autocorrela-
tion function estimation, the amplitude-frequency spectrum is calculated, from which the formant information is extracted, for exam-
ple, by means of threshold processing. When the signal-to-noise ratio of the analyzed voice signal fragment is low, it is advisable to
iteratively calculate the autocorrelation function. The latter allows increasing the signal-to-noise ratio and the efficiency of formant
information extraction. However, each subsequent iteration of the autocorrelation function calculation is associated with an increase
in the required computational resource. The latter is conditioned by the doubling of the amount of processed data at each iteration.

Results. The developed procedures for generating formant information were investigated both in the processing of model and
experimental voice signals. The model signals had a low signal-to-noise ratio. The proposed procedures allow to determine more
precisely the width of the spectrum of extracted formant frequencies, significantly increase the number of extracted formants, includ-
ing cases at low signal-to-noise ratio.

Conclusions. The conducted model experiments have confirmed the performance and reliability of the proposed procedures for
extracting formant information both in the processing of model and experimental voice signals. The results of the research allow to
recommend their use in practice for solving problems of voice authentication, speaker differentiation, speech and gender recognition,
intelligence, counterintelligence, forensics and forensic examination, medicine (diseases of the speech tract and hearing). Prospects
for further research may include the creation of procedures for evaluating formant information based on phase data of the processed
voice signal.

KEYWORDS: autocorrelation function, authentication, voice signal, speech recognition, formant information, spectrum width.

NOMENCLATURE
g(t) — error that occurs when calculating the autocor-

relation function;

T —delay time;

Cyn(t) — component of the autocorrelation function
conditioned by noise correlation;

C_Ins (t) - component of the autocorrelation function

conditioned by the correlation between the noise and the
useful signal,

Cqy(t) — component of the autocorrelation function

s(t) — polyharmonic voice signal;

T —signal registration period;

t —signal registration time;

X (t) — additive mixture of useful and interfering sig-

nals;
x; —first element of the processed sample.

INTRODUCTION
In today’s digital world, where information protection
is one of the most important tasks, authentication methods
in information systems are becoming key components of

conditioned by the correlation of the useful signal and
noise;

Cqs(t) — component of the autocorrelation function

conditioned by the correlation of the useful signal;
Cyxx (t) —autocorrelation function;

k —number of elements in the processed sample;
n(t) — noise component, which is a stationary proc-

€ss;
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security. When using computer systems, mobile devices,
online services and electronic document management,
authentication plays a crucial role in confirming users’
access rights to systems and their resources.

However, the existing types of authentication have
their advantages and disadvantages, and the practice of
their usage in network technologies shows their low reli-
ability. Therefore, in recent years, intensive research has
been carried out on the application of biometric user at-
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tributes in authentication systems. Among biometric au-
thentication systems a special place belongs to voice sys-
tems, which are preferable by the criterion of
cost/efficiency. Obviously, that is why the Ukrainian
state-owned bank Privat is implementing voice authenti-
cation systems.

The procedures of voice authentication were based on
the works on speech recognition, which dates back to the
middle of the last century. The whole process of voice
authentication can be divided into three stages: signal
preprocessing; formation of user features; decision mak-
ing about the belonging of features to a given user.

Among the features of the user voice signal at authen-
tication the following are used: pitch frequency, formant
information, cepstral and mel-frequency coefficients and
others. A special place belongs to formant information,
which is used not only in authentication, but also in solv-
ing a number of other tasks.

Formant refers to the resonant frequency in the human
speech tract that contributes to the unique timbre and
quality of a speech sound. These frequencies are created
by the shape and position of the tongue, lips, and other
structures of the speech tract during speech production.
Formants are essential in phonetics and speech processing
because they play a crucial role in distinguishing between
different vowels and consonants. It is known that the
computation of formant frequencies is used to recognize
letters or syllables (strictly speaking — phonemes) pro-
nounced by humans. Formant information is widely used
in intelligence, counterintelligence, forensic examination,
medicine (diseases of the speech tract and hearing), gen-
der recognition. In music, formants also play an important
role as they contribute to the characteristic tonal qualities
of various musical instruments and vocal performance.

Formant analysis has practical applications in a vari-
ety of fields, including voice identification and authenti-
cation systems, speaker recognition, speech synthesis,
virtual instrument design, and audio effects processing.

Formants play a crucial role in voice synthesis by
shaping the timbre and articulation of synthesized voices,
contributing to the naturalness and intelligibility of the
generated speech. In voice recognition systems, formant
analysis helps to identify and distinguish spoken sounds,
facilitating accurate speech-to-text conversion and voice
authentication.

Formants play a significant role in the formation of
acoustic characteristics of speech, including regional ac-
cents. Variations in formant frequencies and resonance
patterns in different languages and dialects help to distin-
guish regional accents, affecting the perceived pronuncia-
tion and intonation of spoken speech. Formants are also
used in identifying the gender characteristics of the user.

To determine formants, frequency filters, spectral
analysis, wavelet transform, neural networks, etc. are
used. At the same time, spectral methods are the most
widely used, but they do not always meet the require-
ments.
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The object of study is the process of digital process-
ing of a voice signal when generating formant informa-
tion.

The subject of study is the sampling methods meth-
ods for estimation of formant information from the user’s
voice signal using correlation and spectral analysis.

Known estimation methods are not always effective
when there is a noise component.

The purpose of the work is development and study
of procedures that allow to improve the quality of formant
information extraction from the voice signal of the au-
thentication system user, especially in the presence of
interference.

1 PROBLEM STATEMENT

To estimate the formant information of a voice signal
in the presence of a noise component, we use the proper-
ties of the correlation function [1]. To reduce the stochas-
tic noise component of the original signal, its autocorrela-
tion function is used in [2, 3]. Let us consider the applica-
tion of the above method to extract formant data from the
voice signal information. Let the original recorded speech
signal X (t) be an additive mixture of a polyharmonic
voice signal s(t) and noise n(t), which is a stationary

process

X (t) = s(t) + n(t) , 1)

where t is the time of signal registration. We assume that
at the stage of preprocessing the analyzed signals are cen-
tered.

By definition, the autocorrelation function of the ana-
lyzed signal is calculated as follows [1]

.
Cyx (r)=TIim [X(®)- X (t-7)dt, )
—)000

where T issignal recording period; t — delay time.
Due to the distributivity of the correlation operator,
we can represent Cxx(t) in the form of the following

summands

6XX (0= 6ss (v)+ 6nn (v)+ 6sn (v)+ 6ns (). (3)

Let us analyze the components of the autocorrelation
function. We start the analysis with the second summand

Con(7), which, taking into account the stochasticity of
noise, tends to zero, and at the point t=0 tends to the
noise variance. The third and fourth summands (63n (),
6ns(r)) tend to zero as the processed signals are cen-

tered. The component C(t) will have a higher signal-
to-noise ratio [2]. As a result, we obtain
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X (1) =Cq (1) +£(1) (4)

where ¢(t) is some error, which decreases with increas-
ing integration time T .

Here we note that the autocorrelation function of the
sum of periodic signals is a periodic function with the
same frequency [1, 2], i.e., it contains all frequency com-
ponents of the formant signals.

2 REVIEW OF THE LITERATURE

The fundamental provisions of the acoustic spectral
theory of speech were formulated in the XIX century by
the outstanding German scientist G. Helmholtz, which are
widely used today. Let us pay attention to the works of
the famous Swedish acoustician G. Fant, who also pro-
posed a theory of distinguishing features — a universal
acoustic classification of sounds. Formant information
plays a significant role in this classification.

Various methods are used to obtain individual parame-
ters of the speaker’s voice, but formant analysis provides
the most robust identification characteristics. It is empiri-
cally proved that four formants are sufficient to character-
ize speech sounds. In most cases, the first two formants are
sufficient to distinguish vowel sounds, but almost always
the number of formants in the sound spectrum is greater
than two, indicating more complex relationships between
articulation and acoustic characteristics of the sound than if
only the first two formants are considered. It is the third
and fourth formants that give an idea of the individual fea-
tures of the speaker’s pronunciation, as they capture side
resonant frequencies. Formants together with other charac-
teristics of the speech signal represent a qualitative dy-
namic evaluation of the speaker [4].

Determination of formant frequencies as local peaks in
the amplitude spectrum of a speech signal still has signifi-
cant difficulties. These difficulties are related both to the
peculiarities of sound generation in the speech path and to
external conditions [5].

All modern works in the field of formant analysis can
be divided into several classes. The first class includes
works that consider methods of formant analysis based on
a generalized mathematical apparatus. In this case, the
works lack a phonetic approach and do not take into ac-
count the physiological features of the human speech
tract. The main attention is paid to the procedures of digi-
tal processing of nonstationary polyharmonic (polyfre-
quency) signal. The procedures are mostly based on the
Fourier transform. Recently, cepstral analysis, wavelet
transforms [6], etc. have been used for this purpose.

Another class of methods for estimating formant in-
formation is based on taking into account the peculiarities
of the human speech path. For example, [7] proposes to
construct the state vector of an a priori specified dynamic
system (in this case, the speech path) based on the appli-
cation of a recursive filter (Kalman filter). For the LPC-
transformation method, [8] additionally introduces a pro-
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cedure for “smoothing” formant spikes using the Newton-
Raphson fast convergence algorithm.

Recently, many works have been published, in which
the issues of diagnostics of diseases of the speech tract
and hearing are considered [9].

The works in which neural networks are used, are
considered separately [10, 11].

3 MATERIALS AND METHODS

To explain the processing procedures, let us further
proceed to digital (discrete) signals. For simplicity of ex-
planation, we will assume that a fragment of the speech
signal (line vector) X containing five samples is proc-
essed. Obtaining the first half of the elements of the auto-
correlation function is connected with multiplication of
this vector by a matrix, namely

X5X4X3XpX)
0 xgxgx3x9
0 0 xgxgxs |. (5)
000 xgxy4
0000 xg

(x1,x2,X3,X4,%5) -

The second half of the autocorrelation function is ob-
tained using the following matrix operations

XoX3x4x50
X3x4x50 0
X450 00 |. (6)
x0000
00000

(g, x2,X3,X4,X5) -

In (6), to obtain a square matrix, the latter is supple-
mented with five columns consisting of zeros. As a re-
sult, we obtain an autocorrelation function containing nine
elements, which is normalized accordingly. If necessary,
we can calculate the autocorrelation function from the
obtained samples. Naturally, the initial vector and the
structure of the used matrices are changed. The number of
processed elements at each processing cycle is doubled
(2-k), and the number of computational operations is

proportional to the value of k2.

After calculating the autocorrelation function, a fast
Fourier transform is applied to the results. As a result, we
obtain the amplitude-frequency spectrum from the auto-
correlation function of the voice signal. In the simplest
case we can perform threshold processing of the obtained
spectrum and select formant frequencies. If necessary
(low signal-to-noise ratio) processing procedures are re-
peated.
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4 EXPERIMENTS

To verify the performance and efficiency of the con-
sidered methodology, we perform processing of a model
signal. The model signal included two harmonics: the first
component had a frequency value of 250 Hz and a unit
amplitude, and the second component had a frequency
value of 1000 Hz and a halved amplitude. The generated
signal is shown in Fig. 1.

I |”| | |‘|,’| | \‘|,’| | M | \‘J\
\HH \HHHH\HH\
S ﬂ|1l|1l|1 Il u |1
AREn

_.3|i|.ll.|I.|I.

[} 500 1000 1500 2000 2600
Counts

Amplitude

Figure 1 — Processed model signal

The sampling frequency of the considered signal is 64
kHz, the number of processed signal samples is 2500.

Then the model signal was additively supplemented
with Gaussian noise. As a result, the signal-to-noise ratio
by power of the processed mixture was approximately 0.7
dB. The signal received for processing is shown in Fig. 2.

Qriginal signal+noise, G4kHz

Counts

Figure 2 — Mixture of model signal and noise

Traditionally, filter-based methods have been used to
determine formant information, but recently spectral pro-
cedures have been favored.

Fig. 3 shows the amplitude-frequency spectrum of the
processed mixture.

Amplitude spectrum of signal and noise, 64 kHz
™ . - ' v v . .

.
H M‘N(UW H{P L

[} 500

1000 1600 2000 2600 3000 3600 4000

Frequency, Hz
Figure 3 — Amplitude-frequency spectrum of the processed
mixture
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The analysis of the presented spectrum allows us to
determine the frequencies of the model signal. The maxi-
ma of the spectrum correspond to the frequencies of the
model signal, namely 250 and 1000 Hz. However, the
width of formant frequencies is rather difficult to deter-
mine.

Further, the same mixture was processed according to
the proposed methodology. The processing results after
five cycles of calculating the autocorrelation function and
calculating its spectrum are presented in Fig. 4. The max-
ima of the spectrum also correspond to the frequencies
250 and 1000 Hz. The width of the formant frequency
spectrum is determined quite accurately. Thus, the pro-
posed technique allows us to determine the frequencies of
the components of the polyharmonic signal.

Amplitude spectrum, 5th iteration, 64 kHz
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Figure 4 — Amplitude-frequency spectrum from the autocor-

relation function
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Analysis of the obtained spectrum makes it possible to
draw a conclusion about the increase in the signal-to-
noise ratio of the selected harmonics and their narrower
spectrum width. The latter is essential for accurate deter-
mination of the values of format frequencies. Further we
proceed to the similar processing of the experimental
voice signal of the authentication system user.

5 RESULTS
Let us illustrate the results on the example of voice
signal processing. The user pronounced “one” as an ex-
perimental signal. Fig. 5 shows the experimental voice
signal containing 37000 samples recorded from a micro-
phone with a sampllng frequency of 64 kHz.
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Figure 5 — Experimental voice 5|gnal

The amplitude-frequency spectrum of the analyzed
signal is shown in Fig. 6.
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Amplitude spectrum of the experimental signal, 64 kHz
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Figure 6 — Amplitude-frequency spectrum of the analyzed signal
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Analysis of the spectrum shows that six maxima of
formant frequencies can be identified. However, there are
difficulties in determining the width of the formant spec-
trum and determining the frequencies of the maxima.
Naturally, there will be problems with the construction of
the envelope of the analyzed signal spectrum.

The results of threshold processing of this spectrum
are presented in Table 1.

Table 1.
Formant number F1 F2 F3 F4 F5
Spectrum level, dB 65 53 51 48 40
Frequency, Hz 258 524 782 1040 1297

The results of processing according to the proposed
method will be illustrated during the processing of a
fragment of the considered signal. Fig. 7 shows a frag-
ment of the investigated voice signal including a part of
the phoneme “0”, and its spectrum is shown in Fig. 8.
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Figure 7 — Fragment of the experimental voice signal
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Figure 8 — Amplitude spectrum of the experimental voice signal
fragment

Threshold processing (threshold value 35 dB) of the
obtained spectrum allows to identify five formant fre-
quencies. The results are presented in Table 2.
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Table 2 — Spectrum thresholding results, threshold is 35 dB

Formant number F1 F2 F3 F4 F5
Spec”gg level, 57.1 471 | 465 | 467 | 3857
Frequency, Hz 266 516 782 1032 1297

The results of processing a fragment of the experimen-
tal signal using the method proposed above are presented
in Figs. 9-11.

Amplitude spectrum. 1 iteration, G4kHz
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Figure 9 — Amplitude spectrum after first iteration

Amplitude spectrum, 2 iteration, B4kHz
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Figure 10 — Amplitude spectrum after the second iteration
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Figure 11 — Amplitude spectrum after the third iteration

The analysis of the presented spectra gives grounds to
conclude that the proposed processing technique allows to
increase the signal-to-noise ratio.

The results of the autocorrelation function spectrum
processing after the first iteration with a threshold of 75
dB are presented in Table 3.

Table 3 — Results of spectrum thresholding, threshold 75 dB

Formant number F1 F2 F3 F4 F5
Spectrum level, 117 | 942 | 93.1 | 93.3 77
dB
Frequency, Hz 258 516 774 | 1032 | 1297

Table 4 shows the results of the autocorrelation func-
tion spectrum processing after the first iteration with a
threshold of 50 dB.
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Table 4 — Results of spectrum thresholding, threshold 50 dB

Formant number F1 F2 F3 F4 F5 F6 F7 F8
Spectrum level, dB 117 94 93 93 77 60 55 54
Frequency, Hz 258 | 516 | 774 | 1032 | 1297 1563 1829 2079

As evidenced by the results, the proposed methodol-
ogy allows to determine up to eight formant frequencies,
which can positively affect the quality of voice authenti-
cation systems.

6 DISCUSSION

The use of the spectrum after the second and subse-
quent iterations does not give better results, however, it
requires a significant computational resource. Therefore,
when estimating formant frequencies, it is reasonable to
limit ourselves to one iteration of the autocorrelation
function calculation.

Let us briefly analyze the results of the model experi-
ment. We begin the analysis by considering Tables 1 and
2. The first two formant frequencies are different. It is
known that they are determined by the content of the
voice signal. Therefore, this distinction of frequencies is
justified. The third formant frequency depends on the
speech apparatus of the user of the authentication system.
This explains that these frequencies of the third formant
are equal. The fifth formant frequency is also equal.

Now let us analyze the contents of Tables 2 and 3,
namely, the results of traditional spectral methods for
determining formant frequencies and the proposed meth-
odology. The normalized correlation coefficient of both
spectral density and formant frequencies is more than
0.99. However, the first three formant frequencies have a
small difference. The fourth and fifth formant frequencies
are the same. The second, third and fourth formant fre-
quencies calculated by the proposed method are multiples
of the first formant frequency. This fact deserves attention
and requires further investigation.

CONCLUSIONS

The relevant scientific problem of development and
research of procedures that allow to significantly improve
the quality of formant information extraction from the
voice signal of the authentication system user at low sig-
nal-to-noise ratio was solved. The object of the research is
the process of generating formant information in various
applications.

The scientific novelty of the obtained results lies in
the fact that for the first time a method of formant infor-
mation refinement is proposed on the basis of procedures
for calculating the autocorrelation function of the ana-
lyzed fragment of the voice signal (mismatch function), to
which traditional spectral methods of formant frequencies
determination are subsequently applied. The use of the
autocorrelation function as initial information, first of all,
allows to increase the signal-to-noise ratio and more accu-
rately determine the width of the formant frequency spec-
trum.

For the investigated calculation methods, the normal-
ized correlation coefficient of both spectral density and
formant frequencies is more than 0.99.

© Pastushenko M. S., Pastushenko M. A, Faizulaiev T. A., 2024
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The results of the model experiment indicate the fol-
lowing.

In the process of formant frequencies estimation, cal-
culation of one iteration of the autocorrelation function
can be enough. Traditional spectral methods for determin-
ing formant frequencies do not have high accuracy, first
of all, in determining the width of the formant frequency
spectrum.

The proposed technique allows to determine more
formant frequencies more accurately, which can signifi-
cantly affect the determination of the envelope spectrum
of the investigated voice signal.

The obtained results can be used in speech recogni-
tion, forensics, forensic examination, voice authentica-
tion.

Prospects for further research include the study of the
proposed method for extracting formant information from
the phase data of the voice signal of the authentication
system.

REFERENCES

1. Van Trees H. Detection, Estimation, and Modulation Theory, Part I:
Detection, Estimation, and Linear Modulation Theory. Wiley,
NewYork, 1968, 716 p. DOI:10.1109/9780470544198.ch1

2. Ifeachor Emmanuel C., Jervis Barry W. Digital Signal Processing:
A Practical Approach Second Edition. Addison-Wesley Publishing
Company, 1993, 779 p.
URL: https://seemabajil.wordpress.com/wp-
content/uploads/2019/01/jervis-book.pdf

3. Zhuravl’ov V. Korelyatsiynyy analiz frahmentiv fonem mov-
noho syhnalu, Pravove, normatyvne ta metrolohichne zabez-
pechennya systemy zakhystu informatsiyi v Ukrayini : naukovo-
tekhnichnyy zbirnyk, 2005, Vyp. 11, pp. 13-19. URL:
https://ela.kpi.ua/handle/123456789/11249

4. Beigi H. Fundamentals of Speaker Recognition. NY, Springer,
2011, 942 p. DOI:10.1007/978-0-387-77592-0

5. Leng Y. R, Tran H. D., Kitaoka N., Li H. Selective gammatone
filterbank feature for robust sound event recognition, IEICE
Transactions on Information and Systems E95.D(5), 2012, pp.
1229-1237. DOI:10.1587/transinf.E95.D.1229

6. Chaari S., Ouni K., Ellouze N. Wavelet ridge track interpreta-
tion in terms of formants, Ninth International Conference on
Spoken Language Processing, 2006, pp. 1017-1020. URL:
https://www.isca-
archive.org/interspeech_2006/chaariO6_interspeech.pdf

7. Ozbek Arslan 1., Demirekler M. Tracking of Visible Vocal
Tract Resonances (VVTR) Based on Kalman Filtering, 9th In-
ternational Conference on Spoken Language Process-
ing/INTERSPEECH 2006, Pennsylvania, Amerika Birlesik Dev-
letleri, 01 Ocak, 2006, pp. 1013-1016
URI:https://hdl.handle.net/11511/53260

8. Mellahi T., Hamdi R. LPC-based formant enhancement method
in Kalman filtering for speech enhancement, AEU-International
Journal of Electronics and Communications, 2015, Vol. 69,
Ne 2, pp. 545-554. DOI:10.1016/j.aeue.2014.11.007

9. Panek D., Skalski A., Gajda J., Tadeusiewiczacoustic R. Analy-
sis assessment in speech pathology detection, Int. J. Appl. Math.
Comput. Sci., 2015, Vol. 25, Ne 3, pp. 631-643 DOI:
10.1515/amcs-2015-0046

10. Tran D., Wagner M., Zheng T. A Fuzzy approach to Statistical
Models in Speech and Speaker Recognition, 1999 IEEE Inter-

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbopmatrka, ynpasninss. 2024. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 3

national Fuzzy Systems Conference Proceedings. Korea, 1999, https://archive.ll.mit.edu/publications/journal/pdf/vol01_no1/1.1
pp. 1275-1280. DOI:10.1109/FUZZY.1999.790085 .7.neuralnetworks.pdf

11. Lippmann R. Neural Network Classifiers for Speech Recogni- Received 20.06.2024.
tion, The Lincoln Laboratory Journal, 1988, Vol. 1, Ne 1. pp. Accepted 23.08.2024.
107-124. URL:

V]IK 057.087.1:621.391.26

OL[IHKA ®OPMAHTHOI IHOGOPMAIIIT 3 BAKOPUCTAHHSAM ABTOKOPPEJISALINHOI ®YHKIIIT TOJIOCOBOI'O

CUTHAJTY

Mactymenko M. C. — kaHJ. TeXH. HayK, npodecop, mpodecop kadenpu iHpokomyHikamiiiHoi imxenepii iM. B.B. [Tonmoscekoro, Xap-
KIBCHKOT'O HalliOHAJILHOTO YHIBEPCHTETY paliOeNeKTPOHIKH, XapKiB, YKpaiHa.

IMactymenko M. O. — cryaeHT Kadeapy MaTeMaTHIHHX METO/IIB CHCTEMHOT0 aHalisy HauioHaabHOTroO TEXHIYHOTO YHiBepcHTETY YKpa-
THu «KuiBChbKuii moniTexHivHuUiA iHCTUTYT iMeHi Iropst Cikopebkoro», Kuis, Ykpaina.

®daiizynaeB T. A. — ctyneHT kadeapu TEOPETUIHOT MEXaHIKH, MAIIMHO3HABCTBA Ta POOOTOMEXaHIYHUX cucTeM HalioHambHOTO aepoKo-
cMiuHoro yHiBepcurety iMm. M. €. )KykoBcboro «XapkiBchbKuil aBialiiHuid iHCTUTYT», XapKiB, YKpaiHa.

AHOTALIA

AKTyalIbHicTh. Po3risgaeTbes akTyanbHe HAyKOBE 3aBIaHHs OTPHMMAHHSA 0iOMETPUYHUX O3HAK KOPHCTYBaya CHCTEMH IOJIOCOBOI aBTe-
HTH]IKaIil, SKi JO3BOJISIOTH ICTOTHO MiJBHIIUTH ii HaAiliHicTh. BukoHaHO oniHka opMaHTHOI iH(OpMaLii 3 TOJIOCOBOTO CUTHAITY, 5SIKa BXO-
IWTH B INa0JOH KOPHCTyBada CHCTEMH TIOJIOCOBOI aBTeHTH(IKAIi i IMPOKO BUKOPHUCTOBYETHCS IMPH 0O0poOLi MOBHHX CHTHANIB B iHIIHX
J0[aTKaX, Y TOMY YHCII 1 32 HassBHOCTI IIYMOBHX CKJIJIOBHX, IO 3aBakaroTh. OCOOIHUBICTIO POOOTH € Te, HIO JOCIIHKEHHIO MiAIaeThCs
MOJIIrapMOHIHUIT CUTHaJI.

Merta podoTu — po3poOka nporuenyp GpopmysaHHs popmaHTHOI iHpOpMAaLii Ha OCHOBI Pe3yJIbTATIB PO3PAXyHKY aBTOKOPEIALIHHOI yH-
KIIii aHaTIi30BaHOTO ()parMeHTa roJIoCOBOr0 CUTHAY Ta MOAANBIIOTO X CIIEKTPAILHOTO aHaTI3y.

Mertoa. [IpononyroTbes mpoueaypu GpopMmyBanHs GopMaHTHOI iH(popMalii y nporeci udpoBoi 06podku ronocoBoro currany. Croya-
TKY PO3PaxOBYETbCS aBTOKOpeJIsiLiiiHa QyHKIIisl aHaIi30BaHOTO (pparMeHTa rojocoBoro curxany. Ha ocHOBI pe3ysbTaTiB OLIHKHM aBTOKOpE-
JidHOT PyHKIIT po3paxoByeThCs aMILTITYAHO-YaCTOTHUH CIIEKTp, 3 SKOTO BIIy4aeThcs (POPMaHTHA iH(POpMALLis, HAIPUKIAL, 32 JOIOMO-
roro moporooi 00po6ku. Ipy HU3BKOMY BiJHOIIEHHI CUTHA/IIIYM aHAIi30BaHOTO (hPArMEHTa rOJIOCOBOTO CHUTHATY PO3PaXyHOK aBTOKOpeE-
JSLIHHOT QYHKIT TOLIBHO BUKOHYBATH iTepaliiiHo. OCTaHHE J03BOJISIE MIIBHIIATH CIiBBIIHOIICHHS CHTHAI/IIYM Ta e(eKTHBHICTh BUII-
nenHst opmanTHOI iH(opManii. OfHAK KOXKHA HACTYIHA iTepallis po3paxyHKy aBTOKOpesLiiHoi GyHKLii 0B’ s13aHa 31 301IbLIEHHSM HE00-
XiJTHOTO 00YHCITIOBAIIBHOTO pecypcy. OCTaHHE 3yMOBIICHO ITOJBOEHHAM KiJIbKOCTI JAHHX, IO 0OpOOIAIOTHCS IPH KOXKHIH iTepaii.

PesyabraTn. Po3pobneni npoueaypu hopmyBanHs popMaHTHOI iH(OpMaLii OCITIHKEHO SK TPH 00poOIi MOIEIBHHX, TaK 1 EKCIIeprMe-
HTaJIBLHUX TOJIOCOBHX CHUTHAMIB. IIpy bOMY MOJIC/IbHI CHIHAI MAJId HU3bKE BiJHOLICHHS CHIHAJI/IIyM. 3alpOIMIOHOBaHI MPOLELYPH JT03BO-
JIIOTH ONBII TOYHO BU3HAYMTH MIMPHHY CIIEKTPa BHTy4aeMHX ()OPMAHTHHX YAaCTOT, 3HAUHO 30LIBIINTU KiIBKICTh (POPMAHT, IO BUALIAIOTE-
csl, B TOMY YHCII i TIPY HU3BKOMY BiIHOILEHHI CHTHAI/IITYM.

BucnoBknu. [IpoBeeHi MOJIeIbHI €KCIIEPUMEHTH iATBEP I MPALE3IaTHICTD 1 JOCTOBIPHICTH 3alIPOIIOHOBAHUX MPOLEIYP OTPHUMAHHS
thopmanTHOI iH(pOpMALii K py 00pOOIi MOJETBHUX, TAK 1 EKCIIEPUMEHTAIBHUX TOJIOCOBHX CUTHAIIIB. Pe3ynbTaTu JOCHIIIKEHb JO3BOJISIOTh
PEKOMEH/TYBaTH IX 0 BUKOPHCTaHHS Ha IPAKTHIL I BUpIIICHHS 3aBJaHb FOJIOCOBOI aBTeHTH(IKaMil, po3pi3HEHH IUKTOPIB, PO3IIi3HABaH-
HS MOBM Ta CTaTi, PO3BiJKH, KOHTPPO3BIIKH, KPUMIHAIICTUKH Ta CYIOBOI E€KCIIEPTU3H, MEIUIMHK (XBOPOOH MOBHOTO TPAKTy Ta CIYXY).
TlepcriekTHBY MOJATBIINX TOCTIIPKEHb MOXKYTh BKJIIOYAaTH CTBOPEHHS MPOLIEAYP OLIHKK (OopMaHTHOI iH(opMallii Ha OCHOBI (a30BHX JaHUX,
00p006IIIOBAHOTO TOJIOCOBOIO CUTHAITY.

KJIFOYOBI CJIOBA: aBTOKOpeIsLiiiHa QyHKIiS, aBTeHTH(IKALlis, TOIOCOBUI CUTHAII, pO3Mi3HaBaHHS MOBH, ()opMaHTHA iH(OpMAais,
LIUPHHA CIEKTPY.
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ABSTRACT

Context. The development of new types of virtual environments is an urgent task of informatisation of modern education, since
such services allow enhancing the quality of educational services and contribute to a deeper assimilation of new knowledge by stu-
dents. A web application proposed in this paper has been built using modern approaches to creating web pages using the .NET pro-
gramming language, Bootstrap and ASP.NET MVC frameworks, Azure cloud solutions and Azure SQL databases, which has en-
abled the simplification of software development by distributing functions between the application modules and provided the flexibil-
ity, performance, and security necessary to work with relational data. The effectiveness of the application in the educational process
has been experimentally tested using the method of determining the qualitative evaluation of the web forum usefulness parameter,
which was developed by introducing an informative parameter of the discussion quality based on the h-index (sometimes called the
Hirsch index or Hirsch number).

Objective. To build a mathematical model of a web forum and develop a method of determining the qualitative evaluation of the
parameter of usefulness of discussions in the created web application, which would allow improving the quality of educational and
scientific activities in a higher education institution.

Method. A method of determining the parameter of qualitative evaluation of a web forum using the h-index has been developed,
which enabled analysing the interest in covering the trends of discussion on the forum pages and planning on its basis further work of
the forum as a tool of a virtual learning environment.

Results. Based on the analysis of the results of the implementation of the web application in the educational process of the De-
partment of Information Technologies Vasy!| Stefanyk Precarpathian National University, the user activity of posts has been analysed
and the effectiveness of discussions of the proposed topics on the forum pages has been determined using the introduced activity
parameter.

Conclusions. A mathematical model of a web forum has been built, and the application has been implemented using modern ap-
proaches to software development using an optimised MVC architecture, which enabled simplification of creating a service by dis-
tributing responsibilities between the application modules and facilitating testing and technical support of the service.

The scientific novelty of the study is the development of a method of evaluating the usefulness of discussions in a web forum by
introducing a new informative quality parameter, the use of which allowed broadening the scope of existing limitations in quantita-
tive analytics of discussions and feedbacks in popular services. Experimental studies carried out on the basis of a higher education
institution have confirmed the effectiveness of the method application to improve the quality of educational services. The practical
significance of the obtained results is the development of a software product as a tool of the virtual learning environment of a higher
education institution.

KEYWORDS: virtual environment, web forum, mathematical model, cloud technologies, activity parameter, method of qualita-
tive evaluation of a web forum.

ABBREVIATIONS ForumName; is a name of a specific forum for dis-
HEI is a Higher Education Institution;
WBL is a Web-Based Learning;
LMS is a Learning Management System;

cussion;
CreatedBy; is a forum member who created the dis-

CC is a Cloud Computing; cussion;
SQL is a Structured Query Language; Content(Forumy) is a content of the discussion;
MVC is a Model-View-Controller; User; is a user model;
B is a Byte; User) -
ZB is a Zettabyte. N s a number of forum users;
Email; is a user’s email address;

] NOMEN_CLATURE PaswordHash; is a user’s password in the form of a

Forum; is a mathematical model of the forum; hash:

UserName; is a username;

© Pikuliak M. V., Kuz M. V., Lazarovych |. M., Kuzyk Y. M., Skliarov V. V., 2024
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IsActive; is a Boolean variable of the user activity;

MemberSince; is a date of registration on the forum;

ProfilelmageUrl; is a path to the profile photo;

Rating; is a user rating;

Topic(Forum;) is a set of discussions that belong to
the forum Forum;;

TopicName; is a discussion title;

TopicAuthor; is a discussion author;

TopicDate; is a date of creation of the discussion;

Post(Topic;) ={Post;} is a set of publications in the
i discussion;

Post; is a model of publications;

PostAutors; is a set of users participating in the dis-

cussion;

N _(PostAutors j )

|

author in the i" discussion;
(PostAutorsj) . .
{m}={Ni ) } is a set, each element of which
indicates the number of publications of the j™ author in
the i discussion;

H; is a h-index of the discussion Topic(Forum;);

is a number of publications of the j"

Ki is a parameter of the discussion activ-

ity Topic(Forum;) .

INTRODUCTION

The past few decades, with the intensive development
of modern information technologies and the availability
of the Internet, have been characterised by unique oppor-
tunities for self-education that are constantly evolving and
improving. The World Wide Web has become a source of
intellectual activity for modern students and teachers, who
have unlimited opportunities to gain knowledge, improve
their skills and develop professional skills [1].

The educational process and the university manage-
ment system are constantly being digitised, which are the
main factors that allow not only enhancing the manage-
ment effectiveness by automating various activity areas of
a higher education institution (HEI), but also raising its
social significance as a centre for generating and dissemi-
nating new knowledge and information, ensuring its com-
petitiveness and the quality of professional development
training [2].

One of the popular areas and trends in modern educa-
tion is the introduction of web-based learning (WBL) and
the use of various web-based learning environments, such
as automated learning systems, web portals, and cloud-
based LMS. Web forums are also a leading modern and
relevant tool of informatisation, which are the resources
that provide an opportunity to exchange ideas and opin-
ions between users from different countries and regions
on various topics such as education, science, technology,
politics, sports, medicine, art, and others.

© Pikuliak M. V., Kuz M. V., Lazarovych |. M., Kuzyk Y. M., Skliarov V. V., 2024

DOI 10.15588/1607-3274-2024-3-13

152

Such web applications appeared almost as soon as the
Internet era began. The conventional approach to organis-
ing a discussion or forum began with standard online bul-
letin boards and has evolved smoothly in response to new
user needs, having become an integral part of the World
Wide Web. Today, forums serve as the main mechanism
for ordinary users to express their opinions on any topic,
as well as for teachers, students and researchers to find
answers to relevant self-education questions.

Comments made in discussions are usually managed
by those who are responsible for this and checked for
compliance with the terms and requirements of the site.
When a post on a forum receives a certain amount of at-
tention and comments, you can see how its display re-
sembles a tree structure. That is, a single post can be seen
as the root, and each reply is like the beginning of a corre-
sponding branch. Some trees are wide and shallow: eve-
ryone responds to the author’s thesis; other trees are nar-
row and deep: when two people argue “back and forth”
and only a few users participate in the discussion of a
common topic.

Notwithstanding that such forums were created at the
beginning of the Internet development, they are still popu-
lar among users and occupy one of the highest ranking
positions among the most visited websites in the world.

Therefore, the development of new types of virtual
environments as tools of informatisation of education, in
particular, web forums that would account for the advan-
tages of known solutions and eliminate their disadvan-
tages to functionally improve the interaction of the web
service with the user is an urgent scientific and applied
task that requires in-depth theoretical and software re-
search.

The object of the study is the process of developing a
web forum as a model of a web-based learning environ-
ment.

The subject of the study is a method for determining
the qualitative evaluation of the usefulness parameter of
discussions on a web forum.

The aim of the work is to build a mathematical model,
develop a web application on its basis to create a modern
software product and study the effectiveness of discus-
sions on topics using the method of determining the quali-
tative evaluation of the usefulness of discussions, which
will improve the quality of educational and scientific ac-
tivities at higher education institutions.

To achieve these goals, the paper solves the following
problems:

— to analyse known software solutions for creating
web forums, to identify their advantages and disadvan-
tages and to account for them in own development;

— to build a mathematical model of a web forum for
the implementation of the application software logic;

— to develop a method of qualitative evaluation of the
usefulness of discussions;

— to programmatically develop the service using mod-
ern technologies for building web pages;

— to carry out an experimental test of the application
of the proposed development during the organisation of
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the educational process in a higher education institution,
and to substantiate the effectiveness of the research results
and their feasibility in the educational sector.

1 PROBLEM STATEMENT

When creating modern web-based learning environ-
ments, developers face a large number of challenges re-
lated to the problems of how to account for the features of
organising virtual communication between participants in
the educational process, issues of software implementa-
tion based on the use of development tools and the choice
of services for further deployment. In addition, a key
stage for possible introduction of such services into the
educational process is to substantiate the effectiveness of
their use using both known and own developed research
methods. Therefore, there is a need to both create new
types of learning environments and to develop effective
and reasoned methods for studying the feasibility of their
use.

Assume that the model of discussion Topic(Forum;)

started on a forum Forum; by a user TopicAuthor; is
represented by the following characteristics:

Topic(Forum; )=<TopicName;, TopicAuthor;,

TopicDate;, Post(Topic;), K; >. @

To qualitatively evaluate the activity of the discussion
H:
Topic(Forum;) , a parameter Ki:TI was introduced (2),

which is defined as the ratio of the h-index H; of the dis-
cussion Topic(Forum;) to the time t, during which the

activity parameter is evaluated [3].
For further implementation of the software, a mathe-

matical model of a web forum Forum; is needed based on

modern approaches to building web pages using the .NET
programming language, Bootstrap, ASP.NET MVC
frameworks and data storage in Microsoft Azure cloud
services (Azure SQL, Azure Blob), and the effectiveness
of the proposed service in the educational process should
be studied based on the method of evaluating the pro-

posed discussion usefulness indicator K;.

2 REVIEW OF THE LITERATURE

The studies of both domestic and foreign scientists
and developers show a growing interest in the creation of
various web applications, which, owing to the use of an
accessible and user-friendly interface, have become an
indispensable source of information for modern people.
Virtual subject communities have gained particular popu-
larity, the number of which is constantly growing and
reaching a wider audience [4].

The most quoted definition of ‘virtual communities’
among foreign and Ukrainian researchers is that of
H. Rheingold: “Virtual communities are social associa-
tions of people that grow out of a network when a group
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of people hold an open discussion of a problem for a long
enough time and do so in a humane enough way to form a
network of their personal relationships in cyberspace” [5].

Scientific research aimed at studying virtual commu-
nities is reflected in the paper [6], the development of a
classification of virtual environments is carried out in the
paper [7], paper [8] analyzes the research of foreign scien-
tists on this issue.

To create and maintain virtual environments, appro-
priate cloud technologies are required, the most common
of which is cloud computing (CC). The concept of CC is
to provide end users with remote access to dynamically
scalable computing resources, services, and applications
(including operating systems and infrastructure), which
are maintained and updated by a service provider [9].

In 2023, about 50 ZB of information was stored in the
cloud (1 ZB = 270 B). This figure is expected to reach
100 ZB by 2025.

According to the analytical resource datereportal.com,
forums as tools of virtual communities are still at the top
of the most visited websites in the world. In particular, the
following forums are currently considered to be the most
popular:

— Reddit [10] is one of the best known forums in the
world today, founded in 2005, reaching around 330 mil-
lion visitors monthly and up to 57 million unique active
visitors daily;

— Quora [11] is an online forum designed to increase
the knowledge level of programmers and other computer
science professionals with an estimated 300 million users;

— Stack Overflow [12] is an online forum where dis-
cussions on various trends in programming are ongoing
with the involvement of highly qualified experts.

As for forums in the education sector, the most popu-
lar forum in Ukraine is Osvita.ua.

The advantages and disadvantages of the most popular
forums are summarised in Table 1.

Based on the analysis of popular forums, it was de-
termined that despite so many positive aspects of each of
them (for example, the creation of thematic forums, the
possibility to filter posts, multilingual extensions, the
availability of numerical analytics of views and posts), the
main disadvantage is the lack of a qualitative parameter
for evaluating each discussion, which can be used to de-
termine the qualitative characteristics of the interest of
users in the relevant topic.

Therefore, the result of this work is the development
of a web platform where users can create their own fo-
rums, participate in discussions, share information with
other users and study the effectiveness of its quality use
using the method of evaluating the usefulness of web fo-
rum discussions.
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Table 1 — Advantages and disadvantages of popular forums

Forum Advantages Disadvantages
name
— the possibility to create | — restriction of free-
your own thematic forums | dom of speech by the
(subreddits); moderator;
— the availability of a voting | — difficulty in finding
system; useful information
. — the use of various modera- | (due to the large num-
Reddit - ] .
tion algorithms to ensure the | ber of messages);
comfort and safety of users; — most information is
— the availability of statistics | available only in Eng-
on the number of posts and | lish.
participants at the current
time.
— simple and user-friendly | — the need for a con-
interface; tinuous expert feed-
— the possibility to use the | back channel to com-
division of questions into | ment on current issues;
categories; — intrusive advertising
— an edit function that allows | and sending unneces-
Quora users to edit and improve | sary emails that may
questions and answers in a | annoy users.
foreign language;
— multilingual extension;
— availability of statistics on
the number of positive and
negative votes.
Stack — standard format and ar- | — the quality of an-

Overflow | rangement of questions and | swers is not always
answers; high enough;

— the possibility of publish- | — oversaturation of the
ing codes and program ex- | site with questions
amples; from various areas;

— ensuring a plurality of | — high dependence on
options for answers to the | the number and quali-
questions posed; fications of involved
— possibility to filter publica- | experts.

tions (latest, active, unan-

swered).

Ocsita.ua | — access to the publication of | — oversaturation of the
posts and blogs for registered | site with questions
users; from  parents and
— the possibility of receiving | teachers, which do not
answers to any questions | always relate to the
related to education and | educational process;
training both in Ukraine and | — the absence of a
abroad; qualitative parameter
— the possibility of obtaining | for evaluating the
analytics on the activity of | activity of discussions.
visitors (answers, views).

3 MATERIALS AND METHODS
A web forum is a type of virtual learning environment
in which the information content consists of a set of fo-
rums, a set of discussions, and a set of messages. A
mathematical model of a web forum is organised as a
hierarchy, with the forum itself at the top level.
The structure of the web forum platform is as follows:

Forums = <Forum; ,User; >. (3)
Consider the model of a web forum (3). A forum, as
an integral part of a service, has its own topic and target

audience. It is characterised by the following parameters:

Forum; = <ForumName;, CreatedBy; ,Content(Forum; )>.

© Pikuliak M. V., Kuz M. V., Lazarovych |. M., Kuzyk Y. M., Skliarov V. V., 2024

DOI 10.15588/1607-3274-2024-3-13

154

A user of a web forum can be considered any person
who visits the site, reads or interacts with its information
content in the form of discussions and answers to ques-
tions. The model of a web forum user User; is given in

the form:

User; =<Email; ,PaswordHash; ,UserName; , IsActive;,
MemberSince;,ProfilelmageUrl; ,Rating; >. '

Then a set of the forum users is represented as:

n(Usen)
{User} = {User}iz; is a set of the forum users.
The information content of the forum discussion
(topic) Content(Forum;) is as follows:

Content(Forum;) = <Topic(Forum; ), PostAutors;> .

Each discussion Topic(Forum;) is described by the fol-
lowing parameters:

. . PostAutors;
Topic(Forum, )= <Post(Topic; ), Ni( OSUAUIONS)) s

A discussion is actually a key part of a forum, which
can be created by the administrator or another registered
user. It is a collection of messages related to a single topic
and arranged in a chronological order, as shown in (1).

In each discussion, users expect that there will be
some kind of post from other forum participants. Forum
posts can be considered as the smallest piece of informa-
tion content that has an atomic structure.

The h-index H; for the i™ discussion will be calcu-

lated similarly to its calculation for scientific papers, i.e.
as a function of the number of publications and their au-
thors. Assume that 10 forum users took part in the discus-
sion of the i discussion, each of them published a certain
number of posts. For example, user 1 posted 1 post, user 2
posted 2 posts, user 3 posted 4 posts, ..., user 10 posted 7
posts. Then the set {m} for this example will include the

following elements:
{m}={1,2,4,5,3,1,6,6,2,7} .

The h-index H for this discussion, will be equal to 4,
as this is the minimum number of posts that have been
made by users with at least 4 posts (in this case, the num-
ber of such users is 5). The index cannot be equal to 5
because the number of users with at least 5 posts is 4.

To determine the h-index according to the described
method, an algorithm has been developed that calculates

the value of H depending on the number of users py and
their publications my in a specific discussion (Fig. 1):
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Figure 1 — Algorithm for determining the h-index for discussion

The activity indicator of the i ™ discussion over time t
according to formula (2) will be determined as the ratio of
the calculated index H to the time during which the dis-
cussion is being analysed.

The mathematical model built in this way serves as
the basis for the software implementation of the web ap-
plication, which is made using a number of modern de-
velopment technologies and cloud services.

In particular, the front-end part of the service was im-
plemented using the Bootstrap framework, which is a
powerful tool for creating a user interface [13].

Asp.NET MVC, a reliable and flexible framework for
creating web applications running on .NET, was used on
the back-end of the application [14]. MVC is a design
pattern that divides the logic of the application into three
main components: a model (Model), a presentation (View)
and a controller (Controller). This architecture provides
built-in support for scaling, which allows expanding the
forum with the growth of users and requests, and facili-
tates the division of functionality into separate compo-
nents, which makes it easier to develop, test, and maintain
the project [15].

The use of cloud services allows developers, on the
one hand, to focus directly on coding, without worrying
about the support and maintenance of the infrastructure,
on the other hand, the services provide high flexibility,
scalability, and performance of the application [16].

Based on the proposed mathematical model of the fo-
rum (3) and in accordance with the MVC architecture, a
graphic model of the logical structure of the service is
presented (Fig. 2).

This model includes properties that describe various
aspects of the forum, its characteristics and relationships
with other models (for example, PostModel for describing
the structure of posts, PostReplyModel for a described
structure for replies to posts).

© Pikuliak M. V., Kuz M. V., Lazarovych |. M., Kuzyk Y. M., Skliarov V. V., 2024

DOI 10.15588/1607-3274-2024-3-13

ReplyView

Figure 2 — Graphical model of the MVC logical structure of the
ForumModel web forum

For each user, after visiting the platform, to be able to
receive a list of forums in a proper form (Fig. 3), a con-
troller ForumController was developed. It describes the
logic of how forums should be displayed. First, there is a
request to the database, which is structured according to
an additional ForumListModel model.

To calculate the efficiency ratio, the PostReplyModel
module was used, the use of which allows implementing
the functionality for calculating the efficiency ratio of
each discussion according to the algorithm presented in
Fig. 1.

In particular, Fig. 3 shows the view of the forum for
an ordinary user, which displays the list of existing dis-
cussions and the numerical values of the corresponding

usefulness coefficients K;:

1 I =
Figure 3 — Screenshot showing the list of existing discussions
and indicators of their activity

Thanks to the MVC philosophy, each element
harmoniously interacts with other components of the
model. The example page in Fig. 3 demonstrates how,
after the user opens the list of forums, a view activates the
controller and interacts with the model to provide the user
with the necessary information about the activity of each
discussion.

Also, the developed web forum enables implementing
the following functionality:
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1) search requests — implemented using a Home-
PageSearchController controller, in which a method has
been added that performs the search function among ex-
isting forums and discussions;

2) the possibility to display a dynamic navigation
menu for different user roles. To do this, a ProfileCon-
troller was created, which describes a function about
where the information for this page should come from;

3) the possibility of participating in discussions and
publishing answers. To implement this functionality, a
ReplyController was created, which describes a function
that processes a new reply according to the PostReply-
Model that was created earlier.

In the first release of the project, the MySQL database
was used to ensure the necessary storage and organization
of data, the use of which allows working efficiently with
data and ensures stable and scalable development of the
application (Fig. 4):

Figure 4 — Data schema diagram with corresponding relation-
ships between the tables

In the process of testing the development, a transition
to Azure SQL was made, which is a fully managed data-
base service in the cloud and provides high data security.
This transition allows using all the advantages of an Az-
ure account and provides more flexible and scalable data-
base management, as well as improved performance and
availability of the application [17].

To successfully prepare data for migration, special
tools such as Azure Database Migration Service or Azure
Data Migration Assistant were used, which enabled per-
forming both the analysis and planning of the data struc-
ture and the conversion of data types, as well as ensuring
compatibility between MySQL and Azure SQL [18]

(Fig. 5):

MySQL database

—
1. Prep data check

3 Basic queries manual

AzureSQL Data Checking the integrity of
Migration the transferred data

zureSQL 4. Connecti w db b

2. Connectiong to old  AZureSQL l 4. Coneactiog hew db
Server the web app

DB and stan exporting

data Testing web-app with

new database

Figure 5 — Database migration scheme in Azure SQL Cloud
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As soon as the migration was completed, the correct
functioning of the application was tested and verified us-
ing the Azure SQL database.

4 EXPERIMENTS

The proposed service has passed the testing stage and
has been successfully implemented in the organization of
the educational process and scientific activity by teachers
and students of the Precarpathian National University.
This enabled realizing the creative ideas of contributors
and to use non-standard approaches to solving problems
in the process of studying at a HEI, to activate scientific
and educational and cognitive activities of teachers and
students.

Thanks to the involvement in the discussion of an in-
creasingly wide range of users, both from the side of
teachers and the student community, in a relatively short
period of use (6 months), a number of important topics
from the field of programming, problems of distance edu-
cation, passing of educational and practical training by
students, finding a place of employment and a number of
others were covered and commented on the pages of the
application (Fig. 6.):

Back to Revews about bases of practces

Assessment of practice bases for technical specialties

Figure 6 — View of the page with the published posts for the
discussion

5 RESULTS

Based on the obtained indicators of activity, the inter-
est in the topic of discussions at the forum was analysed
over several months.

Fig. 7a and 7b present graphs of the analysis of the ac-
tivity indicator for the months of December 2023 and
January 2024, respectively.

The result of the implementation of the proposed ser-
vice was not only an increase in the level of knowledge of
students and the activation of scientific cooperation of
teachers, but also concrete practical results of using the
forum, which indicates an improvement in the quality of

the educational process.
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Figure 7 — Analysis graphs of activity indicators:
a — the month of December, b — the month of January

Thus, according to the results of the discussion by the
students of the 4" year of the “Software Engineering”
program on the topic of the quality of resource and infor-
mation support of practical training bases, significant de-
ficiencies were found in three practice bases in terms of
providing the students with proper conditions for the im-
plementation of the practical training program and the
participation of the students in the development of soft-
ware projects.

As a result of the analysis of the students’ posts at the
meeting of the Department of Information Technologies,
a decision was made about the impracticality of further
sending the students of the department for the training to
the companies designated in this way, which will improve
the quality of practical training of students.

Also, the discussion on the proposed service helped
five 4™ year students (which is 18% of the total number of
students of the SE-41 group) to decide on the place of
further employment, because as a result of the training,
the students received invitations to work in corresponding
IT companies.

For today, teachers and students of other programs are
being involved in active discussion on the pages of the
forum on various topics, which changes the role of par-
ticipants in the modern educational process and promotes
the search for new non-standard solutions in the field of
education.
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6 DISCUSSION

The development of web forums is an ongoing proc-
ess, in which attempts are actively made to improve both
the design and the introduction of new functionality,
which contributes to the further development of this plat-
form.

The use of the introduced qualitative parameter of the
discussion activity allows constant monitoring the ana-
lytics of the user activity on the web forum and the level
of interest in the corresponding discussion topics. Owing
to this, the administrators of the services have the oppor-
tunity to organize and plan further work of the applica-
tion, both in terms of expanding the range of topics and
improving the functionality and user experience of the
proposed web application of the forum.

A feature of the application of the proposed web fo-
rum in the future will be the use of the model Software as
a Service (Saas) [19], which will allow providing soft-
ware in the format of a service. Within the framework of
this model, it will be possible to use the forum builder as
a platform on which the users will have access to power-
ful tools for creating and managing posts, that is, they will
be able to configure their own forums, adjust their func-
tionality, design and adapt them to personal needs.

CONCLUSIONS

A mathematical model of the web forum was built,
and the application was implemented using modern ap-
proaches to software development using the optimized
MVC architecture, which enabled simplification of creat-
ing a service by distributing responsibilities between the
application modules and facilitating testing and technical
support of the service.

As a result of the analysis of well-known analogues,
the requirements for the software implementation were
determined and the main aspects of own development
were formulated, which has convenient functionality, high
reliability and meets the modern needs and requests of
users.

The scientific novelty is the development of a method
for evaluating the usefulness of discussions in a web fo-
rum based on the introduction of a new informative qual-
ity parameter, the use of which allowed broadening the
scope of existing limitations in quantitative analytics of
discussions and feedbacks in popular services.

The h-index was further used to evaluate the interest
of users in the topics of discussions on the web forum.

An experimental verification of the use of the service
in the educational process of the Precarpathian National
University was carried out by evaluating the parameter of
the usefulness of discussions, which enabled significant
diversification of educational activities, increasing the
level of practical training for students and improving the
exchange and discussion of relevant programmatic and
scientific issues for both teachers and the student commu-
nity.

The practical significance of the obtained results is the
development of a virtual educational tool, which enables
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AHOTAIIA

AKTyanbHicTh. Po3poOKka HOBHX THIIB BipTyaJIbHHX CEPEHOBHII € aKTyaJIbHOIO 3ajaueio iHpopmaru3auii cydacHOi OCBITH,
OCKIJIbKU MOAIOHI CepBicH JI03BOJISAIOTH SIKICHO MiIBHIIUTH PiBeHb HAZAaHHS OCBITHIX IOCIYT Ta CIIPUSIOTH OLIBLI TIMOIOMY 3aCBO-
€HHIO HOBHX 3HaHb CTyJEHTaMH. 3alpOIOHOBaHUH B pOOOTI BEO-3aCTOCYHOK MOOYIO0BaHMI 3 BUKOPHCTAHHAM Cy4YacHHUX ITiIXOZiB
CTBOPEHHS BEO-CTOPIHOK 3a moroMoroto MoBH nporpamyBanHs .NET, ¢peitmBopkis Bootstrap i ASP.NET MVC, xmapHuX pinieHb
Azure Ta 6a3 gaaux Azure SQL, 10 103BONMIO CIIPOCTHTH PO3POOKY MPOTPAMHOTO 3a0€3MEUCHHS IUIIXOM PO3MOALTY (QYHKIIH Mixk
MOJIYJISIMH TIPOTPaMH Ta 3a0€311e4mIo THYIKICTh, IIPOAYKTUBHICTE Ta O€31eKy, HeoOXiMHy Ui poboTH 3 pesauiiinumu nanumu. Ede-
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KTHBHICTh 3aCTOCYBaHHS y HaBYaJIbHOMY HPOIIECi CKCIIEPUMEHTAJIBHO MEPEBIPEHO i3 3aCTOCYBAaHHSIM METOXY BH3HAYCHHS SKiCHOI
OIIIHKU MapameTpa KOPUCHOCTI BeO-PopyMmy, sIKHii po3po0IIeHHiT 32 paxXyHOK BBEJCHHS iHPOPMATHBHOIO MapameTpa SAKOCTI AUCKYCIT
Ha OCHOBI BUKOPHCTaHHs iHAekcy ['ipia.

Mera. [ToOynoBa matemaTn4HOi Mozesi BeG-hopyMy Ta po3poOka METOLy BH3HAUYCHHS SIKICHOI OLIHKM Hapamerpa KOPHUCHOCTI
JMCKYCiil y CTBOpEHOMY Be0-3aCTOCYHKY, 1[0 AO3BOJIMJIO MiIBHIIHUTH SKiCTh MPOBEICHHS OCBITHBOI i HAYKOBOI IisUTBHOCTI y 3aKiiai
BHIIOi OCBITH.

MeTtoa. Po3poGiieHo MeTo BH3HAUEHHS MapaMeTpa SIKICHOT OLIHKH BeO-QopyMy 3 BHKOPUCTaHHIM iHAekcy [ipmia, mo aano
MOXJIMBICTh BUKOHATH aHAI3 3aI[iKaBI€HOCTI BUCBITICHHS HAIIPSMKIB 0OrOBOPEHb Ha CTOpiHKaX (popyMy Ta Ha HOrO OCHOBI IIPOBO-
JIMTH TUIaHYBaHHS TOJAbIIOI po6oTH HOPYMY SK IHCTPYMEHTY BipTyallbHOTO HABYAJIBHOT'O CEPEIOBHILA.

Pe3yabTaTn. Ha ocHOBI aHalizy pe3ysbTaTiB BIIPOBaKEHHs Be0O-3aCTOCYHKY B HaBUaJIbHUH Iporec kadeapu iHpopmaniiiHux
TexHouorii [IpukapnaTchbkoro HalioHaJIbHOTO YHiBepcuTeTy iMeHi B. CredaHnka BHKOHAHO aHANIITHKY KOPHCTYBALbKOI aKTUBHOCTI
JOIHKCIB Ta 332 paXyHOK BBEJCHOIO MapaMeTpa aKTUBHOCTI BU3HAYEHO e()eKTHBHICTh AMCKYCIH 3alpoONOHOBAaHMX TEM HA CTOPIHKAax
Gopymy.

BucHoBku. B nanomy mocmimkeHHI BUKOHAHO OOYAOBY MaTeMaTHYHOI Mozeni BeG-GopyMy Ta mMporpaMHO peani3oBaHO 3acTo-
CYHOK i3 BUKOPUCTAaHHSIM CyYaCHUX MiAXOIIB A0 PO3POOKH MPOTrpaMHOro 3a0e3MedeHHs 3a JOTIOMOTOI0 ONTHMI30BaHOI apXiTeKTypH
MVC, mo 103BONMIO CIPOCTUTH TIPOIIEC CTBOPEHHS CEPBICY IUITXOM PO3IOALTY 000B’SI3KiB MiXK MOTYJISIMU IIPOTPaMH Ta MOJIETIIHN-
TH TECTYBaHHS 1 MATPUMKY CEpBICy.

HaykoBa HOBU3HA moJIsiTae B po3po0I1li METOIY OLIHKK KOPUCHOCTI JUCKYCii y BeO-(popyMi 3a paxyHOK BBEIICHHS HOBOTO iH(]O-
PMaTHBHOTO IIapaMeTpa SKOCTi, BUKOPHCTAHHS SIKOTO J03BOJIMIIO PO3MIMPUTH OOMEKEHHS L1010 KUIBKICHOI aHAJIITHKH 00rOBOPEHb
Ta BIATYKIB y BiIOMHUX cepBicax. ExcriepuMeHTalbHi JOCTIKEHH, IPoBeAeHI Ha 0a3i 3akiaqy BHILIOI OCBITH, MiATBEpAMIN ederTH-
BHICTb HOT0 3aCTOCYBaHHs AJIsI MiABUIISHH SIKOCTI HAJAHHs OCBITHIX MOCyT. [IpakTHYHE 3HAYCHHs OTPUMAHUX PE3yJIbTaTiB MOJIs-
rae B po3po01i IporpaMHOro MpoAyKTY SIK iIHCTPYMEHTY BipTyaJbHOTO HABYAIFHOTO CEPEIOBHINA BY3Y.

KJIFOYOBI CJIOBA: BipTyansHe cepenouie, BeO-hopyM, MaTeMaTHIHa MOJEIb, XMapHi TEXHOJIOTIi, TapaMeTp aKTHBHOCTI,
METO[ IKiCHOI OLIIHKH BeO-(hopyMy.
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ABSTRACT
Context. In recent years, the topic of deploying informational infrastructure in a multi-cloud environment has gained popularity.
This is because a multi-cloud environment provides the ability to leverage the unique services of cloud providers without the need to
deploy all infrastructure components inside them. Therefore, all available services across different cloud providers could be used to
build up information infrastructure. Also, multi-cloud offers versatility in selecting different pricing policies for services across
different cloud providers. However, as the number of available cloud service providers increases, the complexity of building a cost-

optimized deployment plan for informational infrastructure also increases.
Obijective. The purpose of this paper is to optimize the operating costs of information infrastructure while leveraging the service

prices of multiple cloud service providers.

Method. This article presents a novel cost optimization method for informational infrastructure deployment in a static multi-
cloud environment whose goal is to minimize the hourly cost of infrastructure utilization. A genetic algorithm was used to solve this
problem. Different penalty functions for the genetic algorithm were considered. Also, a novel parameter optimization method is

proposed for selecting the parameters of the penalty function.

Results. A series of experiments were conducted to compare the results of different penalty functions. The results demonstrated
that the penalty function with the proposed parameter selection method, in comparison to other penalty functions, on average found
the best solution that was 8.933% better and took 18.6% less time to find such a solution. These results showed that the proposed
parameter selection method allows for efficient exploration of both feasible and infeasible regions.

Conclusion. A novel cost optimization method for informational infrastructure deployment in a static multi-cloud environment is
proposed. However, despite the effectiveness of the proposed method, it can be further improved. In particular, it is necessary to
consider the possibility of involving scalable instances for informational infrastructure deployment.

KEYWORDS: cost optimization, information infrastructure, initial placement, multi-cloud, parameters selection method,

penalty function.

ABBREVIATIONS
VM is a virtual machine;
GA is a genetic algorithm;
AWS is an Amazon web services;
vCPU is a virtual central unit processor.

NOMENCLATURE

P is a set of cloud service providers;

G is a set of virtual machines with general-purpose
specialization that are available in all cloud service
providers P;

A is a set of application components which define
information infrastructure;

S is a relation matrix (AxA) of application components
that must be deployed within the same cloud provider;

D is a relation matrix (AxA) of application
components that should be placed in different clouds;

R is a set of availability zones, that are available in all
cloud providers P;

B, is a relationship matrix (RxA) which defines the
possibility of deploying application component acA in
availability zone reR.

Corg is @ hourly price of on-demand usage of a virtual
machine at the provider pe P, in the region reR of class
geG.
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Xaprg IS @ binary decision variable equal to 1 when
component acA is placed at the provider peP, in the
region r e R, of the VM class g € G, and 0 otherwise;

W, is @ number of CPU cores of virtual machine type
g e G from the cloud provider pe P;

W,™"is a minimum required number of CPU cores for
application component a € A;

Eyg is @ amount of memory of virtual machine type g
e G from the cloud provider pe P;

E.™" is a minimum required amount of memory for
the application component ac A;

s is a number of constraints that have been met;

m is a total number of constraints;

ri is a penalty weight multiplier that inequity
constraints impose when violated;

cj is a penalty weight multiplier that equity constraints
impose when violated.

INTRODUCTION

Cloud computing gained popularity in the last decade
and continues to be relevant in our time [1]. Cloud
computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of
configurable computing resources (e.g., servers, storage,
applications, services, and networks) that can be rapidly
provisioned and released with minimal management effort
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or service provider interaction [2]. The significant
advantage of using the cloud provider’s services is the
ability to rapidly scale infrastructure components. This
advantage is achieved due to the rapid provision of
additional computing services for a certain period, which
allows to overcome spikes in service demand. This makes
cloud computing superior to on-premise solutions, as their
computing resources cannot scale with the same ease and
speed.

In turn, the combination of on-premise data centers
and services of cloud providers is widely used in the
industry for hosting information infrastructure. This
approach is called a hybrid cloud. In such an approach,
the services of cloud providers are often used to handle
high demand, while the main computational resources are
concentrated in on-premise data centers. However, while
this approach solves the problem of limited scalability of
on-premise data centers, it is not a long-term solution
because on-premise data centers require constant support
and updates.

According to statistics for 2023, about 92% of
companies plan or already stick to a multi-cloud approach
for service deployment [3, 4]. This statistic is primarily
associated with the advantages provided by a multi-cloud
in comparison to the use of a single-cloud provider. The
biggest disadvantage of using the services of only one
provider is the problem of vendor lock. Vendor lock
refers to a situation where an organization becomes
heavily dependent on a specific cloud service provider.
This dependency restricts the ability to switch to another
cloud provider without spending a substantial budget. The
multi-cloud offers greater flexibility in service
deployment, as all availability zones of selected cloud
service providers can be used to deploy services. As
shown in statistics [3], one of the main reasons for using a
multi-cloud approach is cost optimization for service
deployment and utilization. This is because multi-cloud
provides access to different pricing policies for identical
services among different cloud providers. For example, a
virtual machine with 4 virtual processors and 16 gigabytes
of RAM in the geographical area of Tokyo costs $0.2502
per hour of usage in AWS [5], compared to Google Cloud
where a virtual machine with the same characteristics
costs $0.2168 per hour of usage [6].

Despite the significant advantages provided by the
multi-cloud, it also introduces additional complexity in
building an information infrastructure deployment plan.
Such complexity is associated with an increased set of
possible options, across different providers. The dynamic
changes in load and virtual machine price also add
significant complexity during deployment plan
construction. To overcome these problems, cloud service
brokering mechanisms are often used [7]. In general, such
mechanisms accept as input parameters the initial
deployment plan of services and statistical data regarding
load changes over a certain period. However, while the
user can provide reliable information regarding the
service placement of information infrastructure, collecting

and presenting information about the dynamics of service
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load changes can be problematic. The main problem in
providing such information lies in its collection. In order
to collect data about the load, it is necessary to observe
the operation of the services, which involves additional
costs. Another problem is that by the time the data is
transferred to the broker, it will already be out of date.

To address the identified problems, this study will
propose a cost optimization method for information
infrastructure deployment in a static multi-cloud
environment. A static environment was chosen because
the information infrastructure will be deployed to collect
data on service loads and obtain patterns of their use. That
is, it is assumed that the data collection period will be
shorter than the period of updating prices for service
usage by the cloud service provider. Information collected
in this way will reflect the actual system needs. In the
future, this information could be used by the broker for
dynamic infrastructure component placement.
Additionally, the resulting initial placement strategy can
speed up the dynamic placement algorithm by using the
provided initial deployment plan as a starting point in the
algorithm’s operation.

The object of study is the informational infrastructure
deployment in a static multi-cloud environment. This
involves analysing how different service pricing for
comparable services from different cloud service
providers can be utilized to minimize the cost of
informational infrastructure operation.

The subject of study is the methods of combinatorial
optimization for creating an information infrastructure
deployment plan.

The purpose of the work is to develop a method
which will create a deployment plan for informational
infrastructure in a static multi-cloud environment. The
resulting plan should consider the provided constraints on
virtual machine parameters and placement strategy. The
goal is to minimize the hourly operational cost of
infrastructure utilization.

1 PROBLEM STATEMENT

Suppose that the hourly price for the use of virtual
machines of class g € G, across cloud providers p € P,
within availability zones r € R is static and set t0 Cprg.
Also, provided a set of application components a e A that
form informational infrastructure, which should be
deployed. Then, the set of decision variables Xapr Should
be found that will minimize the information infrastructure
deployment cost as presented in (1-7).

min Z Z Z Zcprgxaprg ! (1)
acA pePreRgeG
Subject to:
Y Y Y XaprgWpg 2Wa"" Vae A, @)
pePreRgeG
> 3 Y Xaprg Epg 2 ES", Vac A, ®3)
pePreRgeG
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2 (20 2 Xaprg X2, 2. Xayprg) = Saa, )
peP reRgeG reRgeG
Val #dy,d,a0€ A,
2 (X Zxalprgxz ZXaZPrQ)SDalaZ' ©)
peP reRgeG reRgeG
Val #* az, al,az S A,
> > Xaprg <Bra, VaeA vreR, (6)
peP geG
3D X =L VaeA, )
pePreR geG

Xarpg ) Dalaz ) Salaz Bra € Ng,

Crpg Wa™™ ESM™ E pg Wpg € N.

Pg:

Where (2) and (3) define the constraints regarding the
virtual machine parameters on which the application
component should be deployed. Where (2) describes the
constraint for the minimal number of virtual cores and (3)
describes constraints regarding the minimal amount of
virtual memory. Constraints (4) specifies application
components that must be deployed within the same cloud
provider, while (5) specifies the components that must be
deployed in different cloud providers. In (6) the
constraints regarding deploying application components
only in certain availability zones are described. Constraint
(7) specifies that each application component must be
deployed only in one instance on one of the available
virtual machines. This limitation is introduced to simplify
the gathering of necessary information.

2 REVIEW OF THE LITERATURE

The topic of virtual infrastructure deployment, or
Virtual Machines (VMs) placement problem, is widely
described in the literature. These problems are often
classified as combinatorial problems. The main approach
to solving these problems is mathematical optimization
methods. In the literature, the VMs placement problem is
reviewed from two perspectives: from the cloud service
provider’s perspective and from the cloud resource
consumer’s perspective.

The main goal of a cloud service provider is to
maximize profit by utilizing existing resources. For
instance, increasing the profit of the cloud provider in [8]
is achieved by minimizing electricity consumption by the
data centers. This is achieved by compactly rearranging
VMs placement. Meantime the authors tried to find a
balance in  service level agreement change,
simultaneously maximizing it. Additionally, cost
optimization can be achieved through network traffic
optimization by reducing the distance between servers, as
demonstrated in [9].

On the other hand, the goal of cloud service
consumers is to minimize the utilization costs of
information infrastructure that is deployed on the cloud
provider’s services. In articles [7, 10-17], the main focus
was concentrated on minimizing costs associated with
operating the information infrastructure in the cloud. For
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example, in [10], the authors formulated the problem of
virtual machine placement as a multi-objective
optimization problem, the main goal of which was to
minimize processing and memory resource usage. As a
result, the authors proposed the VMPACS algorithm to
solve this problem. The main goal of the proposed
algorithm is to search the solution space more efficiently
and obtain a Pareto set of solutions.

In recent years, the multi-cloud has increasingly
attracted the attention of researchers. This trend is
because multi-cloud provides the ability to use different
pricing policies that are available among different cloud
service providers. This leads to the expansion of search
space in solving the problem of cost optimization of
information infrastructure utilization in the cloud. Thus,
in [11] the authors proposed an algorithm for the optimal
placement of applications in a hybrid cloud. The
described algorithms specialized in service-based
applications (SBA) placement. The authors aimed to
optimize the communication and hosting costs of SBA.
By striking a balance between private and public cloud
resources, the proposed algorithm aims to enhance the
overall efficiency of hybrid cloud deployments. In [12],
authors proposed an optimal virtual machine placement
(OVMP) algorithm. The goal of the presented algorithm
is to minimize the cost of hosting VMs in a multi-cloud
environment with consideration of the uncertainty of
demand and VMs prices. The problem in OVMP is
described as a two-stage stochastic integer programming
problem. In [13] a novel cloud brokering architecture was
presented. This architecture provides a cost-optimized
deployment plan for the placement of virtual resources in
a multi-cloud environment. The main objective of the
resulting deployment plan is to select the best cloud
services with optimal cost, considering the value of the
defined Service Measurement Index along with additional
physical and logical constraints. The proposed cloud
brokering architecture has been modeled using a mixed
integer programming formulation. This formulation is
solved using the Benders decomposition algorithm.

In many studies, the type of VMs placement is divided
into static and dynamic. Dynamic placement involves
optimization of the existing infrastructure placement plan
through dynamic adjustments considering changes in
service loads. Articles dedicated to dynamic placement
operate with statistical data regarding changes in service
prices, service loads, and other parameters. Dynamic
placement algorithms are executed once in a certain
period to respond to a change in load that occurred since
the last algorithm invocation. These algorithms should be
fast to make changes in VMs placement plan as quickly as
possible to reduce the time gap when the number of
available services mismatches the load. In [14], the
authors proposed an optimal cloud resource provisioning
(OCRP) algorithm to address the challenge of resource
provisioning in cloud computing. The authors formulated
a stochastic programming model to optimize the
provisioning of computing resources. They have used
both reservation and on-demand provisioning plans. The
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algorithm takes into account the uncertainty of demand
and resource prices. The authors inspected different
approaches to obtain the solution of the OCRP algorithm,
such as deterministic equivalent formulation, sample-
average approximation, and Bender’s decomposition
algorithm. In [7] authors addressed the Cloud Resource
Management Problem in multi-cloud environments. The
authors tried to reduce the cost and the execution time of
consumer applications among Infrastructure as a Service
services from multiple cloud providers. The authors used
a Biased Random-Key Genetic Algorithm to solve the
problem. This algorithm is based on a cloud brokerage
mechanism and is designed to provide high-quality real-
time solutions to automate the cloud resource
management and deployment process.

Along with dynamic VMs placement algorithms,
static VMs placement algorithms are appearing in the
literature [15-17]. Unlike dynamic, static placement
algorithms are invoked only once to determine the initial
infrastructure placement plan. These algorithms are static
due to neglecting the dynamic changes of various
parameters such as load, service costs, service
availabilities, etc. Such neglect occurs since the algorithm
uses the available values at the time of invocation,
without taking into account their subsequent change over
time [15]. The purpose of the infrastructure deployed in
such a way is to obtain metrics regarding its operation and
interaction patterns. In [15], the authors proposed an
architecture for a cloud broker that deploys VMs across
multiple clouds. The goal of the broker was to minimize
the total infrastructure cost by selecting the best cloud
provider services based on the current conditions. The
authors presented a binary integer programming
formulation of the problem, which was then resolved
using AMPL with the use of MINOS and CPLEX solvers.
In [16] authors proposed a solution to optimize the
placement of VMs across multiple cloud providers taking
into account user-provided criteria. The developed
algorithm was formulated as an integer programming
problem. The authors tried to find a balance between price
and performance tradeoffs for the resulting placement
plan. Criteria provided by the user could steer the VM
allocation by specifying the maximum budget along with
minimum acceptable performance value along with
constraints  regarding load  balance, hardware
configuration of individual VMs, etc. In [17] authors
formulated the problem of cost optimization in a multi-
site multi-cloud environment. Optimization criteria were
considered as the total price of infrastructure deployment
which included the price of VMs reservation and the price
of communication between them. To solve the problem
authors formulated a greedy-based algorithm.

In reviewed articles, the VMs placement problem is
carried out, almost without consideration of dependency
between them. As some articles include data transmission
cost into the total cost, it is not enough to describe
dependency and communication between applications
inside information infrastructure. Also, the described

approaches consider that distinct applications in
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informational infrastructure should be placed within one
virtual machine. Such a model does not reflect modern
trends. Nowadays, with the development of architectural
approaches to building informational infrastructure, the
virtual machine is used to host application component
rather than the whole application. Additionally, most of
the reviewed articles ignore the possibility of deploying
information infrastructure components in different
availability zones. Therefore, they are using a multi-cloud
approach only to expand the possible choice of VMs for
placement. In contrast, this work will propose a method
for information infrastructure deployment in a static
multi-cloud  environment, in  which application
components are placed on different VMs. Also, the
possibility of deploying infrastructure components in
different availability zones will be considered, as well as
the constraints regarding service placement in certain
availability zones that are associated with the legislation
of different countries.

Deployment
management systam

Matrics
storage

Allocate

Cloud Saervice Provider B Cloud Service Provider C

Cloud Service Provider A

Figure 1 — System model

3 MATERIALS AND METHODS

As depicted in Figure 1, the system model consists of
six core components: cloud service consumer, cloud
service  provider, virtual machines, information
infrastructure, availability zones of cloud providers, and
cloud brokering mechanism. The cloud service consumer
wants to deploy information infrastructure.

Cloud service providers specialize in providing cloud
services to customers on demand. Cloud service providers
offer the following service models: Software as Service
(SaaS) - the capability provided to the consumer to use
the  provider’s applications running on cloud
infrastructure, Infrastructure as Service (laaS) - the
capability provided to the consumer to provision
processing, storage, networks, and other fundamental
computing resources where the consumer can deploy and
run arbitrary software, which can include operating
systems and applications, Platform as Service (PaaS) —
the capability provided to the consumer to deploy onto the
cloud infrastructure consumer-created or acquired
applications created using programming languages,
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libraries, services, and tools supported by the provider [2].
Let P = {Py, Py, ..., Pt} define the set of cloud service
providers.

Cloud service providers offer non-standardized APIs
for interacting with their services. Such makes those
services not interchangeable among different providers.
Consequently, the only model that has unified
characteristics and configuration parameters, regardless of
the selected cloud service provider is application-level
services, specifically laaS services. In this work, among
all laaS services, the deployment of virtual machines will
be reviewed.

The virtual machines within each cloud provider are
divided into classes by specialization in such a way that
they fully cover customers’ needs. Within each
specialization, virtual machines are further divided into
classes. The division into classes is based on the virtual
machine parameters, with the most common criteria being
the number of virtual processors and the amount of virtual
memory. Thus, among cloud service providers, analogs
can be found for each type of virtual machine within each
specialization. This work will focus on virtual machines
with general-purpose specialization. General-purpose
virtual machines provide a balance of computing,
memory, and networking resources. These instances are
ideal for applications that use these resources in equal
proportions, such as web servers [18]. Therefore, let G =
{Gy, Gy, ..., Gt} define a set of virtual machine classes
within general-purpose specialization that are available
among all providers.

Nowadays, there is no direct correlation between the
set of applications in the information infrastructure and
the resulting number of virtual machines that will be used
for their deployment. This is associated with the use of
new architectural approaches to building information
infrastructure and its components. An example of such an
architecture is service-oriented architecture (SOA) [19].
In this architecture applications can be divided into
several components, each of which can be separately
deployed on different virtual machines. Such a
deployment approach enables independent scaling of
application components which leads to more efficient
resource utilization. Let A = {A1, Ay, ..., At} define the
set of application components. Set A allows the
deployment of different applications and therefore their
components, to do so all application components of all
applications should be placed inside the set.

During the application operation, its components
constantly exchange requests and messages, generating a
significant data flow. To optimize the cost of information
infrastructure operation, application components are
placed as close as possible to each other, usually within
the same provider. Such placement occurs because most
cloud providers have zero communication costs within the
internal network, unlike the costs for communication with
external networks [20]. Therefore, let S (AxA) define the
relation matrix of application components that must be
deployed within the same cloud provider. Thus, Saa.
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equals 1 when a; and a, components must be deployed
within the same provider, and 0 otherwise.

Despite the benefits of services co-location, it is also
associated with certain risks. The article [21] gives
examples in which, in order to ensure system security,
application components are deployed on separate clouds.
Such fragmentation of the application is associated with
mistrust towards cloud service providers, as they
represent a closed system where it is impossible to track
what happens to the application source code that is
transferred for hosting. Cloud service providers have
access to inbound and outbound application traffic. Using
this data, application logic can be reconstructed. Due to
such risks, some architectural approaches divide the
application into components, so that the information about
each component is insufficient to reconstruct an overall
picture of the application’s operation. Moreover, these
components are deployed on different clouds. Therefore,
let D (AxA) define the relationship matrix of application
components that should be placed in different clouds.
Thus, Daa. equals 0 when a; and a, components must be
deployed in different providers, and 1 otherwise.

However not only safety considerations can make
adjustments to the service deployment plan. Restrictions
regarding service deployment may arise from the
legislation of the country in where the user operates. Also,
similar restrictions may arise for clients with whom the
user operates. These restrictions are often related to
regional zones where data can be stored and how it should
be used, along with who can access it, and under which
conditions. An example of such a restriction is the
General Data Protection Regulation (GDPR). GDPR in
the European Union imposes restrictions on the transfer of
personal data outside the European Economic Area (EEA)
to ensure an adequate level of protection. Data transfers to
countries outside the EEA must adhere to specific
safeguards outlined in the GDPR, such as adequacy
decisions, standard contractual clauses, binding corporate
rules, or explicit consent from data subjects [22]. In the
United States, similar restrictions are imposed by laws
such as HIPAA [23] and GLBA [24]. Additionally,
countries such as China, Indonesia, Vietnam, and India
have restrictions in which certain types of data should be
stored and processed only within the country. Therefore,
let R = {Ry, Ry, ..., Riast} define the set of availability
zones, such that each provider p € P has a data center
located in the availability zone r € R. Also, let B (RxA)
define the relationship matrix between application
component a and availability zone r. Such that, B, equals
0 when component a should not be deployed in the
availability zone r, and 1 otherwise.

Cloud service providers offer access to resources on-
demand basis, charging an hourly fee for their usage. The
cost of using a virtual machine depends on its
specialization, parameters, and the region in which it will
be deployed. In addition to the on-demand plan, cloud
service providers offer the opportunity to reserve virtual
machines for a long period. In the reservation plan, the
user pays an upfront fee along with an hourly usage fee.
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The hourly cost of using a reserved virtual machine is
lower than the on-demand rate [25].

This study focuses on the initial deployment of
infrastructure in a multi-cloud environment, the main
purpose of which is to collect the necessary metrics for
further infrastructure utilization. It is considered that the
observation period will be less than the minimum
reservation period, i.e., one year, so only on-demand
virtual machines will be used. Also, such a pricing
scheme is appropriate given the uncertainty of the virtual
machines’ utilization post-observation period. Therefore,
let the element Cyry from the matrix C (PxRxG) define
the hourly price of a virtual machine at the provider pe P,
in the region r € R of class g € G for on-demand usage.

The described problem is a combinatorial optimization
problem, as the main challenge lies in the optimal or
suboptimal ~ deployment  of  virtual  machines.
Combinatorial optimization problems (COPs), especially
real-world COPs, are challenging because they are
difficult to formulate and solve. Additionally, choosing
the proper solver algorithm and defining its best
configuration is also a difficult task due to the existence
of several solvers characterized by different
parametrizations [26].

To solve the problem, a family of genetic algorithms
was used. Genetic algorithms (GA) are a family of
computational models inspired by evolution. These
algorithms encode a potential solution to a specific
problem on a simple chromosome-like data structure and
apply recombination operators to these structures to
preserve critical information [27]. The general scheme of
the GA is presented in Figure 2.

Algorithm 1 Genetic algorithm

: Initialize the initial population P randomly

: Set the generation counter g = 0

: while the termination criterion is not met do

Evaluate the objective function values for each individual in P
Calenlate the fitness value for each individual based on the objeetive

Mok W

function results

i Increment the generation counter (g += 1)
Select individuals for reproduction based on fitness values

a Apply the crossover operation to generate offspring
o Apply the nutation operation to introduce variations
10: Update population P with the new generation of individuals
11: end while
12: return the individual with the lowest objective function value from P

Figure 2 — General scheme of generic algorithm

Due to constraint (7), the solution string encoding is
performed in the form of representing decision variables
as a vector.

GA is suited for unconstrained optimization. For use
in constrained optimization, a penalty function is
introduced. The main goal of the penalty function is to
add a penalty value to the fitness result for an infeasible
solution. The penalty value depends on the constraint’s
violation amount or on the amount by which constraints
are violated. Therefore, a feasible result would have more
chances to pass through during the reproduction phase in
comparison to an infeasible one. There are two types of
penalty functions: exterior and interior [27]. In the interior
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penalty function, all elements from the initial population
should be feasible. On the other hand, the exterior penalty
function doesn’t require an initial population to be
feasible. Exterior penalty functions are used more often
because, in some cases, finding a feasible solution is itself
an NP-hard task.

In this work, different exterior penalty functions will
be compared to find out the best-fitting one for the
described problem, such as:

— Static penalty function;

— Dynamic penalty function;

— Additive penalty function.

The static penalty function adds a penalty based on the
number of violated constraints. The static penalty function
was taken from [28] and has the following form:

of (x), when x is feasible, (8)

static (x) = K(l—i), otherwise.
m

Where x is the solution vector, of (x) is the value of the
objective function for the solution vector x, K is a large
positive constant, s determines the number of constraints
that have been met, and m determines the total number of
constraints.

A dynamic penalty function adjusts the penalty value
during the optimization process using information about
the current state of the population. These adjustments
balance the exploration and exploitation phases of
optimization, potentially improving both the speed and
quality of results. The dynamic penalty function was
chosen from [29] and presented in equations (9-12):

dynamic (x) = of (x) + (Yt)* SVC(S3, X) s 9)
SVC(B,%) = Zq: D/ (x)+ i D;(x) (10)

0, when g;(x)<0, i<q,
Di () :{gi(x), otherwise, (11)

Where in (9) x is the solution vector, of (x) is the value
of the objective function for the solution vector x. Y, a,
are the input parameters of the penalty function, which are
defined by the user and t is the iteration counter. Equation
(10) determines the value of the penalty function
depending on the violated constraints, where m is the total
number of constraints. The (11) equation determines the
penalty value imposed by inequality constraints when the
constraints are violated, suppose that inequality
constraints have the following representation g;(x) < 0,
Vie {12, ...,q} The (12) equation in turn determines
the penalty value for equality constraints with following
formh;(x)=0, Vje {g+1,9+2,...,m}

The additive penalty function uses weights that are
defined for each constraint independently. Additive
penalties have the following form:
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q m
additive (x) = of (x) + > 1G,(x) + Y c;L;(x)’
i j=a+1 (13)
neM Vie{l2,..,9}, c;eM Vje{q+Lq+2 .., m}

Gy(¥) = max[0, g, (x)"].
L, (0=l -

(14)
(15)

Where in (13) r; and c; define the penalty weight
multipliers that inequality and equality constraints
respectively impose when violated. Also, parameters f
and vy in (14) and (15) are used to balance the impact that
inequality and equality constraints have on penalty value.
The set M contains the values of all weights. Compared to
the previously described penalty functions, this function
can be more precisely adapted to the problem due to a
larger set of parameters and the possibility of fine-tuning
them. But with such an opportunity, the problem of
finding the values of these weights arises. The issue is
that the penalty value directly depends on the values of
the weights r; and c;. If they are set too small, the time to
find the first feasible solution will increase, while the
result could be better due to the possible search across the
infeasible region [28]. Conversely, if r; and c; are given
too large values, the GA will quickly enter the local
optimum and will less frequently resort to searching
across infeasible space.

To find the r; and c; parameter values of the additive
function, the scalable semi-swarm parameter optimization
algorithm (S3POA) was developed. The algorithm
consists of two stages: finding relative parameter values
and adjusting them.

In the first stage of the S3POA algorithm, the
objective function was modified so that each constraint,
when violated, was multiplied by a large value. Thus, the
penalty function takes the following form (16).

Evaluate (x) =of (x)+B iﬁGi(x)Jr iEij(x) . (16)
i j=gq+1

Algorithm 2 Scalable Semi-Swarm Parameter Optimization Algorithm
(S3POA)
Input: geneticAlgorithmlterationCount, SipoalterationCount
- Output: M
Initialize M as an array of 1s with the length of m
Seti=20
5 while i < S3poalterationCount do

[ Set the iteration count for the genetic algorithm to geneticAlgorithmIt-

erationCount
Set constraint weights to M

8 last_poprelation = run the genetie algorithm with the given parameters

9: if any element in last_population is not feasible then

10: maost_violated = pet the most violated constraint  from
last_peprelation

11 Increment the element in M corresponding to most_violated

12: end if

13: i+=1

14: end while

15: return M

Figure 3 — Scheme of the first stage of S3POA

In Figure 3 the scheme of the first stage of S3POA is
presented. The input parameters for the described
algorithm include the number of iterations of the GA.
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This value should not be too small to allow the algorithm
to reach a local optimum, but it also should not be too big
to prevent the algorithm from conducting a long search in
the infeasible region. The idea of the first stage algorithm
involves conducting a fixed number of iterations of the
GA with the (16) objective function. After the GA is
finished, the final population is analyzed. If any element
of the final population belongs to the feasible region, the
next iteration of the algorithm is performed. Otherwise,
among the elements of the final population, the constraint
with the most violations is identified. After finding such a
constraint, its corresponding relative weight (; for a non-
strict constraint and ¢; for a strict constraint) is increased
by one. The next iteration of the algorithm is conducted
with updated weights. The algorithms continue until a
given number of iterations is reached which is provided as
an input parameter to the algorithm.

Gradually increasing the values of the stopping
weights, decreases the probability that they will be
violated in the next iteration of the algorithm. This leads
to a more comprehensive consideration of the resulting
weight values. As a result, the values of the relative
weights ; and ¢jare obtained such that 75 e M Vie{l, 2,

,0h e MVje{qg+1q+2 ..., m} These
relative weights allow for examining the relationship
between constraints.

The found relative weight values cannot be used
immediately to solve the given problem, as their value
increases with the number of algorithm iterations, which
may result in assigning excessive values to them.
Excessively large values of these parameters will lead to a
situation where the GA will quickly find a feasible
solution, but then it will have a harder time considering
infeasible solutions because it will have excessively high
fitness values [28]. To overcome this issue, found weight
values are considered relative. To find the best fitting
weight values, the objective function from (13) will be
used, but with the following values:

fofh st 17
" |ur, otherwise, (n

SR )
) |ucj, otherwise.

In (17) and (18), the multiplier p is responsible for the
scale that should be applied to the variables t; and ¢; to
avoid the problem of insufficient and excessive weight
assignment. The value of relative weights equal to 1 is not
scaled since during the experiments these constraints were
not violated, so they do not prevent reaching the feasible
solution.

4 EXPERIMENTS
To conduct the experiments, the input parameters of
the problem were set and presented in Tables 1 — 6. Table
1 shows the regions where virtual machines will be
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deployed. As for cloud service providers, AWS, Azure,
and Google Cloud were chosen as they occupy a
significant portion of the cloud services market [30].

AWS
EU west eu-west-1
US east us-east-1
EU eu-central-1
central
Japan asia-southl-a

Table 1 — Correspondence of the geographic regions to the
availability regions of the providers

Sweden Central

Azure

West Europe

East US

Japan East

Table 2 — Description of selected virtual machines among different cloud service providers

VM names Provider vCPUs S'\i/lzinzgg)
t2.small AWS 1 2
t2.medium AWS 2 4
t2.xlarge AWS 4 16
t2.2xlarge AWS 8 32
Standart_Al1_V2 Azure 1 2
Standart_A2_V2 Azure 2 4
Standart_A4_V?2 Azure 4 8
Standart_A8_V?2 Azure 8 16
t2d-standard-1 Google Cloud 1 4
t2d-standard-2 Google Cloud 2 8
t2d-standard-4 Google Cloud 4 16
t2d-standard-8 Google Cloud 8 32

Information about the selected classes of virtual
machines, their characteristics, and the on-demand hourly
cost of using them relative to regions is presented in Table
2. According to the information presented in Table 2, four
different classes of virtual machines were formed based
on the number of virtual processors. Tables 3-5 describe
the requirements regarding application components
deployment. Thus, Table 3 presents the requirements
regarding application components deployment within the
same cloud service provider, defining the matrix S. Table
4 presents the requirements regarding application
components deployment within different cloud service
providers, defining the matrix D. Table 5 describes the
requirements regarding the characteristics of virtual
machines on which application components should be
deployed.

Constraints regarding the application components
deployment in relation to availability zones were also
introduced. Specifically, a3 and ag application
components must be located within the European
geographic region, meaning they can be deployed in the
EU West and EU Central geographical zones.
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Price in West Price in
Europe ($) East US
®)
0.027 0.025
0.0539 0.0499
0.2086 0.1926
0.4172 0.3852
0.041 0.043
0.087 0.091
0.183 0.191
0.383 04
0.0465 0.0476
0.0929 0.0952
0.1859 0.1903
0.3718 0.3806

Price in North

Europe ($)

0.0286
0.0571
0.2214
0.4428
0.041
0.0861
0.182
0.38
0.0465
0.093

0.1861
0.3721

Google Cloud
europe-west1-b

us-east4-a

europe-northl-a

asia-northeastl-a

Price in
Japan ($)

0.0322
0.0643
0.2502
0.5004
0.054
0.113
0.238
0.5
0.0542
0.1084

0.2168
0.4336

Table 3 — Constraints on the placement of application
components within one provider

1
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Table 4 — Constraints on the placement of application
components across different providers
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Table 5 — Minimum required virtual machine parameter
values for application components deployment

Application 1123 4 |56 7 8
Min vCPU 2|11, 4|6 3|1 2|8

MinMemory (GB) | 4 | 2 | 16 | 16 | 8 | 2 16 | 20

To conduct experiments, a virtual machine of class
c7ixlarge from the AWS provider was used. The
c7i.xlarge is the compute-optimized family of instances
with 4 vCPUs of Intel Xeon Scalable (Sapphire Rapids)
with 3.2 GHz clock speed, 8.0 GB of memory, and up to
12.5 Gbps of bandwidth [31].

The same basic parameters of the GA were set for
each penalty function. Also, the GA was run 100 times
with each penalty function. The termination condition for
the algorithm was reaching 1000 iterations.

Parameter tuning of the penalty function parameters as
well as other GA parameters is carried out individually
for each problem. Parameter tuning for GAs is widely
covered in the literature. In this section, the focus will be
on parameter tuning for the described penalty functions.

As for the static penalty function input parameter is K,
which, as described in [29], should be a large number.
Therefore, during the experiments, the value determined
by the authors will be used, such that K = 10°.

For the dynamic penalty function, the input
parameters are the values Y, o, B. The authors in [29]
suggest using values Y = 0.5, o = 2, B = 2. To find the
values of these parameters, a series of experiments were
conducted, as a result of which it was found that, for the
described problem, the best result was achieved with the
values Y = 0.7, a = 1, p = 1. These values will be used in
further experiments.

For the additive penalty function, weight values were
calculated with the S3POA algorithm. As input
parameters for the S3POA algorithm, the value of
geneticAlgorithmlterationCount was set to 89. With this
number of iterations, GA reached a feasible solution in
47.8% of invocations, such an indicator showed the
ability of the algorithm to find feasible value without
conducting an extensive search. The value of
S3poalterationCount was set to 1000. The value of B was
set to 10°. As depicted in [29], common values of p and y
parameters are 1 or 2. During experiments, those
parameters were assigned the following values: f = 1,
v = 2, since the described problem has only one type of
equality constraint (7) which had a significant impact on
the result and was most often violated.

5 RESULTS
Based on the results of the conducted experiments, the
static penalty function failed to achieve a result that
belongs to the feasible region. This outcome was due to
the function definition, as it only considered the number
of violated constraints without considering the degree of
their violation. Unfortunately, this description was
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insufficient to guide the algorithm toward a feasible
result. Therefore, the results of the static penalty function
were excluded from the further experiment results.

3.0
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Hourly utilization cost ($)
- ™ ™ ~ ~ ~
-] o (5] » -] @
s 1 N L L s

| o
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L

(1583 |

Additive

Dynamic
Figure 4 — Comparison of the average objective function values
for the additive and dynamic penalty functions.

For the dynamic and additive penalty functions, the
resulting values of the objective functions that belonged
to the feasible region were compared. To analyze the
obtained results, the value of the approximated global
optimum was determined. This value was found during
problem-solving without considering constraints (4)—(7).
The excluded constraints described the deployment plan
of virtual machines. Figure 4 demonstrates a comparison
diagram of the average obtained results for the dynamic
and additive penalty functions. It includes the average,
maximum, and minimum values of the objective function
obtained during the experiments. The value of the
approximated optimum was displayed in Figure 4 with a
dashed line.

Additionally, a comparison of the average time spent
to find the first feasible and resulting solutions for the
dynamic and additive penalty functions was conducted,
and the obtained results are presented in Figure 5.

1000
812.92
800
661.74
@ 600
£ 370.48
= 400 '
200 152.02

,

First feasible solution Resulting solution

m Additive Dynamic
Figure 5 — Comparison of the average time spent to find the
first feasible and the resulting solutions for the additive and
dynamic penalty functions.
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6 DISCUSSION

Comparing the results of the dynamic and additive
penalty functions, it can be concluded that the dynamic
penalty function failed to achieve any feasible result in
33% of epy experiments, while for the additive penalty
function, this indicator was only 10% of the conducted
experiments.

To assess the possibility of the selected penalty
functions exiting from the local optimum and continuing
searching for a better solution, after reaching the first
feasible solution, experiments were conducted in which
the first founded feasible solution was compared with the
resulting solution of the algorithm. Thus, among all the
results that reached a feasible solution, the additive
penalty function obtained a resulting solution that was
better than the first feasible solution in 85% of cases,
while for the dynamic penalty function, this indicator was
61%.

Analyzing Figure 4, it can be concluded that the
additive penalty function, on average, showed on 8.933%
better results than the dynamic function. Also, on average,
the result of the additive function was by 22.36% greater
than the value of the approximated optimum.

For the additive penalty function, the average
algorithm runtime was 1241.53 seconds, while for the
dynamic penalty function, this value was equal to 1239.59
seconds. Based on the obtained results, the use of
different penalty functions had almost no effect on the
overall algorithm runtime.

Analyzing the data presented in Figure 5, it can be
concluded that, on average, the GA with the additive
penalty function required 2.437 times less time to find the
first feasible solution compared to the dynamic penalty
function. Also, the average time spent to find the best
solution for the additive penalty function was 18.6% less
than the time required for the dynamic penalty function to
find such a solution. Considering that 85% of the
resulting solutions obtained by the additive penalty
function were better than the first feasible solution,
compared to 61% for the dynamic function, it can be
concluded that, despite spending less time to find the best
solution, the additive function less often stopped at the
local optimum and had a higher chance of finding a more
profitable solution.

Summing up, it can be concluded that during the
experiments, the additive penalty function performed
better than the dynamic and the static penalty functions.
Also, this result indicates that the described S3POA
parameter tuning algorithm is capable of balancing the
input parameter values. On the one hand, the algorithm
spends less time finding the first feasible solution, and on
the other hand, upon reaching a local optimum, the
algorithm retains the ability to search for better solutions
among the infeasible region. Referring to [28], these
characteristics indicate the selection of best-fitting
parameter values for the penalty function. This result was
achieved through direct interaction with the problem
during the determination of parameter values. That is, the

proposed parameter tuning method directly interacted
© Rolik O. I., Zhevakin S. D., 2024
DOI 10.15588/1607-3274-2024-3-14

with the problem, dynamically adjusting the parameter
values to achieve better results, rather than statically
enumerating possible values as was the case with the
dynamic and static functions.

CONCLUSION

In this paper, the problem of informational
infrastructure deployment in a static multi-cloud
environment was formulated as an optimization problem,
the main goal of which was to minimize the hourly cost of
utilizing information infrastructure. A GA was used to
solve the formulated problem. Various penalty functions
were observed for the proposed algorithm, namely static,
dynamic, and additive. The input parameter values were
tuned for the selected penalty functions. Additionally, a
S3POA parameter tuning algorithm for the penalty
function parameters was proposed. The obtained results
showed that the additive penalty function with parameters
selected by the proposed S3POA method turned out to be
better in comparison to others.

The scientific novelty. A new method was proposed
that allows the decrease of information infatuation
utilization cost in a static multi-cloud environment, which
considers the division of the application into components
and introduces restrictions on their placement. The use of
different availability zones to deploy application
components was also considered. Additionally, a new
parameter optimization method for GA penalty functions
was proposed, which allows obtaining better parameter
values due to consistent interaction with the researched
problem.

The practical orientation of the study. The
information infrastructure deployed under the described
assumptions can be used to collect data about application
load and interaction patterns over a certain period. Such
information provides a clear view of infrastructure needs
and can be used during infrastructure operations to have
reliable information on the possible service loads and
resource requirements.

Prospects for further research. In future research, it
makes sense to consider the usage of scalable instances.
In addition, the proposed solution can be integrated into
dynamic placement algorithms to be used as a starting
point in the algorithm’s operation.
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METO/I ONTUMI3ALII BATPAT JJIs1 POSMIIIEHHSA IH®OPMAINIAHOI IHOPACTPYKTYPHU B
CTATUYHOMY MYJbTUXMAPHOMY CEPEJOBUII

Pouaik O. I. — 1-p TexH. Hayk, npodecop, 3aBigyBay kadenpu iHGopMaLiHHUX CHCTEM Ta TexHOJOri#, HarioHaapHUN TeXHIYHUN
yHiBepcuteT Ykpainu «KuiBcekuii monitexnigauit iHcTUTYT iMeHi Irops Cikopceskoro», Kuis, Ykpaina.

Kepakin C. JI. — acmipanT kadeapu iHGOpPMAIIHUX CHCTEM Ta TEXHOJOriH, HamioHanmpHUI TeXHIYHUI yHIBEpCHUTET YKpaiHH
«KuiBcekuii nonitexHigaui iHcTUTYT iMeHi Iropst Cikopebkoro», Kuis, Ykpaina.

AHOTALIA

AkTtyanabHicTb. OcTaHHIM YacoM HaOyJia MOMyJISIPHOCTI TeMa PO3MileHHs iHPOpMaLiifHOl iHPPACTPYKTYpH B MYJIBTUXMAPHOMY
cepenoBunli. Jlana TeHOeHIIs MOB’s3aHa 3 THM, IO MYJIBTUXMapHE CEPEIOBHUILE HAaga€ MOMKIMUBICTh BUKOPHUCTOBYBAaTH YHIKaJIbHI
CepBiCH PI3HMX XMApHUX IOCTadaJbHUKIB. TakuM UYHHOM, BCi JOCTYIIHI CEpBICHM XMapHHX IIOCTa4aJbHHKIB MOXYTh OyTH
BUKOpHCTaHI Ipu 1moOynoBi iHdopmariiHoi iHppacTpykTypu. KpiMm Toro, pi3Hi IiHOBI NMOMITHKH Cepel IMOCTadalbHUKIB MOXYTh
OyTn po3mIIHYTI npu BHOOpi cepBiciB. [Ipore 31 30UTBIIEHHSM KiJIBKOCTI HAasBHUX HOCTAYaJILHUKIB XMapHHX IIOCIYT 3pOCTAE
CKJIQJIHICTh OOYIOBY ONTHMAIIBHOTO IIJIaHy 3 PO3MilleHHs iH(opMamiiHoI iHppacTpyKTypH.

Mera podotun. MeToro po0OTH € ONTHMI3alis BUTpaT IOB’S3aHUX 3 EKCIUTyaTalielo iHpopMaLiiHOi iHppacTpyKTypu B
MYJIBTHXMapHOMY CEpEeIOBHII 3 ypaxyBaHHSM L(iH Ha aHAJIOT1YHI CEPBICH, Cepe/l IOCTaYaIbHUKIB XMapHUX TTOCIYT.

Meton. B poGoTi mpormoHyeThCSI HOBHM METOA ONTHMI3alii BUTpAT Ui po3MilleHHs iH(pOpMaLiiiHOl iHPpacTpyKTypHu B
CTaTUYHOMY MYJIBTUXMApHOMY CEpENOBHII, SIKHA MiHIMI3y€ MOTOIMHHY BapTICTh ii BHKOpUCTaHHs. [ BupimieHHsS wiel 3amadqi
OyJI0 BHKOPHCTaHO TEHETHYHUH anroputM. Bymm posrmsHyTi pisHi ¢yHKOii mTpady I TeHEeTHYHOTO anropuTMy. Takox
TIPOTIOHYE€THCSI HOBUH METOA MiA0Oopy mapaMeTpiB i GyHKLii mrpady.

PesyasTatn. byna mpoBemeHa cepis eKCIIEpUMEHTIB A MOPIBHSAHHS pe3ysbTaTiB pi3HMX ¢yHKOii mrTpady. Pesymbratn
MoKa3aiy, Mo QyHKIls mrpady i3 3anpornoHOBaHHM METOAOM MiAOOPY MapaMeTpiB 3HAXOIUIIA PIIICHHS], IKe OYJIO y CEpeIHbOMY Ha
8,933% xpamum i Bumaramo Ha 18,6% Mmenme wacy, B mopiBHsHI 3 iHmMMH. OTpuMaHi pe3yiabTaTH JEMOHCTPYIOTH, ILO
3anpOINOHOBAHUI MeTox migdopy mapameTpiB 3alesmnedye eeKTHBHHH MOLIYK cepeln oOnacTeil AOMyCTHMHX 1 HEIOIyCTHMHUX
pillieHs.

BucHoBoK. 3arrporoHOBaHO HOBHI METOJ ONTHMIi3allil BUTPAT IJIsl PO3MILIEHHS iHPOpMaiifHOl iHQPACTPYKTYpH B CTATUIHOMY
MYJIBTUXMapHOMY cepenoBuili. OfHaK, HE3BaXal04YN Ha e()eKTHBHICTD 3alIPONOHOBAHOIO METOAY, OO MOXKHA 3HAYHO TTOKPAIIUTH.
30KkpemMa, HEOOXiAHO PO3IIITHYTH MOXIIHBICTD 3aTy4eHHS MACIITA0OBAHUX BipTyaJbHHX MAIIMH IIPH PO3MIIIeHH] iH(opMarmiiHol
IHPPACTPYKTYPH.

KJIIOYOBI CJIOBA: onrtumizauisi BUTpar, iHpopMmaniiiHa iHppacTpyKTypa, MOYaTKOBE PO3MILIEHHS, MYJIBTHXMapa, METOX
nig6opy nmapamerpis, GyHKIis mTpadis.

JITEPATYPA Engineering. — 2016. — Vol. 95. — P. 16-26. DOI:
1. Zhang X. Dynamic Energy-Efficient Virtual Machine 10.1016/j.cie.2016.02.015.
placement optimization for virtualized clouds / X. Zhang, 8. Telenyk S. Consolidation of virtual machines using
Q. Yue, Z. He /I Lecture Notes in Electrical Engineering. — stochastic local search / S. Telenyk, E. Zharikov, O. Rolik //
2014. — P. 439-448. DOI: 10.1007/978-3-642-53751-6_47. Advances in Intelligent Systems and Computing. — 2017. —
2. An Optimization-Based scheme for efficient virtual machine P. 523-537. DOI: 10.1007/978-3-319-70581-1_37.
placement / [F. Song, D. Huang, H. Zhou et al.] // 9. An Optimization-Based scheme for efficient virtual machine
International Journal of Parallel Programming. — 2013. — placement / [F. Song, D. Huang, H. Zhou et al] //
Vol. 42, Ne 5. — P. 853-872. DOI: 10.1007/s10766-013- International Journal of Parallel Programming. — 2013. —
0274-5. Vol. 42, Ne 5. — P. 853-872. DOI: 10.1007/s10766-013-
3. Amazing Cloud Adoption Statistics [2023]: Cloud 0274-5.
migration, computing, and more [Electronic resource]. —  10. Virtual machine placement based on ant colony optimization
Access mode: https://www.zippia.com/advice/cloud- for minimizing resource wastage / [M.A. Tawfeek,
adoption-statistics/ A. B. El-Sisi, A. Keshk, F. A. Torkey] // Communications in
4. Virtual machine placement based on ant colony optimization Computer and Information Science. — 2014. — P. 153-164.
for minimizing resource wastage / [M.A. Tawfeek, DOI: 10.1007/978-3-319-13461-1_16.
A. B. EI-Sisi, A. Keshk, F. A. Torkey] // Communications in ~ 11. Approximate Placement of Service-Based Applications in
Computer and Information Science. — 2014. — P. 153-164. Hybrid Clouds / [F. B. Charrada, N. Tebourski, S. Tata,
DOI: 10.1007/978-3-319-13461-1_16. S. Moalla] // 2012 IEEE 21st International Workshop on
5. EC2 On-Demand Instance Pricing — Amazon Web Services. Enabling Technologies: Infrastructure for Collaborative
Amazon Web Services, Inc [Electronic resource]. — Access Enterprises. DOI: 10.1109/wetice.2012.76.
mode: https://aws.amazon.com/ec2/pricing/on-  12. Chaisiri S. Optimal virtual machine placement across
demand/?ncl-=h_ls multiple cloud providers / S. Chaisiri, B.-S. Lee, D. Niyato //
6. Pricing | Compute Engine: Virtual Machines (VMs) | Google 2009 IEEE Asia-Pacific Services Computing Conference
Cloud. [Electronic  resource]. -  Access mode: (APSCC). DOI: 10.1109/apscc.2009.5394134.
https://cloud.google.com/compute/all-pricing 13. Subramanian T. Application based brokering algorithm for
7. Heilig L. A cloud brokerage approach for solving the optimal resource provisioning in multiple heterogeneous
resource management problem in multi-cloud environments clouds / T. Subramanian, S. Nickolas // Vietnam Journal of
/ L. Heilig, E. Lalla-Ruiz, S. Voss // Computers & Industrial Computer Science. — 2015. — Vol. 3, Ne 1. — P. 57-70. DOI:

10.1007/s40595-015-0055-8.
© Rolik O. I., Zhevakin S. D., 2024
DOI 10.15588/1607-3274-2024-3-14 OPEN 8 ACCESS @

171



p-ISSN 1607-3274 PanioenextpoHnika, inbopmatrka, ynpasninss. 2024. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 3

14.

15.

16.

17.

18.

19.

20.

21.

22.

Masdari M. An overview of virtual machine placement
schemes in cloud computing / M. Masdari, S. S. Nabavi,
V. Ahmadi // Journal of Network and Computer
Applications. — 2016. — Vol. 66. — P. 106-127. DOI:
10.1016/j.jnca.2016.01.011.

Cost optimization of virtual infrastructures in dynamic
multi-cloud scenarios / [J. L. Lucas-Simarro, R. Moreno-
Vozmediano, R. Montero, I. Llorente] // Concurrency and
Computation. — 2012. — Vol. 27, Ne 9. — P. 2260-2277. DOI:
10.1002/cpe.2972.

Tordsson J. Cloud brokering mechanisms for optimized
placement of virtual machines across multiple providers /
[J. Tordsson, R. Montero, R. Moreno-Vozmediano,
I. Llorente] // Future Generation Computer Systems. — 2012.
- Vol. 28, N 2. - P. 358-367. DOI:
10.1016/j.future.2011.07.003.

Bellur U. Cost optimization in multi-site multi-cloud
environments with multiple pricing schemes / U. Bellur,
A. Malani, N. C. Narendra // 2013 IEEE/ACM 6th
International Conference on Utility and Cloud Computing. —
P. 115-122. DOI: 10.1109/cloud.2014.97.

General purpose instances — Amazon EC2. [Electronic
resource]. — Access mode: https://docs.aws.amazon.com/-
ec2/latest/instancetypes/gp.html

SOA Source Book - Infrastructure for SOA. [Electronic
resource]. — Access mode: https://collaboration.opengroup-
.org/projects/soa-book/pages.php?action=show&ggid=1336
Overview of data transfer costs for common architectures |
Amazon Web Services. Amazon Web Services. [Electronic
resource]. — Access mode: https://aws.amazon.com/blogs/-
architecture/overview-of-data-transfer-costs-for-common-
architectures/

Kaviani N. Partitioning of web applications for hybrid cloud
deployment / N. Kaviani, E. Wohlstadter, R. Lea // Journal
of Internet Services and Applications. — 2014. — Vol. 5, Ne 1.
DOI: 10.1186/s13174-014-0014-0.

Chapter 5 — Transfers of personal data to third countries or
international organisations — General Data Protection
Regulation (GDPR). General Data Protection Regulation

© Rolik O. 1., Zhevakin S. D., 2024

DOl

172

10.15588/1607-3274-2024-3-14

23.

24.

25.

26.

27.

28.

29.

30.

31.

(GDPR). [Electronic resource]. — Access mode: https://gdpr-
info.eu/chapter-5/

Health Insurance Portability and Accountability Act of
1996. ASPE. Online. 20 August 1996. [Electronic resource].
— Access mode: https://aspe.hhs.gov/reports/health-
insurance-portability-accountability-act-1996

Govinfo. [Electronic resource]. - Access mode:
https://www.govinfo.gov/app/details/PLAW-106publ102
Introduction to Amazon EC2 Reserved instances. Amazon
Web Services, Inc. [Electronic resource]. — Access mode:
https://aws.amazon.com/ec2/pricing/reserved-instances/
Peres F. Combinatorial Optimization Problems and
Metaheuristics: review, challenges, design, and development
| F. Peres, M. Castelli // Applied Sciences. — 2021. —
Vol. 11, Ne 14. — P. 6449. DOI: 10.3390/app11146449.
Yeniay O. Penalty Function Methods for Constrained
Optimization with Genetic Algorithms / O. Yeniay //
Mathematical and Computational Applications. — 2005. —
Vol. 10, Ne 1. — P. 45-56. DOI: 10.3390/mcal10010045.
Morales K. A universal Eclectic genetic algorithm for
constrained optimization / K. Morales, C. Quezada // 6th
European Congress on Intelligent Techniques & Soft
Computing. 1998. Vol. 518-522. [Electronic resource]
Access mode: http://cursos.itam.mx/akuri/PUBLICA.CNS-
/1998/Universal%20EGA%20%28EUFIT98%29.PDF.
Joines J. A. On the use of non-stationary penalty functions
to solve nonlinear constrained optimization problems with
GA’s / J. A. Joines, C. R. Houck // First IEEE International
Conference on Evolutionary Computation. — 2002. DOI:
10.1109/icec.1994.349995.

RICHTER, Felix. Amazon maintains cloud lead as
Microsoft Edges closer. Statista Daily Data. [Electronic
resource]. — Access mode: https://www.statista.com/chart/-
18819/-worldwide-market-share-of-leading-cloud-
infrastructure-service-providers/

Introducing Amazon EC2 Flex instances (1:24[Electronic
resource]. - Access mode:
https://aws.amazon.com/ec2/instance-types/c7i/

OPEN@#CCESS @ @ @



p-ISSN 1607-3274 PanioenextpoHnika, inbopmatrka, ynpasninss. 2024. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 3

UDC 004.4°24

IDENTIFICATION AND LOCALIZATION OF VULNERABILITIES IN
SMART CONTRACTS USING ATTENTION VECTORS ANALYSIS IN A
BERT-BASED MODEL

Tereshchenko O. I. — Postgraduate student of the Department of Software Engineering, Odesa Polytechnic National
University, Odesa, Ukraine.

Komleva N. O. — PhD, Associate Professor, Head of the Department of Software Engineering, Odesa Polytechnic
National University, Odesa, Ukraine.

ABSTRACT

Context. With the development of blockchain technology and the increasing use of smart contracts, which are automatically
executed in blockchain networks, the significance of securing these contracts has become extremely relevant. Traditional code
auditing methods often prove ineffective in identifying complex vulnerabilities, which can lead to significant financial losses. For
example, the reentrancy vulnerability that led to the DAO attack in 2016 resulted in the loss of 3.6 million ethers and the split of the
Ethereum blockchain network. This underscores the necessity for early detection of vulnerabilities.

Objective. The objective of this work is to develop and test an innovative approach for identifying and localizing vulnerabilities
in smart contracts based on the analysis of attention vectors in a model using BERT architecture.

Method. The methodology described includes data preparation and training a transformer-based model for analyzing smart
contract code. The proposed attention vector analysis method allows for the precise identification of vulnerable code segments. The
use of the CodeBERT maodel significantly improves the accuracy of vulnerability identification compared to traditional methods.
Specifically, three types of vulnerabilities are considered: reentrancy, timestamp dependence, and tx.origin vulnerability. The data is
preprocessed, which includes the standardization of variables and the simplification of functions.

Results. The developed model demonstrated a high F-score of 95.51%, which significantly exceeds the results of contemporary
approaches, such as the BGRU-ATT model with an F-score of 91.41%. The accuracy of the method in the task of localizing
reentrancy vulnerabilities was 82%.

Conclusions. The experiments conducted confirmed the effectiveness of the proposed solution. Prospects for further research
include the integration of more advanced deep learning models, such as GPT-4 or T5, to improve the accuracy and reliability of
vulnerability detection, as well as expanding the dataset to cover other smart contract languages, such as Vyper or LLL, to enhance
the applicability and efficiency of the model across various blockchain platforms.

Thus, the developed CodeBERT-based model demonstrates high results in detecting and localizing vulnerabilities in smart
contracts, which opens new opportunities for research in the field of blockchain platform security.

KEYWORDS: smart contracts, vulnerabilities, blockchain, machine learning, attention vector analysis, transformers, code
security, code audit.

ABBREVIATIONS f() is a model that maps a smart contract to a set of
NN is a Neural Network; vulnerabilities;
BERT is a Bidirectional Encoder Representations w;; is an attention weight from token t; to t; token;
from Transformers; D is a dataset;
GPT is a Generative Pre-trained Transformer; Q is a query matrix;
GRU is a Gated Recurrent Unit; K is a key matrix;
LSTM is a Long Short-Term Memory; V is a value matrix;
RNN is a Recurrent Neural Network; P is a value of precision;
CNN is a Convolutional Neural Network; R is a value of recall;
AUC is an Area Under the Curve; dy is a key dimension;
ROC is a Receiver Operating Characteristic; Fp is an F score, which is a weighted harmonic mean
RGB is Red, Green, Blue; of precision and recall;
TP is a True Positive; B is a weight of recall in the Fy score;
FN is a False Negative; windows_size is a size of the sliding window;
FP is a False Positive; token_att_mean is a mean attention value for a token
TN is a True Negative. across all axes;
windows_sum; is a sum of averaged attentions, where j
NOMENCLATURE is the index of the start of the window in the sequence of
C is a set of all smart contracts; tokens;
V is a set of all possible vulnerabilities; start_index is a starting index from which the total
T is a set of tokens in a smart contract code; windows_sum is calculated;
ti is the i-th token in a smart contract code; FPR; is a False Positive Rate value at the i-th point;
A is a set of attention weights for tokens; TPR; is a True Positive Rate value at the i-th point.
a is an attention weights for the token;
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INTRODUCTION

With the development of blockchain technology and
the increasing popularity of smart contracts, the need to
ensure their security has grown. Smart contracts, which
are automatically executed when predetermined condi-
tions are met, have become the foundation for numerous
applications, ranging from financial transactions to voting
systems. However, like any software code, smart con-
tracts are susceptible to vulnerabilities that can lead to
significant financial losses and a loss of trust in the tech-
nology. According to industry research, companies lose
billions of dollars each year due to smart contract
breaches, highlighting the critical need to improve meth-
ods for their protection. For example, the 2016 hack of
TheDAO, in which 3.6 million Ether were stolen due to a
reentrancy vulnerability, led to the split of the Ethereum
blockchain and underscores the critical necessity for early
detection of vulnerabilities [1].

The object of study is the security of smart contracts
deployed on blockchain networks.

Detecting and eliminating vulnerabilities in smart con-
tracts before they are deployed on the blockchain is a
critically important task. Traditional code auditing meth-
ods, including manual analysis and automated static and
dynamic analysis tools, often fail to fully ensure the secu-
rity of smart contracts due to their limitations in identify-
ing complex and non-obvious vulnerabilities.

The subject of study includes the methods of vulner-
ability detection and localization within smart contracts
using machine learning techniques, with a focus on trans-
former-based models like BERT.

Modern methods for detecting vulnerabilities in smart
contracts include symbolic execution, fuzzing, and formal
verification. Well-known tools for vulnerability detection,
such as Oyente, Mythril, Securify, Slither, and Smart-
check, automatically analyze contract code and can iden-
tify common types of vulnerabilities, including reentrancy
issues, incorrect authorization via tx.origin, timestamp
dependencies, and unhandled exceptions. However, these
tools may produce false positives or miss real threats due
to their reliance on predefined rules, which cannot accu-
rately interpret complex code logic. Additionally, these
preset rules quickly become outdated and cannot adapt or
generalize to new data that continually evolves in the
smart contract domain. Unlike these methods, deep learn-
ing approaches extract knowledge from data and can con-
tinuously update, maintaining their relevance. In recent
years, researchers have been actively exploring the appli-
cation of machine learning methods for software code
analysis. Transformer-based models, such as BERT and
its adaptations for code like CodeBERT, have shown
promising results in understanding code semantics and
identifying potential vulnerabilities.

The purpose of the work is to develop and validate a
novel method for identifying and localizing vulnerabilities
in smart contracts using attention vector analysis imple-
mented through a CodeBERT-based model, improving
the accuracy and efficiency of smart contract audits.
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1 PROBLEM STATEMENT

The task of identifying vulnerabilities in smart con-
tracts can be formalized as follows. Let C be the set of all
smart contracts, and V be the set of all possible vulner-
abilities. It is necessary to build a model f: C — V*,
where f(c) returns the set of vulnerabilities for each
contract c € C.

For each contract ¢ a set of tokens T={ty, tp, ..., t}, is
determined, where t; is the i-th token of the code. The
analysis of attention vectors allows determining the atten-
tion weights A={ay, a,, ..., a,}, where a; is the attention
weight for token t;

For each smart contract, it is necessary to identify vul-
nerable code segments using attention vectors. Let w;; be
the attention weight from token t; to token t;. Then the
overall attention weight for token t; is defined as:

n
aj = ZWU .
j=1

2 REVIEW OF THE LITERATURE

In this section, we analyze scientific works dedicated
to identifying vulnerabilities in smart contracts using deep
learning technologies.

Huang et al. [2] developed a model for detecting vul-
nerabilities in smart contracts using convolutional neural
networks. This model transforms the binary representa-
tion of vulnerable code into RGB images, complicating
the preservation of syntactic and semantic information
and leading to a high level of false negatives, despite im-
proving accuracy in some cases.

Liao et al. [3] utilized N-gram modeling and tf-idf fea-
ture vectors for analyzing the source code of smart con-
tracts. They trained traditional machine learning models
to identify 13 types of vulnerabilities using real-time fuzz
testing. However, designating some critical operational
codes as stop-words may lead to missed vulnerabilities
and false negatives.

Yu et al. [4] presented the first systematic and modu-
lar framework for detecting vulnerabilities in smart con-
tracts based on deep learning. They introduced the con-
cept of a “Vulnerability Candidate”, focused on analyzing
dependencies between different data elements and control
flow. Experiments showed a significant improvement in
efficiency by 25.76% in F1 score. However, for vulner-
abilities with limited data and control flow dependencies,
no substantial improvement was observed.

Gao et al. [5] proposed an automated method based on
word embedding representations for studying the features
of smart contracts in the Solidity language. Zhang et al.
[6] developed a vulnerability detection method that com-
bines information graphs and integrated learning to ex-
tract features from smart contracts. Sendner et al. [7] were
the first to propose a migration learning-based method for
vulnerability detection, which uses a universal feature
extractor to analyze smart contract bytecode and inde-
pendent branches to analyze each type of vulnerability.
Zhuang et al. [8] were the first to propose using a contract
graph to represent the syntactic and semantic structures of
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smart contracts and applied graph convolutional neural
networks for analyzing vulnerabilities based on this
graph.

The analysis of existing scientific works shows that
static analysis-based tools suffer from false positives and
false negatives due to their reliance on predefined rules
[9]. These tools are incapable of performing deep syntac-
tic and semantic analysis, and predefined rules quickly
become outdated, unable to adapt or generalize to new
data. Unlike them, deep learning methods do not require
predefined detection rules and can adaptively learn the
characteristics of vulnerabilities during the training proc-
ess.

3 MATERIALS AND METHODS

Transformers represent a neural network architecture
that was first introduced in the paper “Attention is All
You Need” in 2017 [10]. The main innovation of trans-
formers is the attention mechanism, which allows models
to dynamically focus on different parts of the input data,
making it particularly effective for natural language proc-
essing tasks. This architecture differs from previous ap-
proaches, such as RNN and CNN, in that it is entirely
based on attention without the need for sequential data
processing. This significantly accelerates training and

improves the handling of long dependencies in text [11].
BERT is one of the most well-known implementations
of the transformer architecture, developed by Google in
2018. The main difference between BERT and preceding
transformer models lies in its ability to process texts in a
bidirectional manner. Traditional models, such as GPT,
process text either left-to-right or right-to-left, limiting the
context available to each word in a sentence. In contrast,
BERT analyzes context in both directions, enabling it to
better understand the contextual relationships between
words. Figure 1 provides an example of the general archi-
tecture of source code classification models based on

CodeBERT [12, 13].
e

Labels \

‘“‘“\x‘ /
Hx“"‘x_ £ o

/—-—Q:;ﬂ_‘—\ \‘- Cln‘slmr /

Preprocessed
Source Code

* \

\‘—/—I—. add Fully

Connected Layer

Figure 1 — General architecture of classification models based
on BERT
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In the context of smart contract analysis, BERT can be
used for various tasks, including classification, vulnerabil-
ity detection, and automatic code correction. Thanks to its
ability to capture complex dependencies in the data,
BERT effectively handles the syntactic and semantic fea-
tures of smart contract programming languages such as
Solidity [14]. This makes it an ideal tool for identifying
potential vulnerabilities and errors in the code, which is
critically important for ensuring the security and reliabil-
ity of blockchain platforms.

An important stage of our research is data preparation,
which underpins the training of a machine learning model
for detecting vulnerabilities in smart contracts. To this
end, we collected a dataset of 2000 Solidity smart contract
source codes, each of which was analyzed using the static
code analysis tool Oyente, designed to identify vulner-
abilities and issues in smart contracts written in Solidity.

The dataset was divided into two categories: vulner-
able and non-vulnerable smart contracts. The analysis
determined that approximately 80% of the smart contracts
do not contain vulnerabilities, while the remaining 20%
contain one or more vulnerabilities identified using
Oyente. We selected three types of vulnerabilities from
the Oyente analysis results: reentrancy, timestamp de-
pendence, and tx.origin vulnerability.

To enhance the efficiency and accuracy of model
training, special attention was paid to the preprocessing of
smart contract source code. In particular, the following
normalization strategies were implemented:

1. Normalization of variables: All variables in the
source code were renamed to a standardized format (e.g.,
VARL1, VAR2, ..., VARN). This reduced the diversity of
the model’s input data and minimized the risk of overfit-
ting to specific or unique variable names that do not carry
functional significance. This approach promotes more
generalized model training, enabling it to better adapt to
new, previously unseen smart contracts.

2. Simplification of functions: Auxiliary functions that
do not impact the core logic of the contracts, such as log-
ging functions or helper functions used for code simplifi-
cation, were excluded. This reduces the complexity of the
code input to the model and allows it to focus on func-
tions that directly affect the contract’s state and security.
The remaining functions were standardized to eliminate
variability in naming and approaches to performing simi-
lar operations, which also contributes to more stable and
predictable model training.

To ensure effective model training, each smart con-
tract was transformed into a format suitable for neural
network processing. This included tokenizing the text of
the smart contracts using the pre-trained tokenizer associ-
ated with the CodeBERT model, specifically the Rober-
taTokenizer from the Transformers library. However,
processing long texts has always been a challenging task
in the field of deep learning. Therefore, the maximum
input sequence length was limited to 256 tokens, which
allowed for a balance between the detail of data represen-
tation and computational resource requirements. If the
extracted code contained more than 256 tokens, it was
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truncated, and code with fewer than 256 tokens was pad-
ded with zeros. This approach ensures standardized input
data length, adheres to the length limits set for the Code-
BERT model, and preserves the features of the vulner-
abilities.

To evaluate the model’s effectiveness, the dataset D
was divided into three subsets: training, validation, and
test:

D = Dyrain Y Dya) Y Dyegt - 1)

The split was performed randomly while maintaining
the proportions between vulnerable and non-vulnerable
smart contracts. The validation subset, comprising 20% of
the total examples, was used for hyperparameter tuning
and evaluating intermediate training results, while the test
subset, also comprising 20% of the total examples, was
used for the final assessment of the model’s performance.

As the basis for vulnerability detection, we used the
pre-trained CodeBERT model from Microsoft, which is
an adaptation of the BERT model specifically designed
for working with source code. The model was further
trained on the prepared smart contract dataset to adapt it
to the specifics of the task.

Smart contracts in text form are fed into the model.
These texts represent the source code of smart contracts
written in Solidity. The input text is transformed into a
sequence of tokens using the pre-trained tokenizer associ-
ated with the CodeBERT model. The tokenizer converts
the source code into a set of tokens that the model can
effectively process [15]. The token sequence is fed into
the BERT model (CodeBertModel). CodeBERT processes
the tokens using attention mechanisms and transformers
to extract contextualized vector representations of the
tokens.

Instead of relying solely on the hidden state of the
[CLS] token, which aggregates information across the
entire sequence and is traditionally used for classification,
it is proposed to use all tokens in the sequence. These
tokens are fed into a single-layer Bidirectional GRU. The
use of Bidirectional GRU allows the model to better cap-
ture the context in both directions (left-to-right and right-
to-left), which improves the understanding of contextual

Code snippets extraction

» Code snippet 1| | 0 :‘) vl

[ i ;
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Source ¢! i 50 i
code <> Code snippet3| 0 i—) V3
Col i i
“%s/Code snippet4| | 1 i=—) v4!

... Jokenization

:1:;:

' RobertaTokenizer ‘_5

relationships between tokens in a broader context [16].
This can lead to a more accurate understanding of the
meaning of the entire input text and, consequently, to im-
proved classification accuracy.

The output from the bidirectional GRU is then fed into
a fully connected layer (nn.Linear), which converts the
GRU output into logits for each class (in our case, binary
classification into vulnerable or non-vulnerable smart
contracts). The logits are converted into probabilities us-
ing the softmax function, and the class with the highest
probability is chosen as the model’s prediction. The
model continues to minimize the CrossEntropyLoss func-
tion during training, which helps measure the difference
between the model’s predictions and the true class labels.
The model’s effectiveness is evaluated on the validation
and test datasets to confirm its ability to generalize to new
data [17]. Figure 2 shows the overall architecture of the
proposed model.

To detect and localize vulnerabilities in smart con-
tracts, we used attention vector analysis generated by the
CodeBERT model. The attention vectors were analyzed to
identify the tokens and code fragments that the model
focused on most during classification. This approach al-
lowed us not only to detect potential vulnerabilities but
also to pinpoint specific locations in the code that require
further analysis and corrections. This process includes
several key stages:

Stage 1 involves obtaining predictions and attention
vectors. The model processes the input data and returns
logits for each token and attention weights. The attention
weights indicate how much attention the model pays to
each token while analyzing other tokens. The attention
weights are calculated as follows:

QK

Jax

Stage 2 involves the selection of attention vectors
from the last layer. Attention vectors from the last layer of
the transformer are selected because they reflect the
model’s highest-level understanding of the context.

Attention(Q, K,V = soft max( W.
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Figure 2 — General architecture of the proposed model
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Stage 3 focuses on averaging attention across
heads. Attention is averaged across all heads of the
attention mechanism in the last layer to obtain a gener-
alized representation of how the model distributes its
attention among tokens.

Stage 4 includes additional averaging across tokens.
After averaging attention across the heads of the atten-
tion mechanism, additional averaging is performed
across all tokens in the sequence. This averaging helps
produce a single attention vector for the entire input
set, simplifying the analysis and interpretation of which
aspects of the input data the model pays the most atten-
tion to overall.

Stage 5 entails the exclusion of special tokens. The
first and last tokens are excluded from the analysis be-
cause they usually contain meta-information ([CLS],
[SEP]) and are not related to the substantive part of the
smart contract code.

Figure 3 shows the stages of transforming the atten-
tion matrix of the last layer.

w_meangy  W_meang; token_att_meang

num_heads
X =12 L ﬁ =

w_meanp  w_mean;

Woo ... W

Wip == Wij token_att_mean;

i,j=256 i,j=256 j=1256
Figure 3 — Stages of transformation of the attention matrix of
the last layer

Stage 6 determines important code segments. By it-
erating through all possible windows of a given size,
the sum of averaged attention in each window is calcu-
lated. The window with the maximum sum of averaged
attention is considered the most important code seg-
ment.

For each possible window of size window_size to-
kens, the sum of averaged attention is calculated using
the following formula:

j+window _ size
J > token _att _mean[i] (3)

=]

windows _sum; =

Next, the indices of the tokens corresponding to the
window with the highest attention are determined.
These tokens represent the code segment that the
model considers most significant or potentially vulner-
able.

The starting index of the window is calculated as
follows:

start _index = argmax; (window _sum;) - 4

Based on the starting index of the window and the
window size, the tokens corresponding to the most sig-
nificant code segment are selected. These tokens are
then converted back to text using the tokenizer to rep-
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resent the important code fragments. The result is a segment
of the smart contract code that the model considers most
likely to contain vulnerabilities.

This approach provides a deeper understanding of which
parts of the code attract the most attention from the model,
potentially indicating the presence of vulnerabilities or other
critical aspects of the code.

4 EXPERIMENTS

For training the model and conducting experiments, the
following software and technical resources were used. De-
velopment and testing were carried out in the Python pro-
gramming language, providing flexibility and powerful ca-
pabilities for working with machine learning algorithms. The
primary framework used for working with the model was
Pytorch Lightning, which structured the model training
process, making it cleaner, more modular, and scalable.

All development and testing were conducted on the
Windows 11 operating system.

The technical configuration of the computer used for
training and experiments included the following specifica-
tions:

Processor: Intel Core i9-12900K, providing high per-
formance with its 16 cores and 24 threads, and a maximum
clock speed of 5.2 GHz.

RAM: 32 GB DDR4, allowing efficient handling of large
data volumes and complex models without memory con-
straints.

Graphics Card: NVIDIA GeForce RTX 3090 with 24 GB
of GDDR6X memory.

Storage: 1 TB SSD, ensuring fast data access and effi-
cient storage of extensive datasets and experimental results.

This configuration provided the necessary computational
power and speed required for handling complex machine
learning tasks and data analysis.

The model was trained using the AdamW optimizer and
a learning rate scheduler, which effectively adapted the
learning rate depending on the training stage. A batch size of
32 was used during training, which was conducted over 8
epochs, each consisting of 4 steps. The model included one
GRU layer with a hidden state size of 16. These parameters
helped avoid overfitting while achieving the best results.
During training, metrics such as accuracy and loss on the
training and validation sets were monitored.

Thanks to the careful tuning of parameters and the model
architecture, an accuracy of 98.67% on the training data and
97.34% on the validation data was achieved (Figures 4 and
6). These results underscore the high effectiveness and ade-
quacy of the chosen approach for solving the task.

The dynamics of the validation loss values for the train-
ing and validation data are visualized in Figures 5 and 7,
respectively. These graphs illustrate how the model gradu-
ally minimized errors throughout the training process,
achieving progressively lower loss values.
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Figure 4 — Change in model accuracy during training

035

0.25

Run Smoothed Value Step Time Relative
015 © version_50 0.08462 0.05993 349 4/21/24,3:34 PM 2.338 hr

an nn 150 200 250 ann 3sn

Figure 5 — Training Loss over epochs
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Figure 6 — Change in model accuracy during validation
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Figure 7 — Validation Loss over epochs

Figure 8 shows the confusion matrix for the test data.
As can be seen from the matrix, only 7 examples were
classified as False Positives and 5 as False Negatives,
indicating the model’s high capability to accurately
identify positive cases [18]. Using the obtained confusion
matrix, the model’s accuracy can be calculated as follows:

Accuracy = TP+TN =0.97

TP+TN + FP + FN

Q)

Confusion Matrix

250

7 200
]

s 150
@
C

= 100

1 5 AL
50
0 1
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Figure 8 — Confusion matrix for test data

Furthermore, Figure 9 shows the ROC curve, with an
AUC reaching 0.97, which is close to 1. This indicates
that the model has excellent discriminative ability and can
effectively distinguish between classes.

The area under the curve is calculated using the
following formula:

n-1
AUC = > ((FPR;,; - FPR;)
i=1

TPR;,; + TPR;
— = T 6
N

Thus, the training and testing results confirm that the
developed model is a reliable prediction tool capable of
providing high accuracy and excellent generalization
ability on new data.

© Tereshchenko O. I., Komleva N. O., 2024
DOI 10.15588/1607-3274-2024-3-15

Receiver Operating Characteristic
1.0 +

o o
=21 (=]
N,
.
~
S

<

F=Y

bl
by

True Positive Rate
hY

0.2 "

Vit ROC curve (area = 0.97)

0.0% ' v : .
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

Figure 9 — ROC-curve

5 RESULTS
In our research, we analyzed various smart contracts
for vulnerabilities using modern static code analysis tools.
Figure 10 shows an example of Solidity code that demon-
strates the classic reentrancy vulnerability.

indexed user, uint256 amount);

Deposit (address i
{address =>
deposit ()
cas [mag. sender]

reposit (meg. sendar, msg.valua);

amount) public
"Insufficient balance®);

t amount) ("");

emit wWithdrawal (msg.sender, amount);

function getBalance () public view returns (uint25€) |

return balances [msqg.sender];

Figure 10 — Example of vulnerable code

This smart contract code contains a withdraw function
that may be vulnerable to reentrancy attacks due to the
sequence of operations. The function first checks the bal-
ance, then makes an external call to send funds
(msg.sender.call{value: amount}("")), and only after that
decreases the balance. This leaves room for an attacker to
repeatedly call the withdraw function during the execu-
tion of the external call, potentially allowing them to
withdraw more funds than they are entitled to if the at-
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tacker controls the calling address. This violates the rec-
ommended *“checks-effects-interactions pattern” design
pattern, which dictates that state changes should be made
before external calls [19].

To eliminate this vulnerability and enhance the secu-
rity of the smart contract, it is recommended to restructure
the operation logic, ensuring that all state changes are
performed before calling external contracts.

During the analysis, our tool highlighted the following
code segment, shown in Figure 11, as potentially vulner-
able.

Vulnerable code snippet:

{(bool success, ) = msg.sender.call{value: amount} ("");
require {success, "Withdrawal failed™);
balances [msg.sender] —-= amount;

Figure 11 — Detected vulnerable code

Confirming this code segment as vulnerable not only
demonstrates the risks associated with improper use of
external calls in smart contracts but also validates the ef-
fectiveness of our analysis method. This highlights the
importance of applying strict security patterns when de-
veloping smart contracts and the necessity of using static
code analysis tools to identify and eliminate potential
vulnerabilities before deploying contracts on the network.

In our research, we used heatmap visualization to ana-
lyze the attention matrices obtained from the implemented
model. The heatmap provides a clear representation of
which tokens in the smart contract text attract the most
attention from the model.

Figure 12 shows a graph where bright vertical stripes
indicate that certain tokens on the X-axis receive signifi-
cant attention from many other tokens in the sequence.
This suggests that such tokens may play a key role in un-
derstanding the context or contain critically important
information.
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Figure 12 — Heat map of attention matrix
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The model’s attention to these tokens can help identify
potential vulnerabilities or important aspects of the smart
contract’s logic, making this visualization method
particularly valuable for analyzing and improving smart
contract security.

In our research, we selected 50 smart contracts in
which the Oyente static analysis tool identified
vulnerabilities related to reentrancy issues. In each of
these contracts, lines were marked where the incorrect
order of method calls occurs, potentially leading to
vulnerabilities. The analysis revealed that in 41 of these
smart contracts, the code areas marked by the analyzer
indeed contained the indicated lines, corresponding to an
accuracy of 82%. This confirms the effectiveness of the
applied analysis method for identifying potential
vulnerabilities.

Table 1 — Experimental results
Number of vulnerabilities
vulnerable con- correctly identified by the
tracts developed analyzer
50 41 82

Total number of Accuracy, %

In the paper [20], we evaluated various models based
on key metrics. For the analysis, we selected models
based on Simple RNN, LSTM, Bidirectional LSTM
(BLSTM), Bidirectional GRU (BGRU), and Bidirectional
LSTM with Attention Mechanism (BLSTM-ATT). The
models were evaluated using the metrics precision, recall,
and F-beta:

p__ TP o TP @
TP+FP' TP+FN
2y(p*
F - A+B7)(P*R) @®)

(B**P+R)

The developed CodeBERT-GRU model demonstrates

significantly higher results, which are presented in
Table 2.

Table 2 — Comparison of the developed model with alternative

models
Model Precision, Recall, F-score
% % (B=2), %
Simple RNN 66.34 64.85 65.14
LSTM 73.28 76.33 75.70
BLSTM 86.12 87.97 87.59
BGRU 86.05 88.10 87.68
BLSTM-ATT 89.87 90.66 90.50
BGRU-ATT 90.03 91.76 91.41
CodeBERT-GRU 94.26 95.83 95.51
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In the course of the study, metrics such as precision,
recall, and F-measure (B=2) were used to evaluate the
effectiveness of the models. Among the considered mod-
els, the developed CodeBERT-GRU model showed the
best results, highlighting its high efficiency in data proc-
essing. The precision of the CodeBERT-GRU model was
94.26%, recall was 95.83%, and the F-measure reached
95.51%. These indicators are significantly higher than
those of other analyzed models, such as BLSTM-ATT
and BGRU-ATT, which also showed high results with F-
measures of 90.50% and 91.41%, respectively. This indi-
cates that the integration of CodeBERT with LSTM not
only improves the processing of contextual information
but also provides a significant improvement in recogni-
tion and classification accuracy compared to traditional
models based on RNN, LSTM, and GRU.

6 DISCUSSION

The presented study offers a novel approach to identi-
fying and localizing vulnerabilities in smart contracts
through the analysis of attention vectors in a BERT-based
model, specifically using CodeBERT. Our method has
demonstrated a significantly higher F-score of 95.51%
compared to traditional approaches like the BGRU-ATT
model, which achieved an accuracy of 91.41%. Moreover,
our approach for localizing reentrancy vulnerabilities has
shown an accuracy of 82%, underscoring the effective-
ness of the proposed method.

In comparing our results with those of other authors, it
becomes evident that the application of transformer-based
models, particularly CodeBERT, provides a substantial
improvement in detecting and understanding code seman-
tics.

Gao et al. [5] and Zhang et al. [6] explored automated
methods based on word embeddings and integrated learn-
ing to extract features from smart contracts. Sendner et al.
[7] and Zhuang et al. [8] proposed using migration learn-
ing and graph convolutional neural networks for vulner-
ability analysis, respectively. While these methods have
shown promise, our approach’s integration of CodeBERT
with bidirectional GRU layers enhances the model’s abil-
ity to contextualize and understand code, leading to supe-
rior performance metrics.

A major issue with previous machine learning-based
methods, including those described in ESCORT [21], was
their inability to precisely pinpoint the vulnerable code
segments; they could only indicate whether the code was
vulnerable or not. ESCORT, for instance, leverages a
multi-output neural network architecture with a common
feature extractor and multiple branch structures, achieving
an average F1-score of 95% on six vulnerability types and
93% when extended to new types. However, it still pri-
marily focuses on whether a contract is vulnerable and
lacks the precise localization of vulnerabilities within the
code. Our method addresses this limitation by enabling
precise localization of the vulnerable code segments, pro-
viding more detailed and actionable insights for develop-
ers.
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Our model’s performance metrics, with a precision of
94.26% and a recall of 95.83%, indicate a well-balanced
approach to vulnerability detection. The high precision
value signifies that the model is highly effective in mini-
mizing false positives, ensuring that the identified vulner-
abilities are indeed present in the smart contracts. This
reduces the likelihood of unnecessary alarm and enables
developers to focus on actual issues. Meanwhile, the high
recall value demonstrates the model’s capability to iden-
tify the majority of actual vulnerabilities, minimizing
false negatives and ensuring that most vulnerabilities are
detected. This balance between precision and recall re-
flects the robustness of our model in maintaining high
accuracy while effectively reducing both false positives
and false negatives.

The limitations of our study include the focus on So-
lidity smart contracts and the reliance on static code
analysis. Expanding the dataset to include other smart
contract languages such as Vyper and LLL could enhance
the generalizability of our model. Furthermore, incorpo-
rating dynamic analysis techniques alongside static analy-
sis could provide a more comprehensive understanding of
the contract’s behavior, thus increasing the detection rate
of complex vulnerabilities that manifest only during exe-
cution.

Practically, the results of our research can be applied
to improve the security auditing processes for smart con-
tracts. By integrating our model into existing auditing
tools, developers can identify and address vulnerabilities
more effectively before deployment, reducing the risk of
financial losses and enhancing trust in blockchain tech-
nologies.

Future research directions include the integration of
more advanced deep learning models such as GPT-4 or
T5, which could further improve the accuracy and robust-
ness of vulnerability detection. Additionally, expanding
the dataset to cover a wider variety of smart contract lan-
guages and incorporating dynamic analysis techniques
could provide a more holistic approach to smart contract
security.

In conclusion, our study demonstrates that the applica-
tion of transformer-based models like CodeBERT signifi-
cantly enhances the detection and localization of vulner-
abilities in smart contracts. This approach offers a promis-
ing direction for future research and practical applications
in the field of blockchain security.

CONCLUSIONS

In our study, we presented an innovative approach to
identifying and localizing vulnerabilities in smart con-
tracts using attention vector analysis in the CodeBERT
model. This method not only effectively determines the
presence of vulnerabilities but also precisely points to the
areas in the code that require developers’ attention. This
has been made possible by the deep understanding of the
context and semantics of the code, which is a significant
advantage over traditional auditing methods.

We successfully achieved an accuracy of 97.34% with
the developed CodeBERT model, which is significantly
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higher compared to the accuracy of the BGRU-ATT
model, which was 90.03%. Furthermore, the vulnerability
localization method demonstrated an accuracy of 82% in
identifying reentrancy vulnerabilities, confirming the ef-
fectiveness of this approach for detecting specific types of
vulnerabilities in smart contracts.

The confirmation of the effectiveness of our approach
is reflected in the significant improvement in vulnerability
detection results compared to existing methods, as high-
lighted in our experimental results. The use of the Code-
BERT model for analyzing smart contracts has opened
new opportunities for research in the field of blockchain
security.

Finally, the results of our study can serve as a founda-
tion for further development of machine learning methods
in the field of blockchain platform cybersecurity. They
also emphasize the importance of continuing research in
this area, aimed at improving auditing technologies and
smart contract development to ensure their reliability and
security.

The scientific novelty of our research is rooted in the
development and validation of a novel approach for iden-
tifying and localizing vulnerabilities in smart contracts
using attention vector analysis within a BERT-based
model. Unlike traditional methods, our approach lever-
ages the deep contextual understanding provided by
CodeBERT, significantly enhancing the model’s accuracy
and robustness. A major issue with previous machine
learning-based methods was their inability to precisely
pinpoint the vulnerable code segments; they could only
indicate whether the code was vulnerable or not. Our in-
novative method addresses this limitation by enabling
precise localization of the vulnerable code segments, of-
fering more detailed and actionable insights for develop-
ers. This advancement marks a significant step forward in
the application of transformer-based models to the field of
blockchain security.

The practical significance of our research lies in its
potential to enhance security auditing processes for smart
contracts. By integrating our model into existing auditing
tools, developers can more effectively identify and ad-
dress vulnerabilities before deployment, thereby reducing
the risk of financial losses and enhancing trust in block-
chain technologies.

Prospects for further research include several prom-
ising directions based on the results obtained in this study.
First, the integration of more advanced deep learning
models, such as transformers with enhanced attention
mechanisms like GPT-4 or T5, could further improve the
accuracy and robustness of vulnerability detection and
localization in smart contracts. Second, expanding the
dataset to include a wider variety of smart contract lan-
guages beyond Solidity, such as Vyper or LLL, could
generalize the model’s applicability and effectiveness
across different blockchain platforms. Additionally, in-
corporating dynamic analysis techniques alongside the
static analysis employed in this study could provide a
more comprehensive understanding of the contract’s be-
havior, thereby increasing the detection rate of complex
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vulnerabilities that manifest only during execution. These
future directions hold the potential to greatly advance the
field of smart contract security and contribute to the
broader adoption and trust in blockchain technologies.
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ITEHTU®IKAIIA TA JOKAJIZALISA BPA3JIMBOCTEN ¥ CMAPT-KOHTPAKTAX 3 BUKOPUCTAHHSM
AHAJII3Y BEKTOPIB YBAI'M B MOJEJII HA OCHOBI BERT

Tepemenko O. 1. — acmipanT kadenpu [Hwxerepii nporpamuoro 3abe3nedeHHs HanionansHoro yHiBepeutety «Omechka motiTe-
xHika», Oxmeca, Ykpaina.

KomueBa H. O. — kann. TexH. Hayk, JOIEHT, 3aBigyBau Kadenpu [mxeHepii nporpamHoro 3adesnedeHss HarionansHoro yHi-
Bepcutery «Onecbka nomirtexHika», Oneca, YkpaiHa.

AHOTAIIA

AKTyaJIbHICTB. 3 PO3BUTKOM TEXHOJIOTIi OJIOKYEHH Ta 3pOCTAHHSIM BUKOPUCTAHHS CMapT-KOHTPAKTIB, SIKI aBTOMAaTHYHO BUKO-
HYIOTbCS B OJIOKUEHH-MEpexKax, 3HaAUyIiCTh O€3MeKH [IMX KOHTPAKTIB CTaNa HaJ3BUYaiHO aKTyalbHOW. TpaauiiiiHi MeToqu aytuTy
KOJly 4acTO BHSBIIAIOThCS HeC(EKTUBHUMHU JUIS BUSABICHHS CKJIAJHUX YPA3JIMBOCTEH, 1110 MOXKE MPU3BECTHU 0 3HAYHUX (iHAHCOBHX
BTpaT. Hampukiaz, ypa3nuBicTs MOBTOPHOTO BXOLY, sika mpu3Bena a0 ataku Ha DAO B 2016 pori, cnprunamia BTpaty 3,6 MijbiioHa
edipis Ta moain 6okueiH-Mepexi Ethereum. Lle mimkpecnroe HEOOXiMHICTh PAHHBOTO BUSIBICHHS YPa3IHBOCTEH.

Meta po6oTnm — po3poOka Ta ampobamis HOBATOPCHKOTO MiIXOAy O BHSBIEHHS Ta JIOKali3amii ypasnmBocTeil y cmaprt-
KOHTpaKTaxX Ha OCHOBI aHAJI3y BEKTOPIB yBaru B MOJIEIII, [0 BUKOPUCTOBYE apxiTekTypy BERT.

Metoa. OnucyeTbest METOUKA, sIKa BKJIIOYAE MIITOTOBKY JAaHUX Ta HABYaHHs TpaHC(HOpPMEpHOI MoJieli Ul aHalli3y Koay CMapT-
KOHTPAKTiB. 3alpoOIIOHOBaHUI METOJ aHaJi3y BEKTOPIB yBaru J03BOJISIE TOYHO iAEHTU(IKYBaTH ypa3yuBi IUITHKK Koay. Bukopu-
crannst Mozeli CodeBERT 3HauHO mokpartiye TOYHICTh ieHTH(IKAL{T ypa3snuBOCTeH MOPIBHIHO 3 TPAAULIHHUME METOJAMH. 30K-
pema, po3rIIIaOThCSl TPU THITH YPa3IMBOCTEH: MOBTOPHUN BXiJl, 3aJI€KHICTh Bijl Yacy Ta ypasnuicTs tX.0rigin. [{ani momnepeaHbo
HOPMAJI3YIOThCS, 0 BKIIOYAE CTAHAAPTH3ALII0 3MIHHUX Ta CIPOIIECHHS QyHKIIH.

PesyabTaTn. Po3pobieHa Mozaens mpoaeMoOHCTpyBaia BUCOKUiT F-score Ha piBai 95,51%, mo 3HaYHO mepeBHUILy€E Pe3yiIbTaTH
CydYacHHUX MiaxofiB, Takux sk monmenb BGRU-ATT 3 F-score 91,41%. TounicTe MeTOAy Yy 3aBIaHHI JIOKali3allii ypa3JauBOCTi IO-
BTOPHOTO BXOJy ckiaina 82%.

BucnoBknu. IIpoBeneHi eKcliepUMEHTH MIATBEPIMIN €(EKTUBHICTh 3alPOIIOHOBAHOIO pilleHHs. [lepCreKTHBH MoaibLIIuX
JIOCJTI/DKEHb BKJIFOYAIOTh IHTETPAIiF0 OLTBII MPOCYHYTUX MOJIeINei rnOOKoro HaBuaHHs, Takux sk GPT-4 abo T5, mis mokparieHHs
TOYHOCTI Ta HaJIMHOCTI BHSBIICHHS Ypa3JIMBOCTEH, a TAaKOX PO3IIMPEHHS HAaOOpy MAHMX Ui OXOIUICHHS IHIIMX MOB CMapT-
KOHTPAKTiB, Takux sik Vyper abo LLL, mis migBUIIEHHS 3aCTOCOBHOCTI Ta €(peKTHUBHOCTI MOJENi Ha Pi3HUX OJIOKYEHH-TIIIaThopMax.
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10.

11.

Takum yuHOM, po3pobiieHa moaeis Ha ocHoBi COJeBERT neMoHCTpye BHCOKI pe3ysbTaT y BHSBICHHI Ta JOKatizauil ypasiiu-
BOCTEH y CMapT-KOHTPAKTaX, L0 BiIKPUBAE HOBI MOXIIMBOCTI JUIs IOCIIDKEHb Y cdepi Oe3nexu OiokueitH-miaTdopm.

KJIIOYOBI CJIOBA: cmapT-KOHTpaKTH, BPa3JIMBOCTI, OJIOKYEIH, MallMHHE HAaBYaHHs, aHAJIi3 BEKTOPIB yBaru, TpanchopmepH,
Oe3neka Koy, ayIuT KOAy.
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ABSTRACT

Context. The rocket motion control system is time-varying, since its parameters during flight depend on the point of the
trajectory and fuel consumption. Stability margin indicators are determined in a limited area of individual points of the trajectory
using algorithms that are developed only for linear stationary systems, which leads to the need to enter stock factor in hardware. In
the available sources, due attention is not paid to the development of methods for determining the quantitative assessment of the
stability margin of the time-varying control system.

Obijective is to develop a methodological support for the construction of an algorithm for calculating the stability margin indica-
tors of the time-varying system for controlling the rocket rotational motion in the plane of yawing using the equivalent stationary
approximation at a selected trajectory section.

Method. The mathematical model of the control system for the rocket rotational movement in one plane is adopted in the form of
a linear differential equation without considering the inertia of the executive device and other disturbing factors. The effect of
deviation of parameters from their average values for a certain trajectory section is considered as a disturbance, which makes it
possible to transition from a non-stationary model to an equivalent approximate stationary one. The Nyquist criterion is used to
estimate the stability margin indicators, which is based on the analysis of the frequency characteristic of an open system, for the
determination of which the Laplace transform mathematical apparatus is used. To simplify the transition from functions of time in the
differential equation of perturbed motion to functions of a complex variable in the Laplace transform, time-varying model parameters
are presented in the form of a sum of exponential functions.

Result. Methodological support was developed for building an algorithm for determining the stability margin of the rocket’s
rotary motion control system at a given trajectory section with time-inconstant parameters.

Conclusions. Using the example of the time-varying system for controlling the rocket rotational movement, the possibility of
using the Laplace transformation to determine the stability margin indicators is shown.

The obtained results can be used at the initial stage of project work.

The next stage of the research is an assessment of the level of algorithm complexity, considering the inertia of the executive
device and the disturbed movement of the mass center.

KEYWORDS: rocket motion control, time-varying system, Laplace transform.

ABBREVIATIONS dyy (1), d,5(t) are variable components of the model
APFC is an amplitude-phase frequency characteristic;
LC is law of control;
LTV is a linear time-varying system;

parameters at the trajectory section depending on the time
from the beginning of the section;

MLS is the method of least squares; Cyi,Csi are coefficients in the i-th term of the
CO is the control object; approximation of variable component of the model
TF is a transfer function; parameters by the sum of exponential functions;
CS is the control system for rotational motion of the d-1(t) is asignal at the input of the CS;

rocket in the yaw plane; f, is a specified value of the frequency of the

LF is a Lyapunov function;

CP is a characteristic polynomial. missile body oscillations in the transient process of

disturbance compensation;
NOMENCLATURE fox . T are frequency of the rocket body oscillations
a,s are average values of parameters of the CS in the transient process of disturbance com_pense}tion at the
k-th step of the iterations and one after their end;
j is an imaginary unit;

Ay
model at the trajectory section;
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k is a current number of iteration;

k“,, k\lu are coefficients of LC;

I is the number of rows in the array N;

L{f (t)} is the Laplace transform operator of the time
function;

m is a disruptive acceleration;

N is a array of polynomial Qy(s) depending on the
I argument values;

P(s),Q(s) are numerator and denominator of the TF
W, (s);

Q,(s) is adenominator of the TF w(s) ;

Qo s afirst approximation of the denominator of the
TF w,(s);

Qy(s) is a denominator of TF w,(s) at the k-th

iterations step;

Qd(s,weur) is @ component CP of CS caused by the
instability of the model parameters depending on the
complex variable s and the image v, of the signal at the
output of the CS;

Ook» Gk Yok » 2. G1. G are coefficients of CP Q(s)
at the k-th iterations step and after their completion;

Iyi, Isi are exponents of the exponential functions in the

i-th term of approximation of variable components of the
model parameters &, (t), a5 (t) ;

s; is an i-th value of complex argument s;

u(w), v(w) are real and imaginary component of the

APFC of the open CS;
u jv is a plane of the real and imaginary components

of the APFC w(s) of the opened CS;

w(s) is a TF of the opened CS;

W, (), Wy, (s) are TF of CS;

W,q(s) is a first approximation of TF w,(s) ;

Wy (s) is a TF w,(s) at the k-th step of the
iterations;

d is an equivalent rotation angle of the steering wheel
of the CS regulator’s executive device;

1y is a specified value of the stability margin on the
CP roots plane;

Mok, M are margins of stability on the CP roots
plane at the k-th iteration step and after its end;

MNa,Mph are CS stability margin indicators by

amplitude and by phase;

Naer» Nphet ar€ stability margin indicators when using
the method of frozen coefficients;

v, ,  are yaw angle and its derivatives;

yg,Wg are given values of the yaw angle and its

derivative;
wo(s) is a first approximation of the image of the

output signal of the CS;
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w; is a value of the circular frequency at which the
APFC of the open CS crosses a circle of unit radius.

INTRODUCTION

The main requirements for the CS, as that’s known are
to ensure the specified parameters of the stability margin
indicators and the accuracy of the trajectory. The
fulfillment of these requirements is achieved by choosing
the structure and parameters of the regulator and
modeling the disturbed motion of the rocket in the
vicinity of the nominal kinematic values.

At the first stage of CS development, a mathematical
apparatus is used in the form of a system of linear
differential equations with parameters that are assumed to
be constant in the vicinity of a certain trajectory point [1],
while as a result of fuel consumption, an increase in speed
and flight altitude, the parameter values can change by
tens of percent. That is, the so-called method of frozen
coefficients is used, as a result, the dependence of the
parameter on time is a piecewise-constant function. The
advantage of this approach is the possibility of using it to
solve the problems of analysis and synthesis of the
mathematical apparatus of linear stationary systems, in
particular, the Laplace transformation and obtaining the
TF, based on which the accuracy and stability indicators
are determined. The disadvantage is the presence of an
error in the value of the model parameters, which is the
largest at the extreme points of the selected time interval.
This leads to the need to introduce reserve factors to
obtain the specified values of the indicators guaranteed,
which leads to an increase in the requirements for the
power of the CS executive device and, as a result, to a
decrease in the weight of the rocket’s payload.

In this work, on the interval of the trajectory, where
the time-varying system is matched by an equivalent
stationary one, the variable component of the model
parameter is approximated by exponential smoothing,
which, thanks to the known properties of the Laplace
transform, significantly simplifies the algorithm for
obtaining the TF in comparison with approximation by
other functions, for example, power series.

The TF includes a component that describes the
influence of time instability of the model parameters on
the CS indicators, but its coefficients on the selected
trajectory interval do not depend on time, that is, it is a
mathematical model of an equivalent stationary system.

Compared to the method of frozen coefficients, where
the dependence of the parameter on time is a piecewise
constant function and the largest error take place at the
extreme points of the interval, the error of the parameter
is determined only by the accuracy of exponential
smoothing.

The TF of an equivalent stationary system makes it
possible to determine the dependence of the CS
indicators, particularly the margin of stability on the
design parameters by using the mathematical apparatus of
stationary systems.
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The object of the study is the control of the rotational
movement of the rocket in the yaw plane.

The subject of the study is the stationary
approximation of the LTV at a given time interval
obtained by using the Laplace transform of non-time-
constant components of the CS model.

The purpose of the work is to develop a methodical
support for the construction of an algorithm for calculat-
ing the indicators of the margin of stability of the time-
varying system of controlling the rotational motion of the
rocket in the plane of yawing using the equivalent sta-
tionary approximation on a given time interval.

1 PROBLEM STATEMENT

The known in the theory of automatic control
approach to determine the margin of stability uses the
APFC of an open control system and based on the
Nyquist criterion, according to which is performed an
analysis of its location relative to the critical point with
coordinates —1, jO on the plane of real and imaginary parts
of the APFC.

CS open at point A is a series connection of the
regulator and CO (Fig. 1). The rotary motion of the rocket
in the plane of yawing is taken as the CO, the input signal
of which is perturbing acceleration m and the equivalent
rotation angle 8 of the regulator’s executive device.

1
Ve .

m |
—{(+} regulator

control object | -

‘ A

Figure 1 — Control sysems structural schema

The level of complexity of CS mathematical models
depends on the research task. The order of the system of
differential equations can be between 2 and 16.

For example, the disturbed motion of a typical three-
stage space rocket in the channel of yawing, considering
the first harmonic of fuel vibrations in four tanks and two-
tone elastic oscillations of the rocket body, is described by
a system of differential equations of the 16-th order [1].

The study of the stability of the rotational movement
of the rocket at the first stage of design can be carried out
without considering the fluctuations of the fuel in the
tanks, the inertia of the executive device, the disturbed
movement of the mass center and the final stiffness of the
rocket body, since the frequency spectrum of the
mentioned factors overlaps insignificantly. As a result the
CO is considered as a rigid body, and the disturbed mo-
tion in one of the stabilization planes (for example, in the
plane of yawing) is described by a second-order differen-
tial equation, the coefficients of which have the constant
and time-variable components:

W =ay, ) y+ayst)-d+m=
=[ayy +ay, O v +[ays +a,s1)]-5+m. (1)
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In this work, on the example of the rotational motion
of a “solid” rocket in one plane, the possibility of
obtaining a stationary approximation of the LTV on a
selected trajectory section by applying the Laplace
transformation of equation (1) is considered, where the
variable components of the model parameters a,,(t) and
ays (t) are given by the sum of exponential functions.

As a result, the TF of the open system and,
accordingly, the APFC, based on which the indicators of
the margin of stability are determined, do not depend on
time, as in stationary systems.

This approach complements the methodical base of
design work, as it makes it possible to establish trajectory
intervals with constant LC coefficients, which has the
consequence of reducing the level of complexity of the
rocket motion control algorithm.

2 REVIEW OF THE LITERATURE

The issue of analysis and synthesis of LTV is an
integral part of the theory of automatic control, the
development of which is caused by the need to solve
several technical problems, particularly, the design of CS
for the movement of aircraft. For their research, with the
aim of determining the LC that provides the specified
indicators, various variants of the mathematical apparatus
is used, for example, Lyapunov differential inequalities,
matrix polynomials, Lyapunov — Krasovsky functionals,
Lyapunov — Bregman functions, Lyapunov’s parametric
equations, models predictive control, differential
equations with constant coefficients around a certain time.

Analysis of stability of LTV compared to stationary
systems is much more complicated for several reasons.
First, another formulation of the concept of stability,
secondly, there is no obvious connection between the
stability of the LTV and the eigenvalues of the matrix of
the equations system. In addition, the result of the
analysis largely depends on the state transition matrices,
the possibility of determining which is obvious not
always [2].

The construction of LF for LTV is related to the
solution of a scalar differential equation, which contains
both improper and double integrals [3]. For scalar LTV, a
method of LF construction based on the use of the integral
of the system parameter with a weight function on a finite
interval is proposed. Conditions are imposed on the
weight function so that LF is positively defined and
uniformly bounded, and its time derivative according to
the LTV equations is negatively defined, which is a
criterion of stability.

New methods of LF construction for a certain class of
LTV are proposed [4], Lyapunov’s inverse theorem for
asymptotic stability is proved. Its necessary and sufficient
conditions are obtained based on the proved Lyapunov’s
differential inequalities [5].

With the use of Riccatti equations and matrix
inequalities, an algorithm for assessing the stability of
LTV, whose disturbances are described by quadratic
constraints, was developed [6].
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Obtaining the specified technical indicators of the
LTV by using the Lyapunov stability theory is shown on
the examples of spacecraft orientation systems [7, 8];
control of the disturbed movement of the aircraft in the
pitch plane [9], the movement of the aircraft with vertical
take-off and landing [10, 11], the glider in the presence of
prohibited flight zones [12-14], guidance when meeting
the conditions at the end of the flight interval [15].

The effectiveness of using Lyapunov’s differential
inequalities for the construction of the algorithm for the
calculation of CL is shown, which provides a compromise
between the requirements of speed and accuracy of
stabilization, the properties of the transient process are
established, and the assumption of a limited range of
coefficient changes is removed.

The concept of building a dynamic controller in LTV
feedback, when its parameters are known only
approximately, has been developed [16]. The sufficient
and necessary conditions for the possibility of solving the
problem in the form of matrix inequalities are obtained,
based on which the parameters of the controller are
determined.

In the control system of the rocket rotational
movement the model parameters deviation from the time-
varying nominal values can amount to ten or more
percent, therefore, to increase the efficiency of using the
method of frozen coefficients, an algorithm for their
refinement by using the data of measuring devices on the
current values of part of the state vector coordinates is
proposed [17]. Algorithms for specifying LTV parameters
for various types of disturbances are also described in
works [18-21].

The presence of non-linear links in the aircraft traffic
CS complicates the task of obtaining the specified
indicators, particularly, the stability margin. Linearization
of non-linear links at certain points of the trajectory leads
to LTV. The perespective method of predictive control
[22, 23] was used for their research. An example of its
application can be a predictive controller for solving the
problem of meeting spaceships in the context of a limited
three-body problem, which can be used to control the
docking process with space stations between the Earth
and the Moon [24].

The analysis of available sources shows that the
problem of quantitative assessment of the stability margin
of time-varying control systems, in particular systems for
controlling the rocket rotational movement does not have
a proper solution.

Based on the equivalent stationary approximation of
the LTV on a certain trajectory section, this indicator can
be defined as the reduced smallest distance from the
selected point in the space of LC coefficients to the
boundary of the stability region or on the plane of the CP
roots as the distance from its imaginary axis to the nearest
root, and also based on the criterion stability by Nyquist
through analyzing the APFC of an open system as a
amplitude margin and phase margin.
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3 MATERIALS AND METHODS

As is known, the sequence of determining the CS
stability margin includes the following actions: the
choice of a mathematical model, for example, in the form
of differential equations; their Laplace transformation and
obtaining the TF; transition from TF to APFC of an open
system under the condition of using the Nyquist stability
criterion.

Representation of the variable component of
parameters of the CS model (Fig. 1) by the sum of
exponential functions has advantages from the point of
view of the level of complexity of the transition from
differential equations (1) to TF. This follows from the
well-known properties of the Laplace transform of the
time function f(t) into a function of the complex

variable s, which is called the image and can be written
as:

L{f(t)}= Of f(t)-e~St.dt. )
0

When the approximation of the variable component of
the CS model parameter is carried out by the sum of, for
example, six exponential functions, that is

©)

6
~ I, i't
a“""(t):ZiC"’i et
i=

then based on (2, 3) the Laplace transform of the separate
component of equation (1) according to the image delay
theorem will be as follows

6 6
L{\V'é\uw t)}= L{W'EC‘W _efwrt}zécwi y(s— r\vi) . (4)

Therefore, relation (4) gives the Laplace
transformation of the product of the yaw angle v on the
variable component of the model parameter, which has
the consequence of simplifying the transition from the CS
differential equation to the TF.

If in LC — the dependence of the equivalent rotation
angle & of the regulator’s executive device steering
wheel on the given and actual value of the yaw angle
Vg, ¥ are taken into account with the coefficients

ky, ky, their time derivatives g, i , that is

8=(wg +v)-ky +(Wrg +1) k. ®)

then in the CS model (1) there will also be products of the

yaw angle y and its derivative y on the variable
component of the model parameter a,; (t) :
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6
~ it
y-d,5(t) =y Y Cyi-eB",
i=1

6
Vedys () = Y Cyi et (6)
i=1

The use of ratios (2, 4, 6) and the method of
integration by parts establishes a connection between the
individual terms of the CS equation (1) and their images:

6
L{\V : a\yé (t)} = Zcﬁi : W(S - r6i ) ’
i=1

6
Ly -85 (03} = D Csi -w(s—Tsi) - (S—Tsi) - O
i-1

According to (1, 3-7), the CS equation can be written
in the form:

rit
\V v (a\u\y"'zlc\ul'ew )_

' 6 L
~(Kky -y +ky ) (@5 + . Cgi -efit) =
i=1

' 6 .o
= (ky -Wg +ky Wg) @5+ X Csi -5 ) +m. (8
i1

It’s known the principle of superposition is valid for
linear systems, according to which the result of the action
of the input signal w4 (t) or m(t) can be determined

independently. In order to build an algorithm for
calculating indicators of the CS stability margin from two
possible TFs

Liy(®} _ w(s)
Lwg®F  wg(s)

LLw(D} _ w(s)
Lm®y ms)’ O

» Wi (8) =

W, (5) =

in this work, the TF w,(s) is selected, which is
determined by the Laplace transformation of equation (8)
at zero initial values.

To obtain the TF, the differential equation (8) is
transformed into an algebraic one with respect to the
images of the actual y(s) and specified y(s) value of

the yaw angle:

y(s)- [s _kw ays "S- k Ays —Ayy —
i) & w(s—rs)
— i —‘V ky - Y Cgi - ———L
Z )Y Zi ")
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_k;/ic&.w(s—rai)-(s—rai) _

i=1 w(s)
=g (s) [ays - (ky +ky -5)+

\Ifg(s Fsi)
ky > Csi
o Y8
6 re: Te:
' Vg (s—r5)-(s—Ts)
k, -3 Cg - :
+ky E 5 ve® ] (10)

Equation (10) makes it possible to obtain the TF
W, (s) in the form of a fractional-rational function of a

complex-type argument s:

y(s) _P(E)

=y © vg(s) Q(s)’

where the designations are accepted:
s)+ky, - Cs .M+

i-1 \lfg(s)
&8 Vg (s—Trsi)-(S—Ts)
k, - Cs-—2

P2 BN
Q(s)=sz—k
6 \V(S \Vl) r5,)

-2.Chi ————— i
2O Z o \v()

i=1

P(s) =ays- (k, + k{u

: 1)

'a\VS'S—k -Ews—é

—k Cy - y(s—Tsi)- (S_rSi).
Zi 8 (s) (12)

Iterations are necessary to obtain the TF w, (s) , since
the image of the output signal wy(s) is included in the last
three terms of the equation (10) left part, which are a
consequence of the time instability of the model
parameters on the trajectory’s selected section and
considered as a disturbance in this work.

To obtain the first approximation of the image of the
output signal wq(s) necessary for the iterations, the

image of the signal at the input of the CS wyq(s) s

required, the choice of which does not affect the
indicators of the stability margin. From the point of view
of the complexity level of the algorithm, it can be taken as
constant — single signal with accuracy up to the factor d,
that is wyg(t)=d-1(t). Then according to (2)

yg(s)=d/s.

When the disturbance is not taken into account, then
in equation (10) terms with coefficients C,;,Cg; are
assumed to be zero and the first approximation of the TF
w, (s) will have the form
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vo(s) a5 (k, + k;u 's)

S E— -
s A K S—K. T«
Wg(8)  s°—a,;5-ky -5k, 8,5 =y,

Wy () = - (13)

The first approximation of the output signal’s image
Wo(s) =wg(s)-Wyo(s) =d-Wyo(s)/s.
Numerator (11) of TF w, (s)
P(s) = ays '(k\v + k\lu -S)+

& Coit
——+ky 2. Csi)
i=1 S~ i i=1

+S- (k“, . (14)

according to equation (10) and relations for the terms of
its right-hand side:

Vg(s-a) s yg(s-0)-(s-a)
\Vg(s) S—(X,, Wg(s)
The LC coefficients (5) k,, and k, ., which are

included in (8, 10-14), are determined for the selected
trajectory interval based on the given previous values of
the margin of stability n; on the CP roots plane and the

frequency f; of the rocket body oscillations in the
transient process of disturbance compensation:

ky =—(nf +4n° - 2 +3,,) /8,5, K, =—2m /8,5 (15)

y

Relations (15) are obtained from the fact that the roots
of the denominator Qg of the first TF approximation

(13) according to the values m; and f; are as follows:

Sgp=-m*j2n-f;.

Iterations to determine the denominator Q(s) TF
W, (s) — CP can be carried out according to the scheme:

6
Q(8)=Qq(s) - L [chi Y (s—ryi) -

Vi-1(5) . i1

6
—ky - > Csi - Wk (S —T5i) —
i1

.6
Ky 2 Cai '\Ifk—l(S—fz;i)'(S—fsi)} (16)
i1
Wy () :%; Wi (8) = wg (8)- Wy (5) =

=W, (s)-d/s;k=1,n,
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where the index k is the number of the iteration step,
Qo (s) is the denominator of the TF (13), in which the
disturbance is not considered.

At each step of the iteration, an array N of | rows
and two columns is created, in which the values of CP
Q(s) are entered, where the argument s varies in a
range sufficient to calculate the passage of the APFC in
the vicinity of the critical point according to the Nyquist
stability criterion. By processing this array with the use of
MLS (I equations with three unknown coefficients of
the CP), the current coefficients oy, Gy, dox  Of the CP

and, accordingly, the values nyy, fo are determined.

The number of iteration steps n depends on the
results of checking the achievement of the specified value
of the difference of the modules selected to control the
convergence of the values at the current and previous

step, for example ‘ka - ka_l‘ or ‘nzk _n2k—1‘-
The result of the performed iterations is the indicator
n, of the stability margin on the CP roots plane and TF
(9) of the closed system
P(s)

WZ(S): 2 1
O2-8" +G-S+ 0

17

which is necessary to determine the indicators of the
stability margin according to the Nyquist criterion. These
indicators are based on the TF of the system open at point
A (Fig. 1),

_ W (8) _ P(s) __P(s)
W(S)_1+wz(s) Gp-s2+0-5+0p+P(s) Qals)’ (18)

taking into account the location of the polynomial Q,(s)

roots.
The formulation of the Nyquist criterion depends on
the number of polynomial Q,(s) roots in the right half

of the complex plane.

For example, when one of the roots is located in the
right half of the plane, then the CS is stable, if in the
frequency interval from zero to infinity the critical point
K in this criterion is semi-encircled by the open system’s
curve of APFC

P(j)
Qa(jw)

w(jo) = =U(w)+j-v(0), (19)

where the polynomials P, Q, are represented in formulas
(14, 17, 18).

Indicators of stability margin in terms of amplitude
Na and phase mp, are determined based on the APFC

of the open system (19).
The peculiarity of the application of the torque of the
CS executive device to the rocket body is that the model
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parameter a,,s (1) is less than zero, therefore, unlike the
classical version of the Nyquist stability criterion, the
coordinates of the critical point on the plane u jv are as
follows: [+1 j-0].

The margin of stability by amplitude n, is the

distance from the point K to the point S of intersection
of the APFC (19) and the circle of unit radius with the
center O of the plane u jv, and the margin of stability by

phase mpp is the angle’s value between the axis Ou and
the vector OS (Fig. 2).

1.2 7 vfw)

1019-— =10

1w

u._u(;E".

Figure 2 — Margin of stability by amplitude and by phase

The named indicators of the margin of stability are not
independent, the relationship between them is determined
by the following ratios:

2

n
Na = /2~(1—cosnph) » Nph =arccos(1—7a ,

which can be used for additional control of the obtained
results.
The choice between n, and mp, in the process of

studying the system’s dynamic characteristics depends on
the specific task.

To calculate the described indicators of the stability
margin of the CS on the selected trajectory interval, the
following data are required:

— constant components of the model parameters (1)

Ay Ays

— coefficients of approximation of variable component

of the model parameters by the sum of exponential
functions (3, 6)

C

\Vi’r‘Viv Cai,rﬁi’ i =l,6;

— the preset values of the stability margin mn; on the

plane of the CP Q(s) roots and the frequency f; of the

rocket body oscillations in the transient process of the
disturbance compensation.
The results of the calculations should be:

— LC coefficients (5) k. k,, ;
— values of the stability margin n, on the CP Q(s)

roots plane and the frequency f, of the rocket body

oscillations in the transient process of the disturbances

compensation;
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— indicators of the stability margin of the CS by
amplitude n, and by phase np, .

Bringing these indicators closer to the desired values
can be ensured by correcting ny, f; or characteristics of

the CS executive device.

4 EXPERIMENTS

The purpose of the experiments is to verify the
described methodological support for the construction of
the algorithm for determining the indicators of the CS
stability margin on the example of the trajectory section
of the rocket first stage, where the deviations of the model
parameters from their average values can be 40%.

On this trajectory section, the variable components of
the model parameters in the equation (1) are
approximated by the sum of exponential functions (3, 6),
the coefficients of which and exponents are given in the
Table 1.

Table 1 — Approximation coefficients of the model parameters
variable components

i Nyi Cyi f5i Csi

1 0.14149 5365 0.04742 -2.836
2 0.14266 ~17210 0.06852 | 10.296
3 -0.30716 11.781 0.00621381 0.565
4 0.14383 24170 0.1209 0.0661
5 ~0.31185 | -11.579 05 | -43.10°

9
6 0.14445 ~12320 0.07312 | —8.017

According to the sequence of the described actions,
the following data are also required to build the algorithm
for calculating the indicators of the stability margin of the
rocket rotational motion control system in one plane:

— constant components &, a,5 Of the model
parameters in the equation (1);

— preset values of the stability margin m; on the plane

of the CP roots and the frequency f; of the rocket body

oscillations in the transient process of the disturbance
compensation.
For the selected trajectory section, the coefficients CL

Ky » k\'V are determined according to (15) with two
variants of the previous values of the stability margin 1,

(Table 2).

Table 2 — Data for calculation of LC coefficients

a\V\V a\VES li fl
s st Hz
1.2
.84 -0.331 .
0.849 0.33 05 0.3

The experiments were carried out in the Mathcad
environment, in which the following data determination
procedures were used:
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— polyroots(q) — the roots of the polynomial whose
coefficients are entered in the array q;

— angle(a,b) — the angle between the abscissa axis and
the vector with coordinates a, b;

— Minimize(f,x) — argument X, at which the function
f(x) is minimal;

— Re(f), Im(f) — real and imaginary component of the
complex function f.

The main procedures that were necessary for the
operation of the algorithm are as follows:

- fm(l,a,b,Q) — entry into the array | values of the
argument x in the range a...b and the corresponding values
of the function Q(x). By processing this array using MLS,
it is approximated by a polynomial of a given degree;

- fq(l,mqg) — calculation of the coefficients qo, Q1, 02
of the polynomial Q (16) by processing array mq of |
rows using the MLS, which is also filled by the fm
procedure:

— __l — -

| | |
I Ys XS 2.Q(s)
i1 ia i1
% | L, L |
G (= 28 28 2s| | XsitQs) |
i1 ia 4 i1
a2 I | | |
Xstoxs s | XS Q)
iz i i | lia i

— yf(s,00,01,92) — determination at the current step of
the iteration of the image of the CS output signal
depending on the complex argument s and the coefficients
of the polynomial Q (12, 16) under the action of the
disturbance g (t) =1(t),

P(s)
(a5 +01-5+Gp) S

yf(s,do, 0, 0p) = (20)

— Qd(s,wer) — calculation of the value of the
component of the polynomial Q (16), which is due to the
instability of the model parameters, depending on the
coefficients qok, Ok, g2« Of the function g (20) at the
current iteration step;

Q(s,weur) — calculation of the CP value (16) at the
current iteration step:

5 _ .
Q(s,weur) = _a\VB'k\u S—8yy —

_E\VS : k\u _Qd (Sl\chr) ;

— U(w), v(w) — the real and imaginary component of
the APFC of the open system according to (18):

. . 2
) - RE (i) [y ()

142 Re(w, (jo)) +|Wz(j®)|2 ’
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V((D): Im(WZ(JO‘))) . 5
L+ 2Re(w, (jo) + W, (jo)

- fl(w) - function for -calculation using the
Minimize(f,,w) procedure of the frequency w;, at which
the APFC crosses a circle of unit radius:

fy(0) = ‘u(m)2 +v(w)? —1‘ :
— Ma(®1), Mpn(w;) — formulas for calculating the

stability margin according to the Nyquist criterion by
amplitude and by phase:

ta(op) = | (o) )% +v(op)? |,

Nph (@) = angle(u(ey), v(ey)).

Experiments with the use of the above tools made it
possible to verify the possibility of using the sequence of
actions described in section (3) to determine indicators of
the CS stability margin at the selected trajectory section.

5 RESULTS

The advantage of representing the variable
components of the model parameters as a sum of
exponential functions is a simple transition from the CS
differential equations (8) to their Laplace transformation,
and the disadvantage is that iterations are necessary to
obtain the TF. This can be seen from equation (10), in
which the image y(s) of the CS output signal is included
in the terms of the left part of the equation, which are due
to the instability of the parameters.

The convergence of the iterative process of
determining the instability influence of the model
parameters on the stability margin n for the selected data
example and two variants of the initial value m; is shown

in Tables 3, 4.

In the third and fourth columns of the Tables 3, 4 are
shown fragments of the array N in which | values of CP
Q(s;) are entered in the range of arguments sufficient to
establish the position of the APFC of the open system
relative to the critical point in the Nyquist criterion.
Processing of this array using MLS gives the coefficients
and roots of CP (16) after the current iteration step.

As follows from these Tables, for the selected data
example, three iterations are enough so that the indicator
1. of the CS stability margin, considering the instability
of the model parameters, was calculated with an error of
no more than 0.01 s

As is known, to calculate the parameters of the
stability margin by amplitude n, and by phase npy,

based on the Nyquist criterion, the APFC w(jw) of the

open system (19) is needed in the vicinity of the
frequency range o, in which its passage relative to the
critical point with coordinates [+1 j-0] on the plane

u jv is determined.
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Table 3 — Convergence of iterations at 1y = 1.2 s™

Table 4 — Convergence of iterations at 1y =0.5s™

i Si Qu(si) N2 Nok—N2k-1 I Si Qu(s) M2 NakN2 k1
1[04 3.01972 1 0.4 3.01972
2 | 0.73043 5.3342038 2| 073043 3.5782648
3| 1.06087 6.5131834 0.9064601 | —0.2935395 3| 1.06087 4.4027546 0.3665767 | —0.1334233
1. | A
1]8 82.30107 I 8 72.5998937
021 Q11 Jo1 021 Qu1 Qo1
1.00444 1.82097 3.47350 1.00346 0.73569 251093
1 0.4 4.4387594 1 0.4 2679288
2| 0.73043 5.3424195 2| 0.73043 3.1218419
3| 1.06087 6.5218544 0.9059249 -5.35.107* 3| 1.06087 3.8378597 0.2033659 -0.1632108
2| . I o 1 ... 1 ...
| 8 82.3035688 I 8 69.8009891
022 Q12 o2 022 Q12 o2
1.00446 1.81992 3.48263 1.00446 1.81992 3.48263
1|04 4.4386312 1 0.4 2.6741968
2 | 0.73043 5.342307 2| 0.73043 3.120315
, 3| 1.06087 6.5217596 0.9059502 -2.53-10°° 3| 1.06087 3.8388745 0.2046855 0.0013196
1|8 82.3035647 3 | e 698023279
023 Ji3 o3 o3 O3 os
1.00445 1.81997 3.48250 1.00376 0.41001 2.29259
Table 5 — Indicators of the CS stability margin
The formulation of the criterion depends on the roots n | N | M W | Mot
of the CP of the open system, which can be determined, st - degrees
for example, by the Minimize procedure in the Mathcad 12 0.906 | 0.717 | 0.842 42.0 49.8
environment. For the data example in the Tables 1, 2 and 05 | 0205 ] 0174 | 0414 | 100 23.9
M:=1.2 s7* they are equal to —-0.963 and +1.075, i.e. one of 6 DISCUSSION

the CP roots is in the right half of the roots plane.
Therefore, according to the Nyquist criterion, the CS
stability takes place under the condition that the curve of
the APCH (19) is in the range frequency o from zero to
infinity (Fig. 2) makes a semicircle above the critical
point K with coordinates [ j-qJ .

The calculations performed according to the described
algorithm show that the instability of the model
parameters for the data example (Tables 1, 2) at n;=1.2 s~
! leads to a decrease of the stability margin in comparison
with the results of the method of frozen coefficients for
the selected trajectory section on the CP roots plane (16)
by approximately 25% and, according to the Nyquist
criterion, the stability margin in term of amplitude by
15%, in term of phase by 16%.

Since the relationships between the named indicators
are not described by linear functions, the ratios between
them in quantitative terms do not coincide.

When 1,=0.5 s the indicators of the stability margin
on the CP roots plane decrease by approximately 59%,
and according to the Nyquist criterion, the stability
margin in terms of amplitude and phase decreases by 58%
(Table 5).

The experiment results show the possibility of
building an algorithm for calculating the stability margin
indicators of a time-varying CS on a selected trajectory
section obtaining an equivalent stationary CS using the
Laplace transformation of the model parameters time-
varying components given by the sum of exponential
functions.

© Avdieiev V. V., Alexandrov A. E., 2024
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To use the described actions in the design work for the
construction of the algorithm for calculating the stability
margin indicators, it is necessary given by tables or
graphs of the dependence of the model parameters on
time. The flight path is divided into sections, on each of
which are determined coefficients of approximation of the
model parameters variable components by the sum of
exponential functions.

Based on the CO characteristics and the CS executive
device, the desired values of the CP roots are assigned.

The Laplace transformation of the variable
components of the model parameters makes it possible to
move from a differential equation with time-varying
coefficients to a TF, which matches LTV with an
equivalent stationary system on a selected trajectory
section.

The proposed approach to determining the stability
margin indicators of time-varying CS has the advantage
that their error is the same for all points of the selected
trajectory section, while when using the method of frozen
coefficients, the error depends on the distance to the
middle point of the trajectory section. This can give a
possibility of increasing the size of the trajectory sections
and, accordingly, reducing their number.

CONCLUSIONS
The scientific novelty of the work consists in the
development of a methodology for determining the
indicators of the margin of stability of a time-varying
rotary motion control system of a rocket by means of
Laplace transformation of the variable component of the
mathematical model parameters given by the sum of

exponential functions.
OPEN a ACCESS
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The practical significance of the obtained results is
the expansion of the methodological basis for the design
rocket motion control systems.

Prospects for further research is to assess the
complexity level of the algorithm taking into account the
inertia of the executive device and the disturbed
movement of the mass center.
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YK 629.764
3AITAC CTIMKOCTI HECTAIIIOHAPHOI CHCTEMM YIIPABJITHHSA OBEPTAJILHAM PYXOM PAKETH

ABaeeB B. B. — 1-p TexH. Hayk, npodecop, mpodecop kadenpu kibepOesneku i KOMII IOTepPHO-IHTETPOBAaHUX TeXHOJOTiH, J{Him-
POBchKUi HallioHaNbHUH yHiBepcuTeT iMeni Onecst ['onuapa, JHinpo, Ykpaina.

AuexcanapoB A. €. — acmipanT kadeapu KibepOe3neKku i KOMI IOTepHO-IHTETPOBaHUX TEXHOJIOTiH, J{HIMPOBCHKUI HAIlOHAIb-
Huii yHiBepcutet iMeHi Onecs ['onuapa, J{xinpo, YkpaiHa.

AHOTAIIS

AxTyanbHicTs. CHCTeMa yIpaBIIiHHS PyXOM pakeTH € HEeCTAI[lOHapHOI0, OCKLUIBKM B TPOIIECi MONBOTY 11 apaMeTpH 3ajiexarh
BiJI TOUKHU TpaekTopil i BUTpaT nanusa. [loka3HHUKH 3amacy CTiHKOCTI BU3HAYAIOTh B 0OMEKEHOMY OKOJIi OKPEMHUX TOYOK TPAEKTOPIT 3
BHUKOPUCTAHHSIM AJITOPUTMIB, SIKi pO3pOOIIEH] TINBKH IS JIIHIHHUX CTAL[IOHAPHUX CHUCTEM, IO MPU3BOAUTD A0 HEOOXiTHOCTI BBEICH-
Hs Koe(ilieHTIB 3amacy B amapaTHHX 3aco0ax. B mocTymHux mxepenax po3poOIi METOAIB BU3HAUCHHS KUTBKICHOI OLIHKH 3aracy
CTIMKOCTI HeCTalliOHapHOI CUCTEMH yTIPABIiHHS HAJICKHOI YBaru HE MPUILIAETHCS.

Meta podoTn — po3poOka METOANYHOTO 3a0e3MeueHHs1 MO0y I0BH aJITOPUTMY PO3PaxyHKY HOKa3HHUKIB 3aracy CTiHKOCTi HecTa-
L[IOHAPHOI CHCTEMH YIIPaBIIiHHS 00epTaJbHUM PYyXOM PAaKeTH y IUIOMINHI PUCKAHHS 3 BUKOPUCTAHHSIM Ha BUOPAaHHX AIIBHHUIIX Tpae-
KTOPii eKBIBJICHTHOT'O CTalliOHAPHOTO HAOIMKEHHSI.

Meton. Marematu4Ha MOJENb CHCTEMH YIPaBIiHHA 00€PTATbHUM PyXOM PaKeTH B OJHIM IUTONIMHI MPUHAHSTA y BUTIISAI JTiHIH-
HOro audepeHIifHOrO PiBHAHHSA 0e3 BpaXyBaHH: 1HEpLii BUKOHABYOTO MPUCTPOIO Ta iHMKX 30yproBaidbHUX (hakTopiB. Edekr Bigxu-
JIeHHS TapaMeTpiB Bix iX cepemHiX 3HaueHb JUIS NEBHOI NUIBHUI TPAEKTOPIl pO3risIaeThest K 30ypeHHs, M0 A€ MOXKINBICTD Te-
pexo.y BiJ HECTaI[iOHAPHOT MOJIETI IO eKBIBAIEHTHOI HAOMIKEHOT cTamioHapHoi. {1 OI[iHKH MOKa3HUKIB 3a1acy CTIHKOCTI BUKOPH-
craHmii kputepiit HalikBicTa, o crnmpaeThcs Ha aHaJ3 YaCTOTHOI XapaKTEPUCTUKH PO3IMKHEHOI CHCTEMH, JJISI BU3HAYECHHS SKOI
BUKOPUCTOBY€ETHCSI MaTeMaTHYHUI arnapat neperBopeHHs Jlammaca. 3 METOIO CIPOIIEHHS nepexony Bin ¢yHKUiH yacy y nudepen-
LIHOMY piBHSHHI 30ypeHOro pyxy 10 (YHKIIH KOMIIEKCHOTO 3MiHHOTO y TepeTBopeHHi Jlaruiaca 3MiHHI y yaci mapameTpy MoJedi
MOJIaH1 y BUIISAI CyMH €KCIIOHEHLIAIbHUX (QyHKIIiiL.

Pesyabrat. Po3poGiiene meroanuHe 3a0e3nedeHHs AUt M00YA0BH airOpuTMy BH3HAYEHHS 3aracy CTIHKOCTI CHCTEMH YIIpaB-
JIiHHA 00epTaIbHAM PYXOM paKeTH Ha 33/IaHii JUTHHUII TPAEKTOPIT 3 HETIOCTIHHIMH y Yaci mapameTpamH.

BucHoBku. Ha mpuknani HecTallioHapHOT CHCTEMH YTPaBIiHHSA OOEpTaTbHUM PYXOM PakeTH MOKa3aHa MOXKIHMBICTh BHKOPHC-
TaHHS NepeTBOpeHHs Jlariaca Uit BU3HaueHHs OKa3HUKIB 3a1acy CTifKOCTi.

OtpumaHi pe3ysIbTaTH MOXKYTh OyTH BUKOPHUCTaHI Ha IOYAaTKOBOMY €Talli IPOEKTHUX POOIT.

Hacrynuuii eTan qociijpkeHHs 1€ OL[iHKa PiBHS CKJIQJHOCTI aJrOPUTMY IPH BpaxyBaHHI iHepLii BUKOHABYOTO IPUCTPOIO Ta 30Y-
PEHOTO0 PyXy LIEHTPY Mac.

KJUIIOYOBI CJIOBA: ynipaBniHHsI pyXOM pakeTH, JiHiiHa HecTal[ioHapHa cicTeMa, nepeTBopenHst Jlaraca.
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ABSTRACT

Context. Modern industrial enterprises face challenges that require introduction of latest technologies to improve efficiency and
competitiveness. In metallurgy, one of key stages is continuous casting, where quality of products and economic performance of
enterprise depend on accuracy and efficiency of process control. Products made using continuous casting technology are widely used
in various industries due to their high mechanical properties, structural uniformity and cost-effectiveness.

The development of automated metal management and registration system is becoming not only relevant, but also necessary to
ensure stable and efficient production.

The problem of improving quality of metal products has always been one of most important tasks in steel industry. Imperfect
technological processes, human error and equipment malfunctions can lead to defects in finished metal products. This, in turn, affects
final characteristics of products, their durability and reliability.

To date, available sources have not yet found complete solution to this problem. Therefore, it is necessary to formulate problem
and develop algorithm for operation of automated system for controlling and registering metal in continuous casting.

Objective. The goal of work is to develop automated metal management and registration system to improve quality of metal
products.

Method. To achieve this goal, parametric model was proposed, which is formalized on basis of set theory. The model takes into
account key parameters of continuous casting process: material characteristics, structural features of crystallizer, casting modes,
metal level in crystallizer, and position of shot stopper.

Results. The problem was formulated and key parameters were determined, which are taken into account in system’s algorithm,
which made it possible to develop system for controlling parameters of continuous casting to solve problem of improving quality of
metal products.

Conclusions. To improve quality of metal products and stability of casting process, parametric model was created that is com-
prehensive, allows optimization of key parameters and ensures accuracy of process control by integrating not only modes of product
formation, but also takes into account specific properties of source material (chemical composition of material grade, etc.) and design
features of casting plant. Algorithm for automated control system has been developed that takes into account relationships between
certain key parameters and ensures optimal control of casting process. Based on proposed complex parametric model and algorithm,
automated control and metal registration system was created. The focus of work is on quality and efficiency of metal management
and registration in continuous casting, based on modern methods of computer science and engineering. A comprehensive experimen-
tal comparison of developed system with commercial analogs in real production conditions was carried out, which allowed us to
objectively assess its efficiency and reliability.

KEYWORDS: automation, system, parametric model, control, registration, metal.

ABBREVIATIONS
Al —analog input;
ALOG - alarm log block;

A"P; is a distance from wall A of crystallizer to oppo-
site wall (top), m;

CC - continuous casting;

CCM - continuous casting machine;
IL — industrial ladle;

GE - graphic element;

MP — metal products;

ONF — on/off control block;

PLC — programmable logic controller;
SCADA - supervisory control and data acquisition;
SL - steel ladle;

SP - stopper;

STC —steel ladle;

TMR - temperature.

NOMENCLATURE
A isawall A of crystallizer;

Adi is a distance from wall A of crystallizer to oppo-
site wall (bottom), m;

A'® is a vibration amplitude of crystallizer, mm;

© Sotnik S. V., 2024
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B isawall B of crystallizer;

Bdi is a distance from wall B of crystallizer to oppo-
site wall (bottom), m;

B; is a grade of material (metal);

B"P, is a distance from wall B of crystallizer to oppo-

site wall (top), m;
ch,, is a chemical composition of material grade;

CM; is a casting modes;
Dy is a distance between opposite walls at top and

bottom of crystallizer, m;
DF; is a design feature of crystallizer;

[E]i is a average dissolved element content in steel, %;

G, is a metal consumption in crystallizer;
Geyg, Is a metal consumption from steel ladle;

Gcyg, is ametal consumption from industrial ladle;
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Hg; is a height of crystallizer, m;

h" is a metal level in crystallizer, m;

hi'd' is a metal level in industrial ladle, m;
hi' is a metal level, m;

hi® is a slag level, m;

hiSt' is a metal level in steel ladle, m;

h”fi is a amount of underfilling of liquid metal to top
of copper sleeve of crystallizer, m;

h".,; is aworking (active) height of crystallizer, m;

I is a number of possible alternatives;

kS is a hardening rate, mm/min *;

k, is a coefficient of workpiece pulling speed,;

M; is a material (metal);

M ", is a mechanism of rocking crystallizer;
N'¢; is a number of crystallizer vibrations;

Phc.

1
P! is a valve position;

g; is a metal casting speed;

is a position of hydraulic cylinder rod;

Sh'; is a shape of crystallizer vibrations;
SP, is a position of locking mechanism;
Spl is a plane of stopper outlet, m?;

Tcci is a temperature modes, °C;

ThSCZi is a temperature of hardened steel at end of
secondary cooling zone, °C.
T, is a type of material (type of metal);

T"di is a metal temperature in industrial ladle, °C;

T"di is a metal overheating temperature in industrial
ladle, °C;
T'di is a metal temperature in steel ladle, °C;

AT 'di is a metal overheating temperature in steel la-
dle, °C;

Tiigi 1s a liquidus temperature of continuous casting,
°C:

TP, is asolidification temperature of pure iron, °C;

T%scz; is a surface temperature of workpiece in i-th
section of secondary cooling zone, °C;

T"P% is a temperature of crystallizer working surface,
°C:

At”qu is a amount of decrease in solidification tem-

perature of iron when 1 % of corresponding element is
introduced into it, °C;

o is a coefficient for calculating distance between op-
posite walls in crystallize;
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 is a consumption factor that depends on viscosity of
liquid steel grade being poured;

p™. is a material density, t/m®;

% is a curing time, min;

©; is a length of time material stays in crystallizer;

vi® is a vibration frequency of crystallizer, min™;

wer
A

m/min.

is a working speed of workpiece pulling,

INTRODUCTION

The use of metal products is extremely relevant in
modern world, as metal has become main material for
construction of complex and durable structures in con-
struction, engineering, and other industries [1-3].

Metal products are characterized by high strength, re-
sistance to wear and corrosion, durability and ability to be
used in various operating conditions. In addition, metal
products are efficient in recovery processes and can be
recycled, making them environmentally sustainable. One
of most important processes in production of metal prod-
ucts is continuous casting.

CC technology is used to produce wide range of metal
products, including steel bars, aluminum blocks and other
complex structures. It automates molding process and
ensures high product quality stability through precise con-
trol of casting parameters.

Controlling and accurately recording process parame-
ters remain challenging tasks that affect quality and stabil-
ity of production. Shortcomings in control systems can
lead to reduced product quality, losses, and even acci-
dents. Therefore, solving these problems is urgent task to
improve efficiency and reliability of continuous casting
process.

Automated control makes it possible to precisely con-
trol process parameters such as temperature and metal
casting speed, ensuring stable production conditions and
preventing defects. In addition, automated system records
data in real time, which simplifies maintenance of process
documentation and allows for quick response to changes
in process parameters.

The research tasks include development of parametric
model of continuous metal casting process that will not
only control process of forming metal products, but also
take into account unique properties of source material and
design features of casting plant. In addition, it is neces-
sary to identify and analyze modern methods of control-
ling casting parameters, develop algorithm for automatic
process control to optimize productivity and product qual-
ity, and implement system. These tasks are aimed at creat-
ing and implementing advanced technologies to improve
continuous metal casting process. Practical tasks include
implementation of algorithm and creation of automated
control system for continuous casting process, implemen-
tation of real-time or scheduled process parameter re-

cording.
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Since one of main challenges in metal forming is to
improve quality of products and obtain products with high
material properties. These aspects are critical to ensuring
competitiveness in market and meeting requirements of
modern quality standards, which is why we have chosen
this topic for our research.

The initial data include results of previous studies,
technical requirements for creation of automated control
system [1-3]. The introduction of automation into con-
tinuous casting process by providing system with tools for
controlling and recording casting parameters, optimizing
production modes based on specific requirements and
material properties are important tasks.

The object of research is process of control and reg-
istering metal in crystallizer.

The subject of research is continuous casting unit, or
more specifically, crystallizer.

The purpose of the research is development of
automated metal management and registration system to
ensure quality of finished metal products.

1 PROBLEM STATEMENT

The modern steel industry is facing numerous chal-
lenges, including need to improve product quality and
process stability. Continuous metal casting is critical stage
in production cycle where precise parameter control and
process optimization are crucial. Failure to properly con-
trol and record casting parameters can lead to defects in
finished products, reduced productivity, and increased
production costs.

Modern production processes are characterized by
high complexity and dynamism. There is need to develop
universal approaches to creating adaptive control systems
that can function effectively under conditions of uncer-
tainty and variable parameters. The key problem is devel-
opment of mathematical models and algorithms that
would ensure optimal control in real time.

Given all these challenges and needs of modern steel
industry, it is clear that current management and control
methods need to be improved to meet the growing de-
mands on production efficiency and quality. The com-
plexity of processes, dynamic parameters and high re-
quirements for final product require introduction of new
solutions that take into account all aspects of production
cycle and provide optimal control in real time. Therefore,
there is urgent need to develop automated metal manage-
ment and registration system that will ensure high quality
products and process stability.

The mathematical formulation includes creation of pa-
rametric model that takes into account material character-
istics and specifics of production process to improve qual-
ity of metal products.

Input data for system includes crystallizer configura-
tions and properties, as well as material parameters and
casting modes.

A parametric model is proposed that formalizes key
parameters for specific casting process and is necessary
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both for design of new plants and for existing units to
optimize process of molding MP.

The input parameters for development of automated
control system for MP unit are represented by model:
M, =<T,B,,p",,Ch,, >, i=1 2, ., [
DF, = <Dy, HerirNVern MY MTS >, =1, 2, T,
M =< NG, vi¢ A sh" > =1 2, .1
CMj = <Teeii Gt vk, 65,k >,
i=1 2, ...,1;
Teai = <TldilATIdivT“divAT“di1T\Apci1Tqui’TSSCZivThSCZi >,
i=1 2, ..1; Tliqi =<Tpsm, [E]I ,At“qu >,
i=1 2, ..,1; Dle- =< Aupi,Adi,Bupi,Bdi > ]
i=1 2, .1
The distance between
A" =(1,04 ...1,05)xq;

4% =(1,03 ...1,04)xq;
BY =(1,01...1,02)xq; SP. = <P", Y, >,
Geg, =< Spl,h{,hf*, S >; i=12 .1

opposite walls:
B =(1,02 ...1,03)xq;

Gelg, =< Spl,h{ h{® > i=1 2, ..,1.

As result, it is planned to obtain parametric model that
will be implemented in developed automated system,
which will further improve quality of metal products
through accurate and stable control of casting parameters.

2 REVIEW OF THE LITERATURE

The continuous metal casting process and its control
are actively studied in numerous scientific papers, with
main focus on technological aspects and automation sys-
tems. The literature review of this process focuses on its
efficiency, technical solutions, and innovations in control-
ling production parameters.

Authors of [4] describe continuous casting process,
which has become main method of steel production since
mid-1980s, replacing traditional ingot casting method.
The authors emphasize high productivity, quality, and
energy efficiency of continuous casting, as well as impor-
tance of research and development in this area to meet
growing demands on steel quality, energy efficiency, and
environmental aspects.

Technological aspects are described in detail in [5-8].

In [5] provides historical overview of casting methods
used to produce steel sheets for various applications. The
article analyzes advantages and disadvantages of modern
casting methods.

In [6] analyzes machine learning methods for monitor-
ing and controlling continuous steel casting process. The
authors describe challenges, possible solutions, and future
research directions in this area.

In [7], basic metallurgical principles of casting tech-
nology are discussed in detail. The authors analyze prop-
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erties of metals: cast iron, cast steel, and cast non-ferrous
alloys.

In [8], we are talking about technology of two-phase
zone continuous casting. The authors model flow and
temperature fields at different speeds.

Quality is critical in casting, as it determines quality of
final product and its properties that affect its further use in
industry [9-11].

In [11], attention is focused on improving continuous
casting process in steel production by optimizing design
parameters of submerged casters. The authors link quality
of slab production to casting mold and casting flow pat-
terns. The study presents new optimization method called
African buffalo algorithm, which was implemented in
Matlab to optimize parameters such as nozzle size, port
shape, length, immersion depth, etc. The authors also take
into account fluid flow rate, however, they do not pay
attention to specific properties of source material that
directly affect process and quality of final product. In our
work, one of things we plan to do is to take into account
chemical composition of material grade, which affects:
hardness and strength of steel, as well as melting point;
improve corrosion resistance, strength, and other me-
chanical properties; defects in metal, such as cracks or
pores.

In [12], quantification of degree of defects in continu-
ously cast billets is presented in YOLOvV5. The authors
proposed network that solves problems associated with
noise or dirty spots and different sizes of defects in im-
ages of these workpieces. Although innovative networks
have been introduced in work, design features of casting
plant, which also affect quality of resulting metal prod-
ucts, have not been taken into account.

In [13] discusses defects in continuous casting of steel
billets and their impact on quality of finished products.
The authors determined that occurrence of defects de-
pends on temperature distribution and cooling regime in
casting gating. Although authors paid attention to chemi-
cal composition of melt and secondary cooling modes,
they again did not take into account design features of
casting equipment. The article also notes that solutions
used on one casting gating may not always be applicable
to other gating due to different conditions.

Recent years have shown growing interest in new
methods of monitoring and controlling this complex proc-
ess, such as MP, which is reflected in work on develop-
ment of automated systems based on modern technologies
such as machine learning, artificial intelligence, etc.
Therefore, automated systems are and will remain key
area for improving quality and efficiency of metal produc-
tion.

In [14] describes design of PLC-based control system
for continuous casting machine. The authors use sensors
to collect information about actual state of slab and then
transfer it to PLC. This allows for real-time monitoring of
slab quality, increasing level of automation of continuous
casting process, production efficiency, and cost-
effectiveness. The work also describes structure of auto-

matic control system, which includes control, monitoring,
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and control levels. The authors discuss in detail various
components of system, such as ladle turret, intermediate
ladle slide gate control, electro-hydraulic servo system,
crystallizer cooling water control, and crystallizer vibra-
tion system. The main goal of development is to increase
level of automation of continuous casting process, im-
prove quality of castings, and increase productivity.
While article has concrete results, however, despite em-
phasis on automation, article emphasizes limited possi-
bilities of manual control in emergency situations, which
can pose potential risk to safety and reliability of process.
This emphasizes need for balance between automation
and possibility of manual intervention in critical situa-
tions.

References [15-17] provide overview of modern tech-
nologies and automation systems used in continuous cast-
ing processes.

In field of metals continuous casting, these works
highlight key aspects that arise in process of manufactur-
ing finished metal products.

The general trend of these scientific papers is great in-
terest in continuous casting technologies, disclosure of
issues related to quality of finished products made of met-
als obtained by casting. The issue of designing control
system for continuous casting machine. These works
cover important aspects, such as introduction of new
methods for controlling parameters of continuous casting
process, quantifying degree of defects, etc.

Therefore, this work focuses on control and registra-
tion of metal during continuous casting with possibility of
manual control of most important parameters of MP proc-
ess, which are taken into account in parametric model, if
necessary, which is prerequisite for improving quality of
resulting metal products.

3 MATERIALS AND METHODS

Investigate process develop comprehensive parametric
model of CC.

To address key challenge of developing mathematical
models and algorithms for real-time optimal control and
achieving goal, our study of continuous casting process
proposes parametric model. This model captures key as-
pects of this complex process, providing framework for
optimizing control. The development of such parametric
models is critical for technology improvement in various
fields of science and industry [9, 18], including continu-
ous casting, where it allows for effective real-time opti-
mal control problems.

Moreover, definition and formalization of molding
process parameters creates basis for further development
of intelligent decision support systems that can integrate
machine learning and big data analysis. This opens up
new opportunities for use of advanced information tech-
nologies in industrial production.

The proposed model accurately reflects relationships
between various parameters that affect quality and effi-
ciency of CC production.

The necessary and sufficient parameters are repre-
sented in complex form as tuple of parameters:
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CC =< M;,DF,CM;, SP,, Gy, Geigi Geei > - (1)

In course of study, parametric model describing form-
ing of metal products was created. This model is pre-
sented comprehensively as set of interrelated parameters
that cover not only direct modes of molding process, but
also take into account specific properties of source mate-
rial. In addition, model integrates design features of cast-
ing equipment, including characteristics of crystallizer
and configuration of locking mechanism.

The ultimate goal of project is to develop automated
system based on created parametric model. This system is
designed to efficiently manage process and accurately
account for metal at forming stage of metal products. It
will optimize production process, improve product quality
and ensure efficient use of resources.

Describe selection and description of main parameters
of metal forming process.

In this work, term «molding process» refers to process
of continuous metal casting.

The selection and description of metal forming proc-
ess key parameters is not only important step in solving
applied problems in metallurgy, but also significant con-
tribution to development of information technology and
complex process control systems.

Our approach to decomposing complex technological
process into local object-zones and identifying key con-
trol parameters demonstrates innovative method of for-
malizing and structuring data to create effective informa-
tion models. This makes it possible to develop more accu-
rate forecasting and optimization algorithms, which is
urgent task in field of computer science.

We propose decomposition of complex technological
process of molding into local objects-zones:

1) steel ladle area;

2) industrial ladle area;

3) primary cooling zone (crystallizer).

Next, let’s define key control parameters that affect
both metal level and quality of MP at stage of metal billet
molding.

Deviations from optimal casting mode caused by vari-
ous factors can lead to decrease in productivity, deteriora-
tion in metal quality, and occurrence of emergencies.

So, based on analysis of molding process, parameters
and values they can take have been determined, and we
will formalize these parameters below.

The first parameter is temperature of metal in indus-
trial ladle:

T if1753 < 79 < 1768,
T4 if1763 < 79 < 1783,
T if1793 < 79 < 1813,
T if1803 < 79 < 1843,
T4 if1793 < 79 < 1813,
T if1798 < 79 < 1818,

2
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Indexes 1, 2, 3, 4, 5, 6 in parameter T,-iId here and in

future — ranges of values for different steel grades: 1 —
[IX15; 2 — C150, 3 — C120-45, 4 — 12XH3A, 5 - 40X, 6
— Cr3cm):

Metal overheating temperature in industrial ladle:

T if1768 < AT < 1793,
T if1778 < AT < 1808,

AT Ti9 if 1808 < AT < 1838, .
T4 if1818 < AT < 1868,
T4 if1808 < AT < 1838,
T if1818 < AT < 1843,

The value of optimal overheating varies from 15 to
25 °C when pouring melt in closed stream for up to one
hour, and in most cases, modern CCMs use closed jet to
feed metal into crystallizer with melt pouring duration of
no more than 60 minutes.

The second parameter is temperature of metal accord-
ing to steel ladle (steel ladle is main metallurgical equip-
ment required for receiving, transporting, processing steel
in ladle and pouring molten metal):

T if1773 < 7' < 1818,
T, if1783 < 7' < 1833,
|1t ir1813 < 7' < 1863,

Id
T = Id . Id )
T, if1823 < 719 < 1893,
To, if1813 < 7' < 1843,
T4, if 1823 < 719 < 1848,
Metal overheating temperature in steel ladle:
T, if1787 < AT' < 1837,
19, if1793 < AT' < 1852,
W | TaY, if1827 < AT < 1852,
AT = ()

T if1837 < AT < 1912,
T if1827 < AT'Y < 1862,
T4 if1837 < ATY < 1867.

The third parameter is temperature of crystallizer’s
working surface:

160 < T"P% < 180. (6)

According to various estimates based on direct meas-
urements, temperature of crystallizer working surface is
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usually 160-180 °C. The value of this temperature can
vary depending on number of factors: thermal conductiv-
ity of crystallizer wall material, intensity of heat removal
by water, thickness of crystallizer wall, composition and
thickness of working coating, etc.

The steel casting rate depends on its temperature in
tundish and can be described as follows:

2< g < 3. (7)

The fourth parameter is vibrations amplitude of crys-
tallizer:

1<A®<3 )

The fifth parameter, vibrations frequency of crystal-
lizer, can be described as follows:

0 < v{® < 300. 9)
The sixth parameter is level of metal in steel ladle:

25< hil < 3, (10)
The seventh parameter is level of metal in industrial
ladle:

07<h'd< 12 (11)

The eighth parameter — position of stopper - is also
one of main parameters that needs to be monitored be-
cause it is possible to quickly change metal consumption:

3 :{ SP,,if SP=[open], 12)

SP,, if SP=[close].
The ninth parameter is level of metal in crystallizer:

0.75 < h'" < 0.85. (13)

The rationale for selecting key control parameters is
shown in Table 1.

3.3 Technical means for controlling casting parameters

In context of developing automated control and metal
registration system for continuous casting, creation of
effective information and measurement subsystem is a
key element that requires use of modern computer science
methods. This subsystem not only optimizes continuous
casting process, but also provides reliable basis for auto-
mated control and accurate recording of metal parameters
based on modern information technology and data proc-
essing methods.
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Table 1 — Key parameters of metal CC process control: de-
scription, causes and consequences

Description

Reason

Consequences

Temperature of
metal in indus-
trial ladle

1) Unstable liquid metal
temperature at furnace
outlet — initial tempera-
ture affects entire casting
process.

2) Heat loss during
transportation.
3) Thermal insulation

properties of industrial
ladle.

4) The time metal stays
in rolling mill (longer

metal stays in rolling
mill, more it cools
down).

5) Additional heating

(use of induction or gas
heaters to maintain re-
quired metal tempera-
ture).

1) Quality of fin-
ished products.

2) The stability of
CC.

3)  Crystallization
rate.

4) Equipment wear
and tear.

Temperature of
metal in steel
ladle
Temperature  Of
metal in steel
ladle

1) Unstable temperature
of liquid metal at furnace
outlet.

2) Heat loss during
transportation.
3) Thermal insulation

properties of steel ladle.
4) The time metal stays
in ladle.

5) Additional heating.

6) The casting process
(speed and uniformity of
metal casting can affect
temperature control).

1) Quality of fin-
ished products.

2)  Crystallization
process.

3) Productivity of
casting process.

4) Equipment wear
and tear.

Temperature of
working surface
of crystallizer

1) Thermal conductivity
of crystallizer material.
2) Efficiency of cooling
system.

3) Heat load from molten
metal.

4) Coolant temperature
and thermal processes in
crystallizer.

6) Condition of working
surface of crystallizer.

1) The process of
metal crystallization.
2) Formation of
primary crust.

3) Thermal stresses.

4) Wear and tear of
crystallizer.

Vibrations
amplitude of
crystallizer

Vibrations
frequency  of
crystallizer

1) Design and character-
istics of crystallizer.

2) Casting speed.

3) Viscosity and compo-
sition of metal.

4) Temperature affects
metal properties, which
in turn determines opti-
mal oscillation parame-
ters.

5) The massiveness and
size of metal stream can
affect optimal oscillation
frequency, which en-
sures uniform cooling
and formation of primary
crust.

1) Quality of fin-
ished products.

2) Formation of
primary metal cor-
tex.

3) Smoothness and
uniformity of sur-
face of MP.

4) Thermal stresses.
5) Stable casting
process, increasing
productivity and
reducing downtime.
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Continuation of Table 1

Description Reason Consequences
Level of | 1) The rate at which metal | 1) Quality of
metal in steel | isfed from furnace. finished products.
ladle 2) The rate at which metal | 2) Stability of
flows out of ladle affects | casting process.
maintenance  of stable | 3) The correct
level. metal level re-
3) The level of metal. duces risk  of
4) The rate at which metal | defects such as
is drained from ladle to tap | sinks and pores.
or other equipment.
5) Metal temperature.
6) Metal level depends on
system  pressure, which
affects flow and spillage of
metal.
Level of | 7) The volume and shape | 5) Cooling effi-
metal in steel | of ladle can affect mainte- | ciency, which in
ladle nance of stable metal level. | turn affects crys-
tallization rate and
product quality.
Level of | 1) Metal feed rate from | 1) Quality of
metal in in- | steel ladle. finished products.
dustrial ladle 2) The speed of pouring | 2) Stability of
into crystallizer. casting process.
3) The temperature of | 3) Avoidance of
metal affects its viscosity | defects such as
and flow rate, which can | pores and cracks.
change level of metal in | 4) Ensuring opti-
industrial ladle. mal level of metal
4) Metal level. allows you to
5) The design and dimen- | maintain high
sions of industrial ladle | productivity with-
determine maximum and | out stops and
minimum metal level that | interruptions.
can be maintained. 5) Efficiency.
6) The pressure of metal in | 6) Equipment
system affects its flow and, | wear and tear.
accordingly, level in indus-
trial ladle.
7) The process of draining
and filling ladle.
Position  of | 1) Casting speed. 1) Quality of
stopper 2) Viscosity and composi- | finished products.
tion of metal. 2) Metal flow rate.
3) The level of metal in | 3) Metal level in
tundish. crystallizer.
4) Metal pressure. 4) Pressure and
5) Metal temperature. turbulence of
6) The design and dimen- | flow.
sions of stopper and crys- | 5) Avoidance of
tallizer can affect precise | defects — cavities,
parameters of metal flow | sinks and cracks.
control. 6) Stability of
casting process.
7 Equipment
wear and tear.
Metal level in | 1) Metal feed rate from | 1) Quality of
crystallizer industrial ladle. finished products.

2) The position of stopper.
3) Metal temperature.

4) Efficiency of cooling
system of crystallizer.

5) Metal level.

6) Design and dimensions
of crystallizer.

2) Crystallization
process.

3) Thermal
stresses.

4) Productivity of
casting process.

5) Metal level.
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Our automated control system integrates variety of
sensors to form comprehensive information network for
real-time monitoring, analysis and control of casting pa-
rameters. This approach is based on principles of system
analysis and information system design, which are key
aspects of modern computer science.

Optimal control of casting parameters is critical to
guaranteeing high quality of finished MPs and production
safety. In this aspect, use of specialized equipment be-
comes mandatory, with sensors playing key role in such
equipment. It is they who make it possible to accurately
measure and regulate various characteristics of casting
process, which ensures its effective control and manage-
ment.

To begin with, measurement of metal temperatures in
tundish, steel ladle and crystallizer working surface is
realized thanks to CEM DT infrared pyrometer, which
allows measuring high temperatures in hard-to-reach
places. The device is capable of detecting temperatures
above 1000 degrees (=50 °C...+1600 °C) at distance of
several meters without touching object of study. Sensors
can be placed at every critical point of CC process.

The amplitude of vibrations will be measured using
sensor 640B01 — vibrations will be measured using sensor
640B01, industrial speed converter. It has following char-
acteristics: speed measurement from 0 to 1 inch/sec (0 to
25,4 mm/sec); output signal from 4 to 20 mA,; 2-pin con-
nector. The frequency range for measurement is (+ 10 %)
from 180 to 60,000 rpm (3 to 1000 Hz).

The vibrations frequency of crystallizer can be meas-
ured using digital frequency meter 10-199,9 Hz. This
device was chosen because of following characteristics:
frequency measurement from 20 to 600 cycles per minute;
supported voltage from 80 to 300 V; ability to measure
amplitude of vibrations of crystallizer in range from 1 to
50 mm.

The metal level in steel ladle, tundish and crystallizer
is monitored using special eddy current level sensor
XLEV, which determines level of molten metal. The ad-
vantages include fact that this sensor measures actual
level of steel and full digital signal processing.

The steel casting speed will be measured using optical
metal casting speed sensor — ProSpeed LSV-2100. The
advantages include: precise laser measurement; non-
contact measurement method; no need for recalibration;
easy integration into processes with long distances of up
to3m.

Information about position of lock is generated by lin-
ear displacement sensor mounted on hydraulic cylinder
rod of locking mechanism. To measure position of stop-
per, linear encoder from LTR series is used, designed for
short movements and equipped with return spring. An
important feature of these sensors is presence of return
spring.

The integration of above sensors and measuring de-
vices into single automated control system requires use of
specialized software capable of efficiently processing and
analyzing data from various sources. To solve this prob-
lem, we chose Genie software package, which provides
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comprehensive support for a wide range of industrial
automation hardware. The input/output drivers included
in Genie package provide support for all industrial auto-
mation hardware, including data acquisition and control
modules, IBM PC-compatible MIC2000 modular co-
controller, remote data acquisition and control devices,
and CAN industrial bus devices with DeviceNet protocol.
The data center is set of dynamic linking libraries.

Consider technical means of controlling casting pa-
rameters.

Based on analysis of parametric model (1) and taking
into account parameters of metal products formation, al-
gorithm for automated system was developed, which is
shown in Fig. 1.

[ start |
—

Feeding metal
from CCM into SL

< I5s0<r4 <1575 = [EmL]

~_ . o
Yes T

Hydraulic motor
All tuf'ns on

‘ Stopper SP 1 moves ‘
A

// \\\,
<2,5<h{'<37 >+ PID-2
~.__— No =
Yes ™y Shut-off
Feeding metal valve Al 4
from CCM
into IL,

ST T
™

< 1524<74,<15447 ,L‘;W
152 YT
Yeg\\‘// ‘

Al 5 turns on

| Stopper SP 2 moves |
¥
- //\\\

Yéé\"\f’/
Metal supply
to crystallizer

© Shut-off
valve AL 8

.

e =

o ~a r :
<160 < 7, <1807 > PID- 5
\;'(;s\\ //// No
<0,75<K'<0,857 > PID-6
e /,/’ No
Yes T =i
: : - =
Determmatwn of < V< 3000
frequency of § //h[
fluctuations ;“_\\/’/ No
"S/ /l\ Alarm
s A,
<A SA4°<37>
~ . "No |
.

Figure 1 — Algorithm of control system operation
Stage 1: The automated system begins its operation by
feeding metal (raw materials) from CCM into steel ladle.
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Stage 2. Next, temperature of raw material in steel la-
dle is checked, if conditions are met, then hydraulic motor
Al 1 is turned on, which pushes stopper in steel ladle Al
2. If conditions are not met, then control by PID 1 is re-
quired.

Stage 3. After that, level of raw materials in steel ladle
is checked, if conditions are not met, then it is necessary
to control Al 4 shut-off valve using PID 2. If conditions
are met, then raw material enters industrial ladle.

Stage 4. Next, temperature of raw material in mill is
checked, if conditions are met, then hydraulic motor Al 3
is switched on, which pushes stopper in mill SP 2. If con-
ditions are not met, then control by PID 3 is required.

Stage 5. After that, level of raw materials in mill is
checked, if conditions are not met, then it is necessary to
control shut-off valve Al 8 with help of PID 4. If condi-
tions are met, raw material enters crystallizer.

Stage 6. The algorithm is repeated, as in case of steel
ladle or industrial ladle.

Stage 7. Determination of crystallizer vibrations fre-
guency.

Stage 8. Checking conditions for vibration amplitude
of crystallizer. If condition is met, then algorithm is com-
pleted, and if not, then error message (signal to indicator)
is generated and algorithm returns to stage 7.

The developed algorithm is the result of formalizing a
complex production process, which demonstrates the ef-
fectiveness of applying computer science methods (algo-
rithm theory, system analysis, etc.) to model real systems.

The algorithm is built on basis of clear logical struc-
ture using conditional operators and loops, which is clas-
sical approach in algorithm theory and programming.

The algorithm implements principles of automatic
control theory, in particular, use of PID controllers, which
demonstrates integration of informatics methods and con-
trol theory.

Although this algorithm does not have explicit modu-
lar structure in classical sense, it has certain structured-
ness with successive processing and control stages, which
reflects systematic approach to managing complex pro-
duction process. Each stage of algorithm includes check-
ing conditions and appropriate actions, which ensures
flexibility and adaptability of control system to changes in
process parameters.

4 EXPERIMENTS

Modern automated control systems are critical for in-
dustrial enterprises, as they help to increase efficiency,
provide data processing for making informed decisions,
and report system problems. This helps to reduce down-
time and avoid shortages of both finished products and
billets.

SCADA systems are backbone of many modern in-
dustries. The Genie system was chosen for development,
which is one of SCADA packages.

The Genie system has module-oriented open architec-
ture.

Development of system is reduced to user placing
functional blocks in task window and establishing links
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between them, which are determined by data processing
algorithm.

The openness of architecture ensures easy integration
of Genie with other applications to share data during exe-
cution of strategies. Genie was chosen for this work be-
cause of its ease of use.

Based on developed algorithm, we created project that
will include 2 modules:

1) Strategy, which consists of mnemonic scheme de-
veloped in «Task Editor».

2) The interface of automated system — on-screen
form that is developed in «Form Editor». Connections
between blocks of «Task Editor» and display elements of
«Form Editor» are invisible — links.

A mnemonic scheme consisting of blocks and links
between them has been created.

Task or TASK 1 - set of functional blocks displayed
in Task Editor window.

TASK 1 is Task 1 window in «Task Editor», where
mnemonic scheme is developed (Fig. 2).

Al units are connected to sensors that read values of
measured parameters.

The Al block is designed to receive information from
devices with analog signal input subsystem and transmit
these signals to other blocks and display elements
(Fig. 3).

Tag «Field» — name of tag in Genie system. The «De-
scription» field is field for entering description of device
(value in field is left by default). The «Device» field is
used to select device to which this unit will be connected.
The type of such device will be displayed in «Module»
field of dialog box. The «Input Range» field is range of
input signal. The «Expansion Channel» field is
switch/amplifier of analog signals.

After selecting analog input device or module, set pa-
rameters of «From Channel» and «To Channel» channels
(list of polled channels), from which information will be
sent to analog input unit.

Some Al units are connected to ONF units via Con-
ductor unit. It is Al 1 that receives signal from hydraulic
motor.

The «Conductor» is used to establish visible connec-
tions between icons of functional blocks of task.

In Fig. 4 «ONF» block. The «ONF» block is designed
to implement simplest two-position control algorithm and
has input that receives feedback signal from control object
and discrete output whose logical state depends on current
value at input, setpoint and values of ON and OFF thresh-
olds.

«Delta High» and «Delta Low» field — on/off thresh-
old.

«Delta High» field — controller insensitivity zone
when generating output signal that includes control ob-
ject. The upper control limit is determined by summing
exclusion threshold and setpoint value.
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Figure 3 — Block configuration window
«Analog Input Block»
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On{Off Control Block x|

Tag: |ONF1 Description: [IL T |
Delta Low: D [ High Limit = Setpoint + Delta High

Low Limit = Setpoint - Delta Low )

" Ower high limit = 0, under low limit = 1.
+ Ower high limit = 1, under low limit = 0.

Control Input from:
Al1 : Al1:[0Output 0]

Figure 4 — Block configuration window
«On/Off Control Block»

For example, «Engine» element can work in following

modes: ON (0 —90°) and off (90° — 0°), then let rate
be 90.

The «Setpoint» field contains value against which
feedback signal at input of block is compared. The set-
point can be fixed or dynamically changed by signal from
another functional block of strategy.

Field «Control Input from» — control input from out-
put of channel 0.

Selected «Over high limit = 1, under low limit = 0»
because if signal value is above upper limit, we assign
value of 1 (motor is ON), and if it is below lower limit, 0
(motor is OFF).

Some «ONF» units are connected to «ALOG» (de-
signed to store in archive information about recorded
alarm events associated with signal received at input of
alarm archive unit. The unit has input and output).

A description of mnemonic scheme elements connec-
tion to devices is given in Table 2.

Table 2 — Description of mnemonic elements connection

Element Description

Al'l Receives signal from hydraulic motor.

Al 2 Receives signal from LTR series position sensor,
which detects position of stop Ne 1.

TMP 1 Receives signal from CEM DT, which measures tem-
perature in steel ladle.

Al3 Receives signal from XLEV sensor to measure level
of raw materials (metal) in steel ladle.

Al4 Receives signal from position sensor that controls
shut-off valve Nel.

Al5 It receives signal from hydraulic motor, which sends
signal to make stopper Ne 2 move.

Al 6 Receives signal from LTR series position sensor that
controls position of locking mechanism Ne2.

TMP 2 Receives signal from CEM DT sensor, which records
temperature in industrial ladle.

AL7 Receives signal from sensor for measuring level of
raw materials (metal) in IL — XLEV sensor.

Al 8 Receives signal from position sensor that controls
shut-off valve Ne 2.

Al9 It receives signal from sensor that measures vibrations
frequency of crystallizer — digital frequency meter.

AI 10 Receives signal from sensor, measures amplitude of
crystallizer vibrations — sensor 640B01.

TMP 3 Receives signal from CEM DT sensor that records
temperature in crystallizer.

Alll Receives signal from sensor for measuring level of
raw materials (metal) in crystallizer — XLEV sensor.
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Blocks «TMP» 1 — 3 is connected to «<ALOG» for tem-
perature measurement.

Fig. 5 shows example of «<ALOG» block configuration
window.

Field «Alarm Settings» — values of alarm parameters.
The values of signals at unit input fall into following ranges:

1 — above upper limit value High-High;

2 — maximum High value;

3 — below lower limit value Low-Low;

4 — minimum value Low.

Alarm Log Block n

Description: |ALI:I GB

Tag: ALOGE

Alarm Settings

LCancel
Low - 1539 4
Low-Low : 1524 Help

Alarm Message Format
v Date [MM/DD/YY)
v Time [HH:MM:55]
[v Alarm Type (HI-HL. HI, LO, LO-LO)
v Tag Hame
|v Operator Hame [only the first 10 characters]
[ Comment [30]) | |
[ Walue
[ Limit ¥alue

Figure 5 — Block configuration window
«Alarm Log Block»

5 RESULTS

Each strategy has its own screen form — interface that
is developed in «Forms Editor». The window of devel-
oped system interface consists of two displays, which are
shown in Fig. 6, a, b.

As result, there are two developed interfaces: Display
1 — main and Display 2 — auxiliary for monitoring pa-
rameters of crystallizer: frequency and amplitude of vi-
brations.

The interface of automated system in Fig. 6 consists of
elements:

— «Text string» — display has no means of communi-
cation with functional blocks and other elements of strat-
egy display/control and is intended to display static char-
acter string on monitor screen, which is determined at
stage of strategy development;

— «Display indicator» is single indicator used to dis-
play state of logical output associated with it in strategy
functional block;

— «Text output field by condition» — for visualization
of process in real time, provides ability to receive and
transmit information;

— «Incremental regulator» — to control, in this case,
temperature levels in steel casting and industrial ladles,
crystallizer;
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— «Linear indicator» is used to graphically display
value of parameter supplied from connected functional
block of strategy;

— «Digital indicator» is used to display parameter
value at output of connected functional block of strategy,
as well as to display text strings coming from output of
user procedure block or block of «Basic script» during
strategy execution;

— «Analog regulator», which is used to control levels
of raw materials;

— «Command Button (Menu Button)» is intended for
creating buttons in window of display form that allow you
to control process of strategy execution;

— display element «Arrow indicator» — presentation of
information from associated functional block on graphical
analog arrow indicator.

©. Advantech Ganle - ACY2.GHI
Ble Edt Sebo Yhew Yiekow Bon bek

Thus, all elements can be classified as display and
control elements.

A daily report was created to record level of raw mate-
rials. Daily reports are designed to implement daily sys-
tem summaries.

Fig. 7, a, b shows windows for creating report,
namely. Fig. 7, a — selecting date and version of report for
printing. Fig. 7, b — process of creating report configura-
tion.

A report with particular identification number can be
activated (Enabled) or blocked (Disabled). If report is
blocked, it will not be printed during strategy execution.
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Figure 6 — Interface to automated system for managing and registering raw materials:
a) Display 1; b) Display 2
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Figure 7 — Customization windows in process of creating report

The report is printed at time set in editing fields with
numbers from 1 to 24 in «Report Time» parameter group.

As result, when formulating context of this work, its
main goal was determined — development of automated
metal management and registration system to improve
quality of metal products. As result of this work, this goal
has been achieved because:

— current state of production in field of continuous
casting is analyzed;

— features of MP molding stages of are analyzed;

— parametric model of CC that is complex is proposed;

— key parameters of metal product molding are se-
lected and described;

— technical means for controlling casting parameters
were selected;

— algorithm for operation of proposed automated sys-
tem was developed;

— developed mnemonic scheme in «Task Editor»;

— description of mnemonic elements connection to
mnemonic elements is given;

— two interfaces have been developed: Display 1 —
main and Display 2;

— efficiency and reliability of developed system was
compared with existing commercial solutions.

The developed mathematical models and algorithm
have been successfully tested on example of continuous
metal casting controlling process. However, proposed
approach is universal in nature and can be applied to wide
class of complex production processes in various indus-
tries.
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6 DISCUSSION

The developed automated system for controlling and
registering metal in continuous casting is represented by
complex interface consisting of two displays with elements
for displaying and controlling key parameters of casting
mould.

A comprehensive visual interface provides clarity and
ease of navigation for operator, which is critical when
working with automated control systems.

To compare development with similar systems, we se-
lected programs used to control continuous casting ma-
chine.

The software for controlling continuous casting ma-
chine is in closed access, but there are modules for model-
ing metal casting.

The Electrical and Automation Systems for Continu-
ous Casting Plants from Ingeteam [16] was chosen for
consideration. This system also has its own modular
automation solutions:

— MLC - raw material level monitoring;

— MWC - mold width monitoring;

— Gap monitoring — monitoring temperature of mold,
predicting gaps;

— TLC - steel level control in metal casting machines;

— weight control in ladle tower, pouring trolley, prod-
uct;

— measuring temperature and oxygen content in liquid
steel;

— optimized billet tracking to marking devices.

Another analog is ABAX TubeStar with sets of modu-
lar automation solutions [17]:

— SprayStar Secondary and Cooling Automation pro-
vide optimal thermal profile of billet, taking into account
variable casting conditions such as speed, steel composi-
tion, and overheating;

— MouldStar is module for controlling level of raw
materials;

— Process Star for monitoring and collecting process
data, billet quality forecasting, melt and billet reports, and
equipment life tracking;

— TubeStar for monitoring condition and history of all
crystallizer tubes, which is critical parameter of casting
process.

Thus, system allows monitoring and displaying all
necessary information for each casting mold used.

ABAX MouldStar is available as stand-alone package
and can be implemented on any filling machine.

In such systems, user enters input data required to
monitor molding process step by step, which can be dis-
played in reports.

To conduct experiment of automated control system,
input data from Table 3 were used to monitor metal level
during molding.

We will evaluate efficiency and reliability of devel-
oped system in comparison with existing commercial so-
lutions.

The experiment consists of two stages, which will be

compared:
1) data entry;
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2) monitoring process of forming slab product.

Therefore, it is necessary to test system’s ability to
correctly process input data and monitor process of form-
ing slab product.

The main comparison criterion is number of module
malfunctions detected within three days.

Fig. 8 shows results in form of diagram.

Table 3 — Input data of experimental stud

" Filling Vibration | Vibra- Metal Metal
S speed, fre- tion level in | level
2 m/min quency, ampli- SL, mm{| inIL,
% rpm tude, mm
3 mm
o
1 162 2 2,5 0,7
2 163 2 2,5 0,8
3 164 3 2,5 0,8
o 4 165 3 2,7 0,9
£ 5 165 4 2,7 0,9
3 6 165 4 2,8 1,0
= [7 166 4 2,9 10
8 164 5 3,0 1,2
9 166 5 3,0 13
10 166 5 31 14
In Fig. 8: — MouldStar from ABAX, I —

Electrical and Automation Systems for Continuous Cast-
ing Plants from Ingeteam — developed system.

Time of study, hours

3day
Duration of research

lday 2day

Figure 8 — Diagram comparing average operating time
of developed system and analogs

As result, selected systems are stand-alone modules
specialized for narrow range and designed for specific
type of continuous casting machine. It was found that
over three days of operation, these modules demonstrated
greater reliability compared to ABAX MouldStar and
Ingeteam’s Electrical and Automation Systems for Con-
tinuous Casting Plants.

The system’s ability to work with real data and pro-
duction conditions was tested.

The developed system allows user to enter data to
monitor crystallizer step by step, ensuring high stability of
meniscus level, safe operation and easy operation.

© Sotnik S. V., 2024
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The low installation and maintenance costs make this
system advantageous choice for controlling continuous
casting plant. Experimental results confirm advantages of
this development over ABAX’s MouldStar and
Ingeteam’s Electrical and Au-tomation Systems for Con-
tinuous Casting Plants in controlled steel casting.

CONCLUSIONS

The urgent problem of developing automated system
for controlling and registering metal in continuous casting
has been solved.

The scientific novelty of results obtained is that is
that for first time, comprehensive parametric model of
continuous metal casting process has been developed
based on methods of set theory and system analysis. This
model is universal tool for formalizing and optimizing
processes in various industries. The proposed model inte-
grates not only product molding modes, but also takes
into account specific properties of source material and
design features of the casting equipment. This model is
presented as set of interrelated parameters, with each ele-
ment reflecting specific aspect of casting process. The
parametric model differs from existing ones in its com-
prehensiveness and integration of various aspects of cast-
ing process. It provides basis for developing more accu-
rate and efficient control systems, which can potentially
lead to significant improvements in product quality and
production efficiency.

The practical value of results obtained is to develop
automated control system that implements control of key
parameters in continuous casting with ability to collect,
process and record data in real time, as well as to imple-
ment control of key parameters in continuous casting. The
experiments conducted using real production data demon-
strate effectiveness of developed algorithm, which is re-
sult of formalizing complex production process, demon-
strating effectiveness of computer science methods (algo-
rithm theory, system analysis, etc.) for modeling real sys-
tems. Based on results of experiment to evaluate effi-
ciency and reliability of developed system, it is possible
to recommend proposed system for use in practice.

The results obtained make significant contribution to
development of information systems for managing and
monitoring complex production processes. They ensure
improved product quality and optimization of production
processes through introduction of user-friendly system for
visualizing and controlling key parameters. The devel-
oped system, which includes two informative screens
(Display 1 and 2), allows operators to more effectively
monitor and control casting process, resulting in reduction
in defects and increase in overall production efficiency.
These achievements create solid foundation for further
technological improvements in steel industry.

Prospects for further research are to investigate new
methods of secondary cooling to improve surface quality
and internal structure of workpieces. In addition, there is
area for improving non-destructive testing methods to
detect defects in real time during casting process. The
developed automated system creates basis for further im-
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PO3POEKA ABTOMATHU30BAHOI CUCTEMHU YIIPABJITHHSA
TA PEECTPAIIIi METAJIY IIPY BE3ITIEPEPBHOMY JIUTTI

Cotauk C. B. — xaHJ. TexH. HayK, JOLEHT, JOLEHT Kadeapy KOMIT I0TepPHO-IHTErPOBAaHUX TEXHOJIOTiH, aBTOMaTH3aLil Ta podo-
TOTEXHIKH XapKiBCHKOT0 HaI[lOHAILHOTO YHIBEPCUTETY pajlioeleKTpOHIKH, XapKiB, YkpaiHa.

AHOTAIIA

AkTyanabHicTh. Cy4acHi IPOMHUCIIOBI MiANPHEMCTBA CTHKAIOTHCS 3 BUKINKAMH, SIKi BUMAaraloTh BIPOBAKCHHS HOBITHIX TEXHO-
JIOTi# A7 MABUIIEHHS e()EeKTHBHOCTI Ta KOHKYPEHTOCIIPOMOYKHOCTI. Y METallyprii OXHUM i3 KJIIOUOBHX €TamiB € Oe3NepepBHE JIHT-
Ts1, JI€ BiJl TOYHOCTI Ta ONMEPATHBHOCTI YIIPABJIiHHS POLECOM 3aIIEKUTh SKICTh BUPOOIB Ta EKOHOMIYHI MOKA3HUKH TIANPHEMCTBA.
Bupobu, oTprMaHi 3a TEXHOIOTIE€ OE3MEPEePBHOTO JIUTTS, 3HAXOAAThH MIMPOKE 3aCTOCYBAaHHS y PI3HUX Taly3sSX IMPOMHUCIOBOCTI 3a-
BJISIKM CBOTM BHCOKHM MEXAHIYHHM BIACTHBOCTSM, OJJHOPIIHOCTI CTPYKTYPH Ta €KOHOMIUHIN e(heKTHBHOCTI.

Po3poOka aBTOMAaTH30BaHOI CHCTEMH YIIPABIIIHHS Ta PEECTPaLlil MeTally CTa€ He JIMIIE aKTyaJIbHOIO, aje i HeoOXiaHOIo I 3a-
Oe3neyeHHs CTablIEHOTO Ta epeKTHBHOIO BUPOOHUIITBA.

IIpoGiiema migBHILEHHS SIKOCTI BUPOOIB 3 MeTaIy 3aBXI¥ OyJia O/HI€I0 3 HAallBXKIIMBIIINX 3aBJlaHb METATypriiiHoi raysi. Heno-
CKOHAJIICTh TEXHOJIOT1YHMX MPOLECIB, JTIOACHKHUI (akTop, a Takoxk 3001 B poOOTi 0061a HAHHS MOXYTh MPU3BOIUTH 10 BUHUKHECHHS
nedexTiB y roToBUX MeTaneBux Bupobax. Ile, y cBoIo yepry, BIUIMBAa€ Ha KiHLIEBI XapaKTEpHCTHKMA BHPOOIB, X JOBrOBiUHICTH Ta
HaJiHICTS.

Ha cporognimHiif AeHs Y HasABHUX JKepenax I mpoOieMa e He 3HalIDIa MOBHOTO BHpilIeHHA. ToMy HEOOXiqHO 3MiHCHHUTH
IIOCTAHOBKY 3ajJadi Ta pO3pOOUTH aNropuT™M poOOTH aBTOMATH30BAaHOI CHCTEMH YIIPABIIHHS Ta peecTpamnii MeTary IpH Oe3nepeps-
HOMY JIUTTI.

MeTta. MeTolo I0CIiDKEHHS € Po3poOKa aBTOMaTH30BaHO! CHCTEMH YIPABIIHHS Ta peecTpallii MeTaay Ui IiJBHIIEHHS SKOCTI
METaJICBUX BUPOOIB.
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Mertoa. s 06 JOCAITH MOCTaBICHOI METH, OyJia 3alpolIOHOBaHa KOMILICKCHA apaMeTpHYHa MOJIelb, sika GpopMaitizoBaHa Ha
0a3i Teopil MHOXXMH. MoJieIb BpaxoBy€e KIIIOUOBI apaMeTpH Mpolecy Oe3MepepBHOTO JINTTS: MaTepial, KOHCTPYKLiHHI 0COOIMBOCTI
KPHCTAI3aTOPY, PEXKUMH PO3JIMBAHHS, PIBEHb METANLy B KPHCTAIi3aTOPI Ta MOJOKEHHS CTOIOPa IPOMKOBILY.

Pe3ynbraTh. 3xificHeHa NOCTaHOBKA 3a/[a4i Ta BU3HAUCHI KJIIOYOBI APaMeTpH, sIKi BpaxOBaHi B alropuT™Mi poOOTH CHCTEMH, a
1€ 1JI0 MOKJIMBICTh PO3POOUTH CHCTEMY YIIPaBJIiHHS YCTAHOBKOIO O€3MEePepBHOIO JMTTS IS BUPILICHHS 33/1a4i MiABUIICHHS SKOC-
Ti OTPUMaHOI 3aTOTOBKH.

BucHoBku. [ migBHUIEHHS SKOCTI OTPUMAHUX BHPOOIB 3 MeTally Ta CTa0IIBHOCTI MPOIECY JHUTTS CTBOPCHO MapaMeTpUYHY
MO/IeNb, SIKa € KOMILUICKCHOIO, 03BOJISE ONTHMI3yBaTH KIIIOUOBI IapaMeTpu Ta 3abe3nedye TOUHICTh KepyBaHHS IPOLIECOM 3a paxy-
HOK TOTO, IO iHTETpye He JIMIIe pexuMu (GopMyBaHHS BUpPOOIB, ane i BpaxoBye crienuQidHi BIaCTHBOCTI BHXIIHOTO Marepiaiy
(xiMiyHHMIA CKJIaJ MApKH Marepiany i T.[.) Ta KOHCTPYKTHBHI OCOOJMBOCTI YCTAHOBKH VISl JIUTTS. PO3poGIICHO alroput™ poOOTH
ABTOMATH30BaHOI CUCTEMH YIIPABIIIHHS, KUl BPaX0OBY€ B3a€MO3B’sI3KM MiXK BU3HAYEHHMH KIIFOUOBUMH IIapaMeTpaMHt Ta 3ade3rneuye
ONTUMAJIbHE KepyBaHHs mpouecoM JuTTs. Ha 6a3i 3anpornoHoBaHoi mapaMeTpu4Hol MOJENi Ta aJITOPUTMY CTBOPEHO aBTOMATH30Ba-
Hy CHCTEMY YIIPaBIiHHS Ta peectpauii Merary. ®okyc poboTH HAaNpaBieHui Ha AKICTh Ta e)eKTUBHICTh YIIPABIIIHHS Ta PEECTPa-
1ii MeTay mpu Oe3repepBHOMY JIUTTI, 0 0a3ye€ThCsA Ha CyYaCHUX METOJaxX iHPOPMATHKHU Ta OOUHCITIOBAIFHOI TEXHIKH.
ITpoBeneHO KOMIIIEKCHE eKCHEePUMEHTAIbHE MOPIBHAHHSA PO3POOJICHOI CUCTEMH 3 KOMEPLIfHUMH aHAJIOraMH B yMOBaX peajbHOIo
BHUPOOHUIITBA, IO J03BOJIIIIO 00’ €KTHBHO OIIHUTH ii epeKTHBHICTh Ta HaIHHICTB.

KJIFOYOBI CJIOBA: apromaTH3arisi, CHCTeMa, TapaMeTpUIHA MOJIENb, YIPABIISTHHS, PEECTPALlis], METaI.
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ABSTRACT

Context. In the context of the rapid development of technologies and the implementation of the concept of smart cities, smart
lighting becomes a key element of a sustainable and efficient urban environment. The research covers the analysis of aspects of the
use of sensors, intelligent lighting control systems with the help of modern information technologies, in particular such as the Internet
of Things. The use of such technologies makes it possible to automate the regulation of lighting intensity depending on external con-
ditions, the movement of people or the time of a day. This contributes to the efficient use of electricity and the reduction of emissions
into the atmosphere.

Objective. The purpose of the paper is to analyze the procedures for creating an information system as a tool for monitoring and
evaluating the level of illumination in a smart city with the aim of improving energy efficiency, safety, comfort and effective lighting
management. The implementation of a smart lighting system for Lviv will help improve energy efficiency and community safety.

Method. A content analysis of scientific publications was carried out, in which the results of research on the creation of street
lighting monitoring systems in real urban environments were presented. The collection and analysis of data on street lighting in the
city, such as energy consumption, illumination level, lamp operation schedules, and others, was carried out. Machine learning meth-
ods were used to analyze data and predict lighting needs. Using the UML methodology, the conceptual model of the street lighting
monitoring information system was developed based on the identified needs and requirements.

Results. The role of data processing technologies in creating effective lighting management strategies for optimal use of re-
sources and meeting the needs of citizens is highlighted. The study draws attention to the challenges and opportunities of implement-
ing smart lighting in cities, maximizing the positive impact of smart lighting on modern urban environments. The peculiarities of the
development and use of an information system for controlling street lighting in a smart city are analyzed. The potential advantages
and limitations of using the developed system are determined.

Conclusions. The project on the creation of an information system designed to provide an energy-efficient lighting system in a
smart city will contribute to increasing security, particularly, ensuring the safety of the community through integration with security
systems, reducing energy consumption, through minimizing the electricity usage in periods when the need for lighting is not neces-
sary.

It has been determined that to implement an information system for remote monitoring and lighting control in a smart city, it is
advisable to consider the possibility of using a complex lighting control system. Calculations were made on the example of Lviv for
the city’s lighting needs. The use of motion sensors to determine the need to turn on lighting was analyzed. A conceptual model of
the information system was developed using the object-oriented methodology of the UML notation. The main functionality of the
information system is defined.

KEYWORDS: information system, lighting system, smart city, remote monitoring, forecasting.

ABBREVIATIONS W, is a width of the road or the considered section;
10T is an internet of things;
UML is an Unified Modeling Language;
RNN is a recurrent neural networks;
LSTM is a Long Short-Term Memory;

n is a number of measurement points in the
transverse direction;
L is a total number of lamps;

MQTT is a Message Queue Telemetry Transport. k is a number of lamps at the intersection;
P is a number of intersections;
NOMENCLATURE m is a number of lamps on the street;

Di istan tfween m rement points; . . .
§ad S ance between measu .e ent points, n is a number of measurement points in the trans-
S is a distance between lamps in meters; verse direction:

N is a number of measurement points in the longitu-
dinal direction;

I is a shading coefficient;

E,p is an illumination level with trees;

Epp is an illumination level without trees;

© Vaskiv R. 1., Hrybovskyi O. M., Kunanets N. E., Duda O. M., 2024
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V is a number of streets;

E is atotal consumed energy;
P is a lamp power;

T is a working time per day;
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D(t) is a lighting dynamics;
I(t) is an intensity of lighting on the street;

k is a positive attenuation coefficient of the lighting
intensity;

a is a positive influence coefficient;

R(t) is atraffic level on the street;

X; IS an input vector;
h_4 is a hidden state in the previous step;

fi is a forgetting vector, which determines which in-
formation from the previous state of the cell (h;_;) should

be “forgotten”;
i, 0; are input and output vectors;

C; is a state of the cell;
W, are weight matrices;
by are displacement vectors;

© is a sigmoid function;
tanh is a hyperbolic tangent.

INTRODUCTION
A smart city is a concept that is based on the use of in-
formation and communication technologies to increase
work efficiency, exchange information with the public
and ensure better quality of public services and citizens’
well-being. The main goal of a smart city is to optimize
city functions and promote economic growth, as well as
improve the quality of life of citizens with the help of
smart technologies and data analysis, in the field of street
lighting.
Street lighting is the main part of city infrastructures.
In addition to the main function of controlling and regu-
lating street lighting, smart lighting can have other impor-
tant functions that contribute to the functioning of a smart
city. The development of intelligent street lighting sys-
tems is one of the topics that interests many researchers
around the world. Therefore, the creation of an informa-
tion system for quality control of street lighting in a smart
city is an important and relevant topic.

The purpose of the paper is to analyze the procedures
for creating an information system as a tool for monitor-
ing and evaluating the level of illumination in a smart city
with the aim of improving energy efficiency, safety, com-
fort, and effective lighting management. The implementa-
tion of a smart lighting system for the city of Lviv will
help improve energy efficiency and community safety.

The object of research is the street lighting system of
smart cities.

The subject of research is methods and means of
building a smart lighting system in a smart city.

The scientific novelty of the obtained results lies in
the development of a unique system that is a part of a
local, wireless, decentralized network for collecting data
from sensors on lampposts, processing them to ensure
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energy efficiency and safety of public lighting, which,
unlike existing solutions, provides an opportunity to take
into account the features of the urban infrastructure of
Lviv and effectively manage the lighting system in the
city.

1 PROBLEM STATEMENT

In the context of a smart city, the street lighting man-
agement information system plays a crucial role in ensur-
ing the efficiency, safety, and comfort of residents’ lives.
Formalizing this task involves determining the optimal
distribution of lighting resources, taking into account
various factors such as energy efficiency, safety, comfort,
and economic feasibility.

Input Variables: S; N; E,p; Epp: Wy n; k; P
m;V,;P;T;I11t); k; a; R(t).

Desired outcomes (output variables): D; I; L; E;
D(t) .

D dependson S and N.For S<30m itis N =10,
and for S>30m, it is the smallest integer that gives
D<3m.

| depends on E, and Epp. Inturn, D depends on
W, and n. n which is equal to 3 or more and is an inte-

ger, which gives d <1.5m.

L dependson k, P, m, | and V. And E depends
onL,PandT.

D(t) dependson k, I(t), a and R(t).

Mathematical modeling of these parameters will allow
for the development of optimal solutions for street light-
ing management in a smart city, ensuring efficient re-
source utilization and meeting the needs of the popula-
tion.

2 REVIEW OF THE LITERATURE
Public lighting infrastructure, according to research-
ers, offers not only smart lighting, but also several other
functions and benefits for cities. Using lampposts to inte-
grate sensors from other smart city systems, such as air
quality monitoring, Wi-Fi provision, video surveillance
for public safety and electric vehicle charging. Research-
ers believe that high-quality street lighting significantly
increases the productivity of smart cities and the quality
of life of its citizens. The use of innovative lighting sys-
tems is characteristic of smart cities in Europe, Asia, and
North America, which have already created the concept of
a smart city, many others are developing detailed plans
and conducting analysis to reach this stage of develop-

ment and in the context of the lighting system [1].

The authors of the paper [2] believe that the field of
lighting management creates opportunities for the use of
sensor technologies with information and communication
technologies. This approach contributes to the efficient
use of electricity for lighting the city and reducing its
negative impact on the environment. Semiconductor light
sources, in particular Light Emitting Diode, and LED
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technologies, such as organic LEDs or solid-state light
sources, are used to implement the intelligent lighting
system. Researchers believe that the development of new
relations in this field is mainly focused on the creation of
modern lighting control information systems that provide
dynamism, controllability and interactivity, adaptability
of control procedures. The use of intelligent solutions for
lighting ensures automatic detection of failures and effi-
cient use of energy.

Researchers [3] believe that in a smart city, when im-
plementing intelligent lighting systems, it is advisable to
combine lighting systems and communication channels
with advanced intelligent functions. To ensure lighting
control procedures, the authors proposed several 10T us-
age scenarios [4]. The authors believe that to build an
ecosystem of a smart city, it is advisable to use individual
systems and solutions taking into account the unique re-
quirements of each city [5], while four conditional catego-
ries are distinguished such as citizens, mobility, govern-
ment and environment [6]. And in order to increase the
efficiency of lighting systems, it is necessary to conduct
interdisciplinary research to solve many problems, in par-
ticular, the features of connecting components using a
protocol with 10T support to ensure energy efficiency in a
smart city [7].

According to the authors of the paper [1], street light-
ing is important for ensuring the comfort and safety of
road traffic for its participants. At the same time, it is
noted that a properly designed and properly executed in-
stallation of street lighting will contribute to the creation
of safe traffic conditions for drivers, cyclists, and pedes-
trians in the dark season. In many countries, for economic
reasons, the lighting of all streets and roads is not used
when there is no traffic on them, but some places and
areas are determined that must be lit constantly [8].

A smart lighting system is an automated intelligent
lighting control system that involves the use of Internet of
Things technologies, devices, and sensors for lighting
public places, which are an important part of the urban
environment. The use of an intelligent information system
of smart lighting contributes to the general feeling of
safety and comfort of pedestrian movement in the dark [9,
10]. Factors affecting the feeling of security in the dark
time of the day include not only the concept of “illumina-
tion”, but also other attributes, such as uniformity, light-
color transmission, and color temperature of light [11].

Considerable research in the field of neural networks
is conducted by Ukrainian scientists. So, there is an inten-
sive search for an evolutionary approach for the structural
synthesis of neural networks [12, 13, 14].

3 MATERIALS AND METHODS
A content analysis of scientific publications was car-
ried out, in which the results of research on the creation of
street lighting monitoring systems in real urban environ-
ments were presented. The collection and analysis of data
on street lighting in the city, such as energy consumption,

illumination level, lamp operation schedules, and others,
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was carried out. Machine learning methods were used to
analyze data and predict lighting needs. Using the UML
methodology, a conceptual model of the street lighting
monitoring information system was developed based on
the identified needs and requirements.

Using the method of recurrent neural networks (RNN)
and Long Short-Term Memory (LSTM), modeling of
temporal dependencies in time series was carried out,
which made it possible to create a model for predicting
street lighting needs.

The project development for the creation of innovative
public lighting control systems was carried out by a vir-
tual team consisting of territorially distributed members,
among whom are highly co-specialized experts in various
fields of knowledge. This approach made it possible to
work in different time zones. It is undeniable that manag-
ing a virtual team required not only a review of the man-
agement strategy, but also ensuring effective interaction
between team members, despite their physical distance
and dispersion in time zones. The key factors for improv-
ing the productivity of members’ work were determined
to establish team interaction (Fig. 1).

Dam
Conneetion
DifTerentinten]
o ot
Joby tracking
Becity
Leadcrahip
Responsthificy
Trost

Froces o pamTt
Figure 1 — The key factors to improve virtual team performance

The goals of the project are presented in Fig. 2.

The goals of the project (Fig. 2) in general can be pre-
sented as increasing the level of public lighting manage-
ment, reducing maintenance costs, remote control of each
lamp separately, the ability to change the brightness of the
light stream depending on the length of a day and weather
conditions, energy conservation, due to fluctuating light-
ing levels depending on traffic, increasing the city’s secu-
rity level, using Internet of Things technologies to im-
prove the city’s technological development, the ability to
find the safest routes for city residents and guests.

Various algorithms for measuring illumination levels
are used for the effective work of the information system,
by receiving data from sensors and processing them in
real time. Measurements are carried out horizontally on
the road surface according to requirements. The location
of the measurement points depends on the distance
between the lamps and the width of the strip. Illumination
measurement in the information system will be carried out
on each investigated area, choosing two consecutive
lamps in one row in the longitudinal direction, and in the
transverse direction it is chosen the width of the area with
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the same illumination class, if the road, adjacent sidewalk
or bicycle path have the same illumination class, they can
be treated as one area during measurements. The
measurement points must be evenly distributed within the
measurement field.

The key goals /

of the street
lighting control
information

e N
&,

Figure 2 — The key goals of the street lighting control
information system
The distance between measurement points (D in (m)
in the longitudinal direction should be calculated using
the formula 1:

D= (1)

In the case of the presence of elements (trees, build-
ings) that shade certain areas, it is necessary to take this
into account when calculating the illumination. It is sup-
posed that there are trees between a light source (like a
lamp) and the measurement points. It is advisable to de-
termine how these trees affect the level of illumination at
these points by means of computer simulation.

Using light modeling software, it is created a 3D
model of our environment with trees and a light source.
After that, it is set parameters such as the height and
width of the trees, their location from the light source, the
light intensity of the source, as well as the properties of
the environment (for example, air transparency).

First, it is simulated the illumination at the measure-
ment points without shading by trees. This gives us a
baseline light level that will be used to compare with the
light level after shading. Then trees are added to our
model, and it is restimulated the illumination at the same
measurement points. With the help of software, the level
of illumination at each point is measured and compared
with the base level without shading.

This will determine the shading coefficient. The shad-
ing coefficient can be defined as the ratio of the illumina-
tion level with trees to the illumination level without trees
according to Formula 2:
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Therefore, it is obtained the shading coefficient, which
reflects how much the trees affect the level of illumina-
tion at the measured points. This coefficient is used in the
formula to determine the illumination according to your
initial formula.

The distance between measurement points D in me-
ters in the transverse direction should be calculated using
the formula 3:

®3)

The distance between points and edges of the surface
under consideration should be D/2 in the longitudinal
direction and d /2 in the transverse direction.

Territory of implementation of the information system
is the city of Lviv and adjacent territories.

The system objects are streetlights and lamps, motion
and lighting sensors, a central server for data collection
and processing.

Functional capabilities are automated adjustment of
lighting brightness, motion detection, adaptation of light-
ing to the needs of the city at certain hours and its zones,
integration with other city systems.

One of the ways to adjust brightness in a smart light-
ing system can be through setting the optimal number of
lighting control sensors. It will be calculated the number
of sensors for the city of Lviv, using the following input
data:

The area of the city is about 182 square kilometers.

The number of streets and intersections in Lviv is 500
streets and 1000 intersections.

The type of lighting involves the use of LED lamps,
which are an energy-efficient and long-lasting option for
street lighting.

Lighting intensity is regulated by lighting standards,
which may vary depending on the type of streets. Main
roads are expected to have a higher intensity of light
compared to residential streets. Let’s focus on the average
lighting intensity of 20 lux.

The working hours of the lighting system will be 10
hours a day (for example, from 6:00 p.m. to 4:00 a.m.).

Sensors and switch-off conditions take into account
the possibility of using motion sensors or other conditions
to automatically switch off the light in places where there
is no traffic.

It will be calculated the approximate number of LED
lamps and the energy they will consume for lighting in
Lviv. It is supposed that there are LED lamps at each in-
tersection and along each street. Thus, the total number of
lamps will be equal to the number of intersections and

streets:
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L=kP+mV . ()

Taking into account the shading coefficient. The shad-
ing coefficient is considered as a multiplier that reduces
the number of lamps depending on the level of shade
caused by any objects or structures in the city. Thus, the
modified formula for calculating the number of LED
lamps, taking into account the shading coefficient, will
be:

L=kP+mV xI.

It is supposed that there are 4 lamps at each intersec-
tion, and lamps are installed every 20 meters on each
street.

L =kP +mV =1000x 4lamps +500x1000: 20 .

Total number of lamps = 4000 + 25000 = 29000
lamps.

The energy calculation will depend on the power of
each lamp and the time of their operation. It is assumed
that each lamp has a power of 30 W.

E=LxPxT.
E =29000x 30x10 =8700000Wh = 8700kWh .

®)

The information system for monitoring the level of il-
lumination in a smart city is designed to provide compre-
hensive and effective control of the level of illumination
in the urban environment to improve energy efficiency,
safety, and comfort of residents. The information system
is designed to collect, process, and analyze data on the
level of illumination on streets and other public places.
The Internet of Things technology and protocols to ensure
stable communication are used to implement data trans-
mission in the smart lighting system.

The functional requirements for the lighting control
information system in a smart city (Fig. 3) can be pre-
sented as follows:

1. Monitoring and data collection. The ability of the
system is to measure and record the level of illumination
in real time. The ability is to collect data from sensors that
measure light levels on different streets and at different
times of the day.

2. Dynamic adjustment of lighting. The ability is to
automatically adjust the brightness of the lighting depend-
ing on the time of a day, weather conditions, the presence
of pedestrians and traffic.

3. Energy saving. There is an implementation of en-
ergy saving algorithms and modes to optimize the use of
electricity.

4. Emergency modes. There is an ability to switch to
emergency lighting modes in case of accidents, poor visi-
bility, or other unforeseen situations.

5. Analytics and reporting. Analytical tools are for de-
termining optimal lighting parameters in different areas of
the city and at different times of the day. Reports are
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available on electricity consumption, efficiency, and other
parameters.

6. Integration with other systems. There is a possibil-
ity of integration with other smart city systems to coordi-
nate lighting with other infrastructural systems.

7. Control of lighting zones. The ability is to group
street lighting into different zones and independently con-
trol each zone.

8. Remote control. There is a possibility of remote
monitoring and control of the system through a web
interface or a mobile application.

9. Automated scripts. It is to set up automated
scenarios depending on the city’s needs and conditions.

Zones
management

Scalability

Remote
control

Functional
requirements

protection

Automated
scripts

Warning
system

Figure 3 — Functional requirements for the lighting control
information system

10. Warning system. There is notification and warning
system in case of problems or accidents.

11. Security and data protection. There are
mechanisms for protection against unauthorized access
and ensuring data confidentiality.

12. Scalability. There is a possibility of expanding the
system by increasing the number of sensors and lighting
points.

These functional requirements serve as the basis for
the further development of a detailed technical task for a
system for evaluating the level of illumination in a smart
city.

Having decided on the list of functional requirements
for the lighting control information system in a smart city,
it is created a use cases diagram (Fig. 4). The diagram
shows the actor as a user who uses the interface produced
by the information system.

After choosing a location, you can evaluate the level
of illumination, analyze the results, and use scenarios to
control lighting devices. Scenarios make it possible to
quickly respond to changes in lighting and to perform
specified sequences of actions when pre-defined condi-

tions are met.
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Figure 4 — Functional requirements for the lighting control information system

In this diagram, the Information System is highlighted
as a separate actor because it consumes lighting data, pro-
duces the user interface, and provides interfaces to light-
ing control services.

Actors of External systems provide additional inter-
faces for lighting control services, analytical and visuali-
zation tools.

One of the key advantages of the information system
is an ability to quickly respond to changes in environ-
mental conditions and adjust lighting, accordingly,
thereby ensuring the safety and comfort of citizens.

To achieve the goal of the project, it is envisaged to
create and implement an integrated information system
for assessing the quality of lighting in a smart city.

The information system for assessing the quality of
lighting in a smart city will function with the aim of im-
proving the quality of life of residents and optimizing
energy saving management in the city of Lviv. The
prolject aims to use advanced technologies to create an
effective, safe, energy-efficient, and intelligent lighting
system that considers the needs of different areas of the
city and ensures their integration into the general infra-
structure of a smart city.

The information system facilitates the possibility of
improving the street lighting system, including different
modes of operation, sensors, automation capabilities and
other functions. The entire system of interconnected lights
allows you to quickly identify areas with faulty lights,
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which will be immediately displayed in the information
system.

The UML Activity diagram for the main flow for an
ordinary user is presented in Fig. 5. Launching the system
determines the beginning of the assessment of the illumi-
nation level and provides that:

— Reading light data involves obtaining relevant data
from sensors or other sources.

— Determining the level of illumination includes proc-
essing the received data to determine the level of illumi-
nation.

— The illumination level is evaluated according to cer-
tain criteria.

— Light condition detection determines if the light
level is acceptable or if intervention is required.

— Interaction with other systems of a smart city in-
volves the possibility of communication with other sub-
systems to coordinate actions.

— Starting automatic lighting control modes involves
activating automatic modes according to lighting re-
quirements.

— Completing the assessment and saving the results
describes completing the assessment process and saving
the results for later use.

This diagram illustrates the sequence of steps that the
system takes when estimating the illumination level in a
smart city.
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Figure 5 — UML activity diagram of the main sub-processes and actions of the street lighting control information system

To implement an information system for remote moni-
toring and control of lighting in a smart city, it is advis-
able to consider the possibility of using a complex light-
ing control system.

The information system of remote monitoring and
control of lighting in a smart city provides for the pres-
ence of many elements and several functions.

Sensors and actuators. It is expedient installation of
lighting, temperature, movement and other sensors on
illuminated objects and areas of the city. Actuators for
remote lighting control are used to change the state of the
lighting system from a remote location. The information
system provides the possibility of turning on and off the
lighting remotely. The command to turn on or off is
transmitted through the network from the central system
to the actuators. The system will allow you to remotely
adjust the brightness of the lighting.

To control actuators in smart lighting systems, it is
advisable to use general algorithms, such as:

Remote on/off. The algorithm will provide the possi-
bility of turning on and off the lighting remotely. The
command to turn on or off is transmitted through the net-
work from the central system to the actuators.

Brightness adjustment. The system will allow you to
remotely adjust the brightness of the lighting. The algo-
rithm can consider the parameters specified by the user or
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automatically react to changes in lighting conditions (for
example, a change in the time of a day). To monitor the
level of illumination, light sensors are installed that meas-
ure the level of illumination in certain areas of the city.

Definition of user parameters. The user can set their
own parameters, such as the desired level of illumination,
the schedule of changes in brightness during the day,
automatic adjustment of illumination. The system auto-
matically adjusts the brightness of the lighting depending
on the received sensor measurements and user parameters.
If the level of illumination deviates from the one set by
the user, the system issues a command to the actuators to
change the brightness.

The system will have built-in scripts that respond to
certain conditions. For example, there is turning on a
bright light in the morning or when natural light is re-
duced. The user can remotely control the brightness of the
lighting through a mobile application or the web interface
of the system (Fig. 6). The system can store data about the
mode selected by the user and the reaction to various con-
ditions. This data can be used to improve algorithms and
train the system. These values may vary depending on
specific parameters such as lamp efficiency, light inten-
sity, and other factors. The possibility of using energy
saving and optimization technologies to reduce energy
consumption is also considered. To adjust the brightness
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Figure 6 — Information system interface
1 - Lviv; 2 — map; 3 — documentation; 4 — profile; 5 — settings; 6 — sensors; 7 — lighting control; 8 — emergency modes; 9 — en-
ergy consumption; 10 — reports; 11 — main page; 12 — sensors; 13 — sensors and transmitters; 14 — name; 15 — signal type; 16 — volt-
age; 17 — temperature; 18 — add sensor; 19 — add transmitter; 20 — delete element; 21 — digital; 22 — personal account; 23 — a system
for evaluating lighting in a smart city; 24 — find; 25 — Halytskyi district; 26 — Settings; 27 — documentation

of the lighting in a smart city, you can set the lighting
schedule according to the needs of the city. For example,
you can set the brightness to be increased during peak
traffic hours and decrease it at night, when there are fewer
people on the streets. In addition, it is necessary to con-
sider that weather conditions, seasons, the presence of fog
have a direct impact on the formation of lighting sched-
ules.

4 EXPERIMENTS
It will be calculated the lighting schedule in accor-
dance with the needs of the city. For example, you can set
the brightness to be increased during peak traffic hours
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and decrease it at night, when there are fewer people on
the streets.

It will be conducted a scenario with variable lighting
brightness according to the needs of the city, taking into
account peak traffic hours and nighttime.

Lighting schedule:

Peak traffic hours: 18:00 — 22:00 (4 hours).
Night time: 22:00 — 04:00 (6 hours).
Lighting intensity:

Peak hours: 20 lux.

Night time: 10 lux.

Number of lamps:
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Peak hours: 29.000 lux = 580.000

lamps*lux.

Nighttime: 29.000 lamps-10 lux = 290.000 lamps:lux.

Consumed energy:

It is assumed that each lamp has a power of 30 watts.

Energy consumption during peak hours: En-
ergy=580,000 lamps:lux-30 W-4 hours=69.600.000 Wh or
69.600 kWh

Energy consumption at night: Energy=290.000
lamps:lux-30 W-6 hours=52.200.000 Wh or 52.200 kWh
hours

Therefore, the total energy consumption per day for
this scenario would be approximately 121.800 kwh.

These calculations are used for further optimization
and analysis of the efficiency of the lighting system in a
smart city and for the development of lighting schedules.

Let’s consider an example of the response of the in-
formation system to changes in the intensity of traffic
using a differential equation. It is supposed that the street
lighting intensity I(t) depends on the traffic on the street
and reacts to its changes at different times of the year. It
can be used the equation to describe the lighting dynamics
(Formula 6):

lamps-20

D(t)=kx1(t)+axR(t). (6)

The decrease in lighting intensity depends on the cur-
rent level of lighting (attenuation) and increases with in-
creasing traffic, the influence of the season, and the pres-
ence of fog.

It is appropriate to use Euler’s method to solve this
equation. Let’s consider this on an example.

Initial conditions are 1(0) =100 (initial illumination

level), k =0.01 (attenuation coefficient), a=0.05 (mo-
tion influence coefficient), R(t) is the level of movement

that can change over time. R(t)=[5,10,15,8,12] and

changes over time. It will be considered the array for sav-
ing the lighting intensity values 1(t)=[1,..0],t=1isasa
time step. It can be simulated the change in lighting inten-
sity for 5 hours provided changing traffic levels on the
street (Fig. 7).

The time of a year and the presence of fog can greatly
affect the lighting schedule and the overall light level in
the environment. Depending on the season, the factors
that affect the duration and intensity of illumination in the
dark time of a day change:

Duration of daylight. Depending on the season, the
day can be shorter or longer, which leads to a change in
the length of daylight and the hours with illumination at
night.

Solstice angle. The angle of the solstice in the sky also
changes with the season, which can affect how light falls
on the ground and objects in the environment.
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Light intensity. Sunlight can be more or less intense
depending on the season, for example, in winter the light
can be less bright due to more clouds or below the setting
sun.

The presence of thick fog requires adjustment of the
lighting intensity, which consists in the need to consider:

Scattering of light. Fog can scatter light, which leads
to a decrease in its intensity and a decrease in the level of
illumination in the environment.

Shading. Fog can also obscure lighting objects and re-
duce the amount of light that reaches the surface.

Lighting schedules are optimized to reduce energy
consumption during low-traffic periods. Dynamic changes
are displayed in graphs with the ability to adapt lighting
schedules in real time based on changes in weather condi-
tions, increase or decrease of activity in the lighting area,
etc. The basis of the developed information system is an
algorithm for monitoring and analyzing lighting data in
different parts of the city, which provides for the continu-
ous collection and processing of data for further im-
provement of schedules.

5 RESULTS

With the help of one of the methods of deep learning
of recurrent neural networks (RNN) [15], particularly the
Long Short-Term Memory (LSTM) layer for modeling
temporal dependencies in time series made it possible to
create a model for predicting street lighting needs. The
information system starts forecasting LSTM uses a forget-
ting mechanism to avoid overloading its memory with
unnecessary information.

1. Update login:

Forgetting: f; = o(Wys x X +Wps xh_q +Db5).
Input: iy = o(Wyj x % +Whi xh_q +1) .

Output: 0 = (Wyg x Xt +Who xh_q +bg) .

2. Status update:

State candidate: ¢; = tanh(W,. x X; +Wje xh_3 +b).

New state: ¢; = fy xC_q +1i; XC;.
3. Exit Update:
Hidden state: h; =o; xtanh(c;) ,

where tanh is hyperbolic tangent.

An example of lighting calculations in a smart city us-
ing LSTM:

Conditional data:

The city is divided into 100 squares.

For each square we have data on:

Time of a day: 0-23 hours;

Day of the week: 0-6 (Sunday-Saturday);

Weather: sunny, cloudy, rainy;

Number of people: 0-1000;

Lighting level: 0-100 (lux).
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Problem is to predict the required level of illumination
for each square for the next hour.

LSTM model:

Input data: time of a day, day of the week, weather,
number of people.

Output data: predicted lighting level.
Number of layers: 2.

Number of neurons in layers: 128, 64.
Activation function: sigmoid.

Studies:

The model is trained on 70% of the data.
30% of the data is used for testing.
Results:

The model can predict the level of illumination with
an accuracy of 90%.

The model can dynamically adjust the lighting de-
pending on the environmental conditions and the number
of people in each square.

A calculation example: Square: 50; Check-in time:
22:00; day of the week: 5 (Friday); Weather: cloudy;
Number of people: 200.

Projected lighting level is 45 lux.

The conducted experiments demonstrate the effective-
ness of the developed information system in planning and
managing street lighting for different geographical zones
of the city. Energy efficiency indicators and satisfaction
levels of the population were balanced to achieve an op-
timal level of illumination.

We received the lighting schedule.

intensity
intensity
intensity
intensity

intensity

Figure 7 — Generated lighting schedule

The experiment results confirm the ability of the in-
formation system to effectively manage lighting, leading
to a reduction in electricity consumption and promoting
sustainable urban development. The experiments validate
the improvement in residents’ quality of life by providing
optimal street lighting levels according to their needs and
the time of day. Additionally, a decrease in pedestrian-
involved accidents and crimes due to increased visibility
on the streets has been observed.

The experimental research also includes an analysis of
technical system indicators such as reliability, respon-
siveness to changing conditions, compatibility with exist-
ing city infrastructure, and more. Therefore, the experi-
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ment results confirm the effectiveness and benefits of
implementing the street lighting management information
system in a smart city in terms of energy efficiency,
safety, and economic viability.

6 DISCUSSION

The advantages of using LSTM for lighting calcula-
tions are the ability to predict the level of illumination
with high accuracy; dynamically adjust the lighting de-
pending on the conditions of the surrounding environment
and the number of people moving on the street; save en-
ergy by using lighting only when it is needed.

Monitoring and data collection takes place with the
help of sensors located in different parts of the city to
measure energy consumption and collect data on the state
of lighting and with the help of the Internet of Things and
fog technologies. The implementation of the information
system was carried out in the Python language using the
library for working with the MQTT protocol.

The written code uses a simple MQTT client to con-
nect to the central system via the MQTT protocol. The
client subscribes to the “ligh-ing/commands” topic to re-
ceive commands from the central system and publishes
lighting status reports to the “lighting/report” topic. The
reports contain information about the lighting area and the
current brightness level.
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CONCLUSIONS

The project on the creation of the information system
designed to provide an energy-efficient lighting system in
a smart city will contribute to increasing security, in
particular, ensuring the safety of the community through
integration with security systems, reducing energy
consumption, through minimizing the use of electricity in
periods when the need for lighting is not necessary.

It was determined that in order to implement an
information system for remote monitoring and control of
lighting in a smart city, it is advisable to consider the
possibility of using a complex lighting control system.
Calculations were made on the example of Lviv for the
city’s lighting needs. The use of motion detectors to
determine the need to turn on lighting is analyzed. A
conceptual model of the information system was
developed using the object-oriented methodology of the
UML notation. The main functionality of the information
system is defined.
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AHOTANIA

AKTyaJIbHICTB. Y KOHTEKCTI CTPIMKOTO PO3BUTKY TEXHOJIOTIH Ta BIIPOBAKCHHS KOHLEMIII CMapT-CiTi, pO3yMHE OCBITICHHS
CTa€ KITIOYOBHM €IEMEHTOM CTaJIOTO Ta e()eKTHBHOTO MICBKOTO CepeRoBHINA. JJOCTiIKEHHS OXOIIIIOE aHAai3 ACIIeKTiB BUKOPUCTAHHS
JlaBadiB, IHTEJIEKTyaIbHUX CUCTEM YNPABIiHHS OCBITJICHHS 3 JOIMOMOIOI0 CydacHHUX iH(OpPMaLiHUX TEXHOJIOTiH, 30KpeMa TaKHX SIK
IuTepHeT peyell. 3acTocyBaHHS TAKMX TEXHOJIOTIH 103BOJISIE aBTOMATU3YBAaTH PETYIIOBAaHHS IHTEHCUBHOCTI OCBITJICHHS B 3QJIS)KHOCTI
BiJl 30BHIIIHIX YMOB, pyXy Jrojel un dacy no6u. Lle crnpusiec epeKTHBHOMY BUKOPHUCTAHHIO €IEKTPOCHEPTil Ta 3HIKCHHIO BUKH/IIB B
aTMocdepy.

Merta po6oTH noJsrac B aHaji3i Mpoueayp CTBOPEHHS 1HYOPMALIHOT CUCTEMH, SIK IHCTPYMEHTY MOHITOPHHTY Ta OLiHIOBAaHHS
PiBHS OCBITIICHOCTI B pO3yMHOMY MICTi 3 METOIO TMIOKpPAIIEHHs eHeproeeKTUBHOCTI, Oe3MeKd, KoMPOpTy Ta e(heKTHBHOTO yIpaBIliH-
HS OCBITJICHHSM. Peaizamist cucTeMu po3yMHOTO OCBITJICHHS It MicTa JIbBOBa CIpHATHME HMOKpAICHHIO €HEProe()eKTUBHOCTI Ta
0e3neKn rpoMay.

Merton. I[IpoBeeHO KOHTEHT-aHaJi3 HAyKOBUX MyOJIiKalii, B IKMX NOJAHO Pe3yJbTaTH JOCIIUKEHHS LIOJ0 CTBOPEHHS CUCTEM
MOHITOPHHTY BYJIMYHOT'O OCBITJICHHS B PEJIbHUX MICBKHX cepenoBuiax. [IpoBeneHo 30ip Ta aHaji3 JaHUX PO BYJIMYHE OCBITJICHHS
B MICTi, TAKHX SIK CHEPTOCIIOKUBAHHS, PIBEHb OCBITJICHOCTI, rpadiku poOOTH CBITHIBHHUKIB Ta iHII. BUKOpHCTaHO METOIM MAIlUH-
HOTO HaBYaHHS JUIS aHaJTi3y JaHUX Ta MPOTHO3YBaHHs MOTped B OCBITICHHI. 3 BUKopucTaHHAM MeToaoiorii UML po3poGieHo koH-
LEeNTyalbHy MOJEINb iH(GOpMaiiHOT CHCTEMH MOHITOPHHTY BYJIHYHOTO OCBITJIICHHS HA OCHOBI BUSIBICHHX IOTPEO 1 BUMOT.

Pe3ysbTaTu. BUCBITIIOETECS POJIH TEXHOJOTIH ONpaNOBaHHS JaHUX Y CTBOPEHHI €)EKTUBHUX CTpATEriid ympaBiHHS OCBITJIEH-
HSIM JUTSL ONITUMAJIbHOTO BUKOPHUCTAHHS PECYPCiB Ta 3aJOBOJICHHS IIOTPEO MICTSH. Y JOCIHI/UKCHHI 3BePTAEThCs yBara Ha BUKJIMKH Ta
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MOXJIMBOCT] BIIPOBAIKEHHSI PO3YMHOT'0 OCBITICHHS y MiCTaX, MaKCHMi3alii MO3UTUBHOTO BILUIMBY PO3YMHOTO OCBITJICHHS HA Cydac-
Hi MicbKi cepenouina. [IpoananizoBaHO 0COOIMBOCTI PO3POOIEHHS Ta BUKOPUCTAaHHS 1H(OPMALiHHOT CHCTEMH ISl KOHTPOJIIO BY-
JIMYHOTO OCBITJICHHS B PO3yMHOMY MiCTi. BU3HaueHO MOTeHNiiHI epeBark Ta 0OMeKeHHsI BUKOPUCTaHHS PO3POOJICHOT CHCTEMH.

BucHnoBku. [TpoekT i3 cTBopeHHs iHpOpMaLiiiHOT CHCTEMH, 1110 NOKJINKaHA 3a0€3MEUYUTH eHEProe()eKTUBHY CHCTEMY OCBITICHHS
B PO3yMHOMY MICTi, COPUSTHME MiJABUILICHHIO 0e3MeKH, 30KpeMa, 3a0e3neueHHs Oe3Mekn TpoMaan Yepe3 iHTerpalio 3 CHCTeMaMH
Oe3reKky, 3MEHIIICHHSI €HEPrOCIIOKUBAHHS, Yepe3 MiHIMI3alil0 BUKOPUCTAHHS CIIEKTPOCHEPTii B MepioTy, KOJIH HOTpeda OCBITICHHS
HE € HEOOXiJHOIO.

Busnaueno, mo s peanizanii iHGopMamiiHol cHcTeMy JUCTAHIIHHOTO MOHITOPUHTY Ta YIPABIiHHS OCBITIEHHAM B PO3YMHOMY
MICTI, JOIUTEHO PO3MIISTHYTH MOXJIMBICTh BUKOPHCTAHHS KOMIDIEKCHOI CHCTEMH YIPaBIiHHS OCBITIEHHAM. [IpoBeneHo po3paxyHKH
Ha npukiani JIeBoBa noTpebu ocBiTieHHI MicTa. [IpoaHanizoBaHO BUKOPUCTaHHS JaBadiB pyXy Ul BU3HAYEHHS HEOOXiTHOCTI yBi-
MKHEHHsI OCBiTJICHHsS. Po3po0iieHa KOHIenTyallbHa MOIeNb iH(GOpMaLiiiHOT CHCTEMH 3 BUKOPHUCTAHHSAM 00’ €KTHO-OPIEHTOBAHOI Me-
tozgosorii HoTawii UML. Busnaueno ocHoBHUiA GyHKLiOHAT iHPOPMALIIITHOT CHCTEMH.

KJIIOYOBI CJIOBA: indopmaiiiiHa cicteMa, CHCTEMa OCBITIICHHS, pO3yMHE MICTO, AWCTAHLIiHUA MOHITOPHHT, HIPOTHO3Y-
BaHH.
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ABSTRACT

Context. Information systems for inventory management are used to forecast, manage, coordinate, and monitor the resources
needed to move goods smoothly, in a timely, cost-effective, and reliable manner. The more efficiently the system works, the better
results a company can achieve. A common problem with existing performance measurement methods is the difficulty of interpreting
the relationship between performance indicators and the factors that influence them.

Obijective. The purpose of the study is to describe a method for evaluating the effectiveness of information systems, which al-
lows to establish a link between performance indicators and factors that influenced these indicators.

Method. A set of indicators characterizing the effective operation of inventory management information systems is proposed.
The rules for quantifying the factors that influence the performance indicators are proposed. The factors arise during events that af-
fect the change in order, delivery, balance, target inventory level, parameters of the forecasting algorithm, etc. The proposed method
performs an iterative distribution of the quantitative value of factors among performance indicators and thus establishes the relation-
ship between performance indicators and factors.

Results. The implementation of the proposed method in the software was carried out and calculations were made on actual data.

Conclusions. The calculations carried out on the basis of the method have demonstrated the dependence of performance indica-
tors on factors. The use of the method allows identifying the reasons for the decrease in efficiency and making the company’s man-
agement more efficient. Prospect for further research may be to detail the factors, optimize software implementations, and use the

method in inventory management information systems in various areas of activity.
KEYWORDS: inventory management efficiency, information system, management system, evaluation methods, factors, Big

Data.

ABBREVIATIONS
COVID-19 is coronavirus disease 2019;
Al is artificial intelligence;
ISIM is information system for inventory manage-
ment.

NOMENCLATURE

T, is a target level of inventory;

fiis a forecast demand;

d; is a demand;

m, is a forecast error;

g is a quantity of goods for visual representation on
the shelf (or product display);

L; is lost sales;

O is an overstock;

I, is a balance in period t;

1; is a balance in period t, taking into account the in-
fluence of factors;

| is a order fulfillment time;

c is a cyclical replenishment of goods;

Q. is a quantity ordered at the beginning of period t-I
(which will arrive at the beginning of period t);

Q: is a quantity ordered that arrived at the beginning
of period t;

R is a set of factors in period t;

k is a number of factors that influenced the efficiency
of the inventory management information system in pe-
riod t;

n is a serial number of the factor occurrence;
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id; is a identifier of the factor characterizing the cause
of its occurrence;

ri is a quantitative value of the factor;

CR; is a set of factors that influenced the performance
indicator in period t;

cri is a quantitative value of the factor that influenced
the performance indicator;

idL; is a percentage of lost sales affected by the factor
idi;

idO; is a percentage of overstock influenced by the
factor id;;

p is a purchase price;

sis a sale price;

x* =max(0;x).

INTRODUCTION

In a dynamic market, under the influence of external
factors, or when scaling a business, effective inventory
management is one of the key success factors [1]. Con-
sumer demand can fluctuate at different stages of the sup-
ply chain for many reasons, such as inventory manage-
ment strategy, forecasting methods, order processing
time, and other factors. In addition, during the COVID-19
pandemic and the war, supply chains have faced a signifi-
cant increase in unreliable order fulfilment. This leads to
disruptions in the movement of information and material
flows, violating the main goal of the work — to meet the
needs of both their own and customers [5, 15].
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That’s why more and more companies are implement-
ing special information systems and specialized software
to help them optimize and control stocks of goods, raw
materials, supplies, and other resources.

Information systems and software for inventory man-
agement work with large amounts of data, collect data on
sales, inventory, deliveries, and other indicators, automate
forecasting and ordering processes, and offer data ana-
Iytics. Mathematical methods of extrapolation and regres-
sion, as well as machine learning, are used for forecasting
[10].

There are various methods for evaluating the effec-
tiveness of an ISIM, which can be divided into two
groups — quantitative and qualitative methods.

Quantitative methods:

— Inventory level analysis — whether the inventory
level is optimal to minimize storage costs and the risk of
spoilage, and to guarantee uninterrupted trading.

— Inventory turnover analysis — how many times in a
certain period the inventory is renewed. High turnover
indicates effective inventory management.

— Analysis of storage costs — what are the costs asso-
ciated with storing inventory, such as warehouse rent,
utilities, insurance, and others.

— Analysis of the level of lost sales — how many sales
were lost because the demand for the product exceeded its
availability. A low level of lost sales indicates effective
demand forecasting.

— Analysis of the overstock level — what is the level of
inventory that is not expected to be sold within a certain
period of time.

— Analysis of demand forecasting accuracy — assess-
ment of forecasting accuracy using various metrics such
as MAPE, MAE, ME, MSE, RMSE, and others.

Quialitative methods:

— Assessment of the level of customer service. This
method assesses how satisfied customers are with the
availability of goods.

— Assessment of warehouse logistics efficiency. This
method assesses how well warehouse processes, such as
receiving goods, storage, shipping, and inventory, are
organized.

— Data quality assessment. This method assesses how
accurately and completely the information system collects
data on sales, inventory, deliveries, and other indicators.

— Ease of use assessment. This method assesses how
easy it is to use the inventory management information
system.

To assess the effectiveness of an ISIM, a comprehen-
sive approach is used that takes into account both quanti-
tative and qualitative methods, for example:

— ABC-XYZ analysis is a classification of goods by
their importance and turnover to focus on the most impor-
tant items.

— Benchmarking — comparing the company’s perform-
ance with industry benchmarks.

— Audit — conducting inspections and inviting various
consultants to analyze the results of the inventory man-

agement system.
© Yanovsky D. V., Graf M. S., 2024
DOI 10.15588/1607-3274-2024-3-19

— Customer surveys — collecting and analyzing cus-
tomer feedback on the level of service.

The effectiveness of an ISIM is influenced by many
factors, including the reliability of suppliers, logistical
constraints and company policies, forecast accuracy, en-
ergy supply, data quality, and others..

The object of study is the process of evaluating the
effectiveness of the ISIM. Information systems and soft-
ware for inventory management work with large amounts
of data, which makes the process of performance evalua-
tion time-consuming. This is due to an extensive informa-
tion storage system, different assessment rules in different
departments, and employee interference with automated
processes. Therefore, to increase the speed of analysis,
unified rules for quantifying the factors that affect per-
formance indicators are needed.

The subject of study is the methods for assessing the
effectiveness of inventory management systems. A com-
mon problem of the known methods is the complex inter-
pretation of the reasons that influenced the performance
indicators.

The purpose of the work is to establish a link be-
tween the performance indicators of inventory manage-
ment information systems and the factors that influence
these indicators.

1 PROBLEM STATEMENT
Suppose that there is a set of factors R; that affect the
performance indicators of the ISIM in period t:

id; id, idy
Ri=m ny ... ngl (1)
n R Tk

For a performance indicator for a given set of factors
Ry, it is necessary to build a correspondence matrix CR,
which shows the relationship between the performance
indicator and the factors that influenced it:

id; id .. id
CR, { 1 idy k} 2
cr Crp .. CIy

2 REVIEW OF THE LITERATURE

In [1] is proved that the company’s performance de-
pends on the efficiency of inventory management. This
conclusion is robust to the use of different evaluation
methods. The level of inventories is a key factor in the
effectiveness of the ISIM and depends on the chosen
management methods, demand, and the impact of external
and internal factors of the company.

In [2, 3] studied the impact of management methods
on inventory levels. In particular, [2] investigates the im-
pact of the ABC analysis method, the level of inventory
controlled by the supplier and the periodic review ap-
proach on the level of inventory. In [3], a method of re-
ducing inventory levels through the use of ABC-XYZ
analysis is investigated, the process of assortment plan-
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ning, ordering and inventory management is analyzed.
The importance of monitoring inventory movement to
achieve optimal inventory levels, as well as the results
and recommendations for future operations are presented.

Various forecasting methods are used to ensure that
the level of stocks corresponds to consumer demand. In
[4], the role of demand forecasting in a business intelli-
gence system is considered. High forecast accuracy helps
to formulate a sustainable market strategy, increase inven-
tory turnover, reduce supply chain costs, and increase
customer satisfaction. Demand for a particular product or
service is usually associated with various uncertainty fac-
tors that can make it unstable and difficult to predict. Er-
rors in demand forecasting and their dependence on vari-
ous factors are discussed in [5]. Given the diversity of
demand forecasting methods, it is unlikely that any single
method of demand forecasting can provide the highest
forecasting accuracy for all products. Approaches for
automated model selection for retail demand forecasting
based on economic profitability, taking into account lost
sales and inventory costs, are presented in [6-8].

The use of artificial intelligence (Al) is gaining wide
application in forecasting. The authors of [9] consider the
role of Al in inventory management and identify chal-
lenges in implementing Al, such as data quality, interpret-
ability, and model transparency.

The main task of any forecasting algorithm is to ob-
tain results with a minimum forecast error. The use of
forecasting algorithms implies a linear development of
events: calculation of the forecast, creation of an order
based on the forecast, fulfilment of the order by the sup-
plier on time and in full, timely placement of goods on the
store shelf, no disruptions in the store itself, etc. However,
there is some uncertainty in the development of events
caused by the influence of external factors and internal
rules and policies of the company, so it is difficult to find
solutions to real-life problems in a precise form. This di-
rectly affects the result of calculating the forecast quality
indicators [10].

An analysis of external and internal factors affecting
the effectiveness of the ISIM is given in [11-14]. The
factors include the economic situation, reliability of sup-
pliers, delivery time, quality of internal production opera-
tions, level of process automation, logistics rules and
policies, etc. However, the articles do not provide rules
for calculating the quantitative impact of factors on the
effectiveness of the ISIM. Thus, the available methods
provide an indirect link between the result of the inven-
tory management system and the factors that influenced
it.

3 MATERIALS AND METHODS

In this article, the authors propose a method that will
allow establishing a link between the results of the as-
sessment of the effectiveness of the ISIM and the factors
that influenced these results.

The ISIM automates the forecasting and ordering
process, thus influencing the availability of goods. To
forecast demand, raw sales data is first collected from the
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market, and then the future demand for the product is
forecasted according to the data [4]. The efficient opera-
tion of the system is when there is neither too little nor too
much of the product. An indicator of effective operation is
the presence of a balance I, that does not exceed the target
inventory level Ty, i.e. the amount required for sales and
visual representation of the product. The target inventory
level T, is proposed to be calculated by the formula:

t+l+c

T= X fi+a ©)
=t

It is proposed to use lost sales L, and overstock O, as
guantitative indicators of performance evaluation.

Lost sales are sales that did not take place because the
product was unavailable, i.e., the stock I, for the product
is zero. Lost sales are equal to the demand d, in period t
minus the existing inventory level for the previous period
I and the order quantity Q; for the last period [16]:

Le = (di =1t - Q)™ 4)

Overstock is inventory that exceeds the target inven-
tory level Ty

O =(It-T)". (5)

Lost sales and overstock can be expressed in both ab-
solute and relative terms, i.e. as an amount or percentage
of total sales and inventory, respectively.

The values of lost sales and overstock depend on the
balance. Therefore, we will further consider what influ-
ences the inventory balance. The level of inventory in
period t upon receipt of an order is proposed to be deter-
mined as follows:

It:(ltfl"'Qtfl_dt)Jr:(Itfl"'Qtfl_Z:di)Jr (6)

i=t—|

Then, the order is determined by the formula:

t+c

Qui=(X fi+g-1y)". )

i=t—|

In this case, the forecast can be represented by the
demand and the forecast error [5] as:

fi=d;,+m, (8)

The ideal model of the ordering and replenishment
cycle can be described as follows: the ISIM makes a fore-
cast and calculates the quantity for the order of goods, the
order is fulfilled by the supplier on time and in full, it
appears in the store on time and sales data is received by
the information system on time and without distortion.
Therefore, in this case, the level of inventory in the period
between delivery and the next delivery is proposed to be

defined as:
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t+c t T otae
Zfi+2mi+q 'ifzfi+q2|t—|
|

=l i i=t ©)

(It—l - i(fl +mi)] ,else.

i=t—|

In an ideal order cycle model, the forecast f; is a con-
stant value, i.e., the variability of the stock I; depends only
on the forecast error m;. With an absolutely accurate fore-
cast, the stock balance will fluctuate between the quantity
of goods for visual display on the shelf g and the target
inventory level T, Lost sales L; will be caused by an in-
sufficient forecast, i.e., when m; is negative, and overstock
O will be caused by an over-forecast, i.e., when m; is
positive.

However, events during the ordering and replenish-
ment cycle do not unfold linearly: the supplier may not
have the goods or they may not be available in full quan-
tity, the delivery may be late, the goods may be damaged,
etc. In other words, the goods will not be available on the
store shelf in the required quantity and at the required
time not only because of the forecast error, but also due to
certain external and internal factors. These factors can be
grouped as follows:

— Logistics rules and policies of the company (order
multiplicity, minimum delivery batch, financial restric-
tions, etc.)

— Reliability of the supplier (the supplier may be late,
deliver the goods incompletely, not at all, or deliver more
than ordered)

— Data in the system (errors in document data can be
corrected “retroactively”, outdated data in the central da-
tabase, communication, etc.)

— Receiving, processing and sending an order to a
store may be delayed due to a shortage of warehouse
workers

— Decrease in the balance not related to sales (write-
offs, thefts, transfers to other divisions, inaccurate infor-
mation about the balance when ordering, etc.)

— Manual order adjustment.

Factors have a certain order of occurrence and affect
changes in the inventory balance, order, delivery, or target
inventory level. That is, each factor can be quantified. The
set of factors in period t can be represented as the matrix
R (1).

Taking into account the influence of the factors, the
inventory level in period t is proposed to be determined as
follows:

t+c t t Totae
Zfi+2mi+q+ Zri ’ifzfi+q2|t7|
Tt:

i=t i=t-1 i=t-1 i=t (10)

(IH - i(fi +m; +ri)J  else.

i=t—|

Thus, both an insufficient forecast and a negative
value of r; will lead to lost sales, and both an excessive
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forecast and a positive value of r; will lead to overstock.
The task of the method is to establish a link between the
values of lost sales L;, overstock O, and the quantitative
values of the factors r;.

The link between the factors R; and lost sales L; or
overstock Oy is represented in the form of the correspon-
dence matrix CR; (2).

To determine the factors that led to the appearance of
lost sales L, is need to:

1. Determine the nearest order that was to be delivered
before the date of the lost sale (Fig. 1)

2. Determine the events that led to a decrease in back-
log, delivery, or balance from the date of the order that
was to be delivered to the date of the lost sale.

3. For each of the events, determine the cause id;, cal-
culate the factors r; and the order of their occurrence n;.
Examples of calculating factors are given in the section
“Experiments”

4. Determine the factors that influenced L; using algo-
rithm 1. The influence of a factor on lost sales is limited
in quantity. That is, if the factor r; influenced the lost sales
of L; in the amount of cr;, then the lost sales of L., are
influenced in an amount not exceeding r; — cCr;

5. If the value of L, is greater than the total value of
the factors >'r;, then the reason for the difference

Ly — > r — forecast error.

Algorithm 1. Determine the factors that influenced the lost sales L,
Input: Lost sale L, factor matrix Ry[id,n,r]
Output: correspondence matrix CRy[id,cr]
1. L_value « L;
2. WHILE L_value>0 AND EXISTS r;>0,i=1,2,....k
3. #find index of first event with positive r;

min_i < GET_INDEX(for r;>0 MIN(n;))
4 r_value < MIN(rmin_i;L_value)
5 CR{[id,cr] « (idmin_i,r_value)
6. Rt[rmin_i] < Tmin_i — r_value
7. L_value « L_value —r_value
8
9
1

END WHILE
. IF L_value>0
0. #forecast error
CRy{fid,cr] (idforecastierron L_value)
11. ENDIF
12. RETURN CR;

In order to determine the factors that led to the over-
stock O, it is necessary:

1. Determine whether the events led to an increase in
the balance or a decrease in the target T; level. Identifica-
tion and calculation of events that led to an increase in the
balance or a decrease in the target level should be carried
out in descending order of dates from the overstock
(Fig. 2).

2. Determine the cause id; for each of the events, cal-
culate the factors r; and the order of their occurrence n;.
Examples of calculating factors are given in the section
“Experiments”

3. Determine the factors that influenced O, using algo-
rithm 2.
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Figure 1 — The closest order that should have been delivered to the date of the lost sale
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Figure 2 — Events that led to overstock

Algorithm 2. Determine the factors that influenced the overstock O,
Input: overstock Oy, factor matrix R [id,n,r]
Output: correspondence matrix CR{[id,cr]
1. O_value — O,
2. WHILE L_value>0 AND EXISTSr>0,i=1.2,... k
3. #find index of first event with positive r;
min_i < GET_INDEX(for r;>0 MIN(n;))
4 r_value < MIN(rmin_i;O_value)
5. CR{[id,cr] « (idmin_i,r_value)
6. O_value < O_value —r_value
7
8

END WHILE
RETURN CR;
4 EXPERIMENTS

Below are the factors that can cause lost sales or over-
stock and how they are calculated. The list of factors is
provided to understand the principle of their calculation, it
can be expanded or adjusted depending on the specifics of
the organization of business processes in a particular
company.
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To quantify the factors that affect lost sales L, must be
calculated:

1. Reducing the Q, order at the stage of order forma-
tion and fulfilment.

2. Reduction of the I, balance, which was not taken
into account when ordering due to damage to the goods,
theft, transfer to another unit or store.

3. Reduction of Q; order due to forecast error f;.

In order to quantify the factors on which the overstock
O, depends, it is necessary to identify:

1. What events led to the increase in the It balance. To
do this, it is necessary to determine the increase in orders
or deliveries relative to the initial order Q..

2. What events led to a decrease in the target level of
Tt.

Examples of quantitative calculation of factors are

given in Table 1.
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Table 1 — Examples of quantitative calculation of factors

Efficiency | Stage |ID Factor description Calculation example
indicator
Lost Sales |Order id; |reducing the order to ensure multiplicity the initial order was 120 units, while the order multiplicity is 100
formation units, so only 100 units were ordered, r;= 20 units
id, |reducing the order to secure the logistics batch  |the initial order was 50 units, the total weight of the order to the sup-
plier was 23 tons, while the logistics batch is 20 tons, so only 40 units
were ordered, in this case r,= 10 units
id; |order reduction due to financial constraints the initial order was 50 units, but due to lack of funds, the goods were
not ordered, then r3 = 50 units
id, |reduction or cancellation of the order manually|the initial order was 500 units, but the manager reduced the need and
by the manager an order of 100 units was sent to the supplier, then r, = 400 units
Order ids |the supplier fulfilled the order in a smaller quan-{100 units were ordered from the supplier, but only 70 units were
fulfilment tity than was ordered delivered, then rs = 30 units
ids |delivery took place later than scheduled. this case applies only to those days with lost sales that occurred
between the scheduled delivery date and the date of actual receipt of
the goods. In this case, rg is equal to the total amount of the delayed
order. For example, 100 units were ordered on Friday and were to be
delivered on Saturday. But the delivery took place only on Tuesday.
Sales were lost on Sunday and Monday. Then for the lost sales on
Sunday and Monday rs = 100 units
Reducing [id; |reducing the balance of goods as a result of mov-|the store has a bakery, for which flour is supplied separately. The
the ing to other units or stores, if the possibility of|finished products were quickly sold out and the bakery did not have
balance such movements is not taken into account in the|enough flour available, so they took 100 kg of flour from the store
forecasting algorithm shelf, then r; = 100 kg
ids |reduction of the balance of goods due to spoilage |5 units were written off due to the expiration date, then rg = 5 units
idy |reducing the balance of goods as a result of the|during the inventory, it was found that the actual balance of the goods
inventory is 0 pcs. and there are 15 units in the system, then ry = 15 units
idjo|reducing the balance of goods due to inaccurate|the balance of the goods was 100 units, of which 20 units were sold,
information in the information system but due to the lack of communication, this information was not re-
ceived by the information system, i.e. the order was made based on
the amount of the balance of 100 units, although the actual balance
was 80 units, then rio = 20 units
Forecast |idy;|between the date of the order and the date of the|at the time of the order, the sales forecast was 100 units, but after the
error lost sale, the parameters were changed, which|order, the price of the goods was reduced due to the start of pro-
resulted in a lower forecast at the time of the|activity, and the updated sales forecast, taking into account the price
order reduction, was 300 units, then ry; = 200 units
id;,|forecast inaccuracy, which is not related to the|the outbreak of the COVID-19 pandemic led to a sharp panic increase
parameters of the forecast algorithm, i.e. an in-|in demand, which resulted in empty store shelves. The number for
crease in demand that the algorithm cannot pre-|this reason is equal to the difference between the lost sales and the
dict sum of all other reasons related to a particular order. That is, the
amount of lost sales that is not covered by other reasons should be
attributed to ry,
Overstock |Order idys|increasing the order to ensure multiplicity the initial order was 70 units, while the order multiplicity is 100 units,
formation 50 100 units were ordered, in this case ri3 = 30 units
idy4|increasing the order through a logistics batch the initial order was 50 pieces, the total weight of the order to the
supplier was 17 tons, while the logistics batch is 20 tons, so only 90
pieces were ordered, in this case ri4 = 40 units
id;s|increase the order manually by the manager the inventory balance was sufficient, so the initial order was 0 units,
but the manager decided to order the goods and the supplier was sent
an order in the amount of 500 units, then rys = 500 units
Order id;s|the supplier fulfilled the order in a larger volume|100 units were ordered and 150 units were delivered, then ri = 50
fulfilment than was ordered units
Balance |idy;|increase the balance of goods as a result of mov-|the balance of a neighboring store were moved to the store as a result
increase ing from another store or unit, if the possibility of|of its closure
such movements is not taken into account in the
forecasting algorithm
idis|Increase in the balance of goods as a result of the|during the inventory, it was found that the actual balance of the goods
inventory, for example, when a re-sort is detected |is 50 pieces, and there are 10 pieces in the system, then rg = 40 units
idjo|data errors, increase in overstock due to inaccu-|the delivery of goods in the amount of 200 units was not entered into
rate information in the information system the system in time, which resulted in the re-formulation of an order
for 200 units, which was fulfilled, then rig = 200 units
Target Id, |reducing the quantity for visual representation of|at the end of the season, the number of items on the shelf decreases
level o [the product from 50 to 10, resulting in a target level of 40 units, then ry, = 40
reduction units
id,; |reduction of order multiplicity the product was delivered to the store only in multiples of boxes of
40, but a decision was made to order by the piece, as a result of which
the target level decreased from 40 to 25, then ry = 15 units
id,,|forecast error, reduction of the target level due to|after the order was placed, the price of the product was increased,
changes in the parameters of the forecasting|resulting in a decrease in demand for the product, which led to a
algorithm decrease in the target level from 80 units to 30 units. In this case ry, =
50 units
id,s|reduction of the target level due to a decrease in|an unpredictable decline in demand for the product resulted in the

demand, which is not related to the parameters of
the forecast algorithm

target level being reduced from 150 units to 70 units, then ry; = 80
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The following functionality has been implemented in
the inventory management information system to collect
data on the factors of influence:

— order and delivery schedules;

— link between the order and the delivery, i.e., which
order was delivered, and whether the delivery was late;

— order parameters — initial order, fixing order changes
when applying multiplicity, logistics batch, financial con-
straints, order adjustment by the manager;

— storing the history of changes in the parameters of
the forecasting algorithm, the quantity for visual represen-
tation, and the order multiplicity;

— ability to recalculate the order and target inventory
level with changed parameters.

5 RESULTS

The method was tested on actual data. The data for
2023 of one of the Ukrainian retail chain selling cosmet-
ics, perfumes, care and health products were analyzed.
The chain consists of 1072 stores and has an average of 8
thousand products in its assortment. The data is presented
on the condition of company anonymity.

For each product at each storage point, the values of
performance indicators were calculated: lost sales L; and
overstock O. The lost sales were calculated for each day,
and overstock for the end of each week of the analysis
period.

Software was developed to collect data on the id; in-
fluence factors. Using the rules described in the “Experi-
ments” section, the quantitative values of the r; factors
were calculated. According to the method described
above, the relationship between the id; factors in the
amount of cr;, lost sales L; and overstocks O; was estab-
lished. The results obtained on the influence of factors on
performance indicators were converted into percentages.

The percentage of lost sales influenced by the id; fac-
tor is calculated by the formula:

idL = 2" 'S/ZLt +100%.

The percentage of overstock influenced by the id; fac-
tor is calculated by the formula

ido; = 2" VZ o, . p100%.

(11)

(12)

The values of lost sales Ly, overstock Oy, and the quan-
titative values of factors r; and cr; in monetary and quanti-
tative terms are not given due to commercial secrecy.
Table 2 shows the results of the calculation of the per-
centage of lost sales and overstock affected by each fac-
tor.
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Table 2 — Influence of factors on the performance indicators of
the inventory management information system

Influence of
Indicator Factors the factor,
%
Lost sales [The supplier fulfilled the order in a smaller 29.3%
olume
Reducing or cancelling an order manually 29 1%
by a manager
Forecast error 15.5%
IAdding a new product to the assortment 10.8%
Sharp increase in demand (aftermath of 8.5%
shelling)
Reducing the order to ensure multiplicity 5.8%
IThe delivery took place later than sched- 56%
uled
Promotional activity 3.5%
Order reduction for a logistics batch 2.4%
Decrease in the balance due to inaccurate
. - - - 1.2%
information in the information system
Other reasons 2.2%
Overstock  [Manual order increase by the manager 31.6%
Increasing the order for a logistics batch 20.8%
Promotional activity 17.0%
Data errors 11.5%
Removing a product from the assortment 7.0%
Reducing the quantity for visual represen- 5.4%
tation of the producty )
Forecast error 2.9%
Increase the order to ensure multiplicity 2.1%
IThe supplier fulfilled the order in a larger
1.1%
Ivolume than was ordered
Other reasons 0.7%

6 DISCUSSION

According to the results obtained, only 15.5% of lost
sales and 2.9% of overstocks depend on the accuracy of
the forecast. That is, improving the forecasting algorithm
will have a limited impact on the efficiency of the inven-
tory management information system. A small percentage
of the forecast’s impact on the efficiency of inventory
management is explained by external factors and internal
company rules. Thus, to increase efficiency, it is neces-
sary to control and measure all processes that affect the
availability of goods in the right quantity and in the right
place.

Due to the fact that all calculations in the method were
made in the context of specific products and stores, fur-
ther analysis can be carried out in different sections, for
example, by suppliers, regions, supply routes, individual
stores, product groups, product category managers, etc.
For each breakdown, it is possible to identify the biggest
causes and specific items that lead to losses and compare
the losses with the cost of solving the problem.

It should also be noted that the automation of data col-
lection on impact factors and computations make it possi-
ble to conduct analysis on a regular basis and take into
account the dynamics of changes in the impact of factors.
This allows for a quick assessment of the impact of deci-
sions made on the effectiveness of the ISIM.

CONCLUSIONS
The study proposes a new method for evaluating the
effectiveness of information systems, which allows estab-
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lishing a link between performance indicators and the
factors that influenced these indicators.

Based on actual data, the study calculates the impact
of factors on lost sales and surplus of one of the Ukrainian
retail chains. The result of the company’s work depends
on the efficiency of the inventory management informa-
tion system. Various factors affect the effectiveness of the
system: company policies and rules, logistical and finan-
cial constraints, supplier reliability, and forecast accuracy.
It is shown that improving the forecast algorithm has a
limited impact on the efficiency of the inventory man-
agement information system.

The scientific novelty of obtained results is that for
the first time a method for analyzing the effectiveness of
inventory management information systems has been pro-
posed, which allows establishing a link between lost sales,
excess inventory and the factors that influenced these
results. This makes it possible to automate the analysis
and perform it for different data sections and reduce the
time for making management decisions

The practical significance of obtained results lies in
the fact that the rules for calculating the factors and the
necessary functionality of the inventory management in-
formation system have been formed, software that imple-
ments the proposed method has been developed, and the
method has been applied to real data. The results of the
experiments allow us to recommend the use of the method
for systematic identification of the causes of efficiency
reduction in practice.

Prospects for further research is to study the results
of the method for a wider range of practical tasks.
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AHOTAIIA

AxTtyansHicTb. [HOpMaliliHi cucTeMM ynpaBiliHHS 3aracaMi BUKOPUCTOBYIOTBCS JUISl IIPOTHO3YBaHHS, KepYBaHHs, KOOPANHA-
il Ta MOHITOPHHTY PecypciB, HEOOXiJHUX VIS [UIABHOTO, CBOEYACHOTO, EKOHOMIYHO €(peKTHBHOIO Ta HaAIHHOrO MEepeMillleHHs TO-
BapiB. UnM e(eKTHBHIIIE MPAIIOE CUCTEMa, THM Kpalli pe3yJbTaTH MOXe 3100yTH KOMIIaHisl. 3araisHOI0 Mpo0IeMor0 HasBHUX Me-
TOJIB OWIHKK €()EeKTHUBHOCTI € CKJIaJHa iHTepIIpeTamis 3B’ 3Ky IMOKa3HUKIB e)eKTUBHOCTI 3 (pakTopamu, sIKi Ha Ii MOKa3HUKH BILIH-
HYJIH.

MeTta. MeToro po0OOTH € OIHC METOJLY JUIS OIIIHKU e(heKTUBHOCTI IHPOPMAIIHHIX CHCTEM, IO JJO3BOJISIE BCTAHOBUTH 3B’ SI30K MiX
MOKa3HHKaMHU e(peKTHBHOCTI Ta (JaKTOpaMH, 10 BIUTMHYJIH Ha LIi TOKa3HHKH.

Mertona. 3anporoHoBaHO HAOIp MOKAa3HHKIB, IO XapaKTepU3yIOTh epeKTHBHY poOOTY iH(GOPMALIITHUX CHCTEM YIIpaBIIiHHS 3ara-
camu. 3amlpoOIOHOBAaHO IMpaBHa Ul KiIbKiCHOro oOuucieHHs: (GakTopiB, 10 BIUIMBAIOTh HA MOKa3HUKH edexTuBHOCTI. DakTopu
BHHHKAIOTH ITiJl 4ac MOJiM, 110 BIUIMBAIOTh HAa 3MiHy 3aMOBJICHHS, IOCTaYaHHS, 3JIMLIKY, 1iIbOBOTO PiBHSA TOBApPHOTO 3amacy, napa-
METpIB AJITOPUTMY NPOTHO3YBaHHSA, TOIIO. 3allPONIOHOBAaHUI METOJ BUKOHYE iTepaliifHuil pO3MOALT KUTbKICHOTO 3HAYCHHS (aKTOpiB
cepes1 MOKa3HUKIB €()eKTUBHOCTI i BCTAHOBIIIOE TAKUM YHHOM 3B’ 30K MiX [TOKa3HUKaMH €()EeKTHBHOCTI Ta ()aKTOpaMH.

Pe3yabraTi. BukoHaHO peanizalito 3apornoHOBaHOTO METO/Iy y POrpaMHOMY 3a0e3IeueHHI Ta IPOBEICHO PO3paxyHKH Ha da-
KTHYHHX JaHUX.

BucnoBku. [IpoBeneHi Ha OCHOBI METOy pPO3paxyHKH IPOJIEMOHCTPYBAJIH 3AJISKHICTh TOKA3HHUKIB €pEKTHBHOCTI Bij (haKTopiB.
BHUKOpHCTaHHS METO/Y JI03BOJISIE BUSIBIISATH IPUYHHH 3HIDKCHHS €(DEKTHBHOCTI Ta pOOHTH YIIPABIIiHHSA KOMIIaHI€r0 OLIbII OIepaTHB-
HUM. [IepcreKkTHBOO MOJaIbLIMX JOCIIKEHh MOXe OyTH JeTami3awis GpakTopiB, ONTUMI3ALlsl IPOrpaMHUX peaji3aliil Ta BUKOpHC-
TaHHS METOXY B iHOPMALIIHUX cCUCTEeMaX YHPaBJIiHHI 3allacaMy Pi3HUX HAMPSIMKIB IisUTBHOCTI.

KJUIFOYOBI CJIOBA: edexTrBHICTh yrpaBniHHs 3anacami, inpopmariiiHa cucTemMa, cucTeMa yIpaBJliHHs, METOAN OLIHKH, (a-
kropw, Benuki fnani (Big Data).
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ABSTRACT

Context. Creating guaranteed competitive motion control systems for complex multidimensional moving objects, including un-
stable ones, that operate under random controlled and uncontrolled disturbing factors, with minimal design costs, is one of the main
requirements for achieving success in this class devices market. Additionally, to meet modern demands for the accuracy of motion
control processes along a specified or programmed trajectory, it is essential to synthesize an optimal control system based on experi-
mental data obtained under conditions closely approximating the real operating mode of the test object.

Obijective. The research presented in this article aims to synthesize an optimal tracking control system for the Stewart platform’s
working surface motion, taking into account its multidimensional dynamic model.

Method. The article employs a method of a multidimensional tracking control system structural transformation into an equivalent
stabilization system for the motion of a multidimensional control object. It also utilizes an algorithm for synthesizing optimal
stabilization systems for dynamic objects, whether stable or not, under stationary random external disturbances. The justified
algorithm for synthesizing optimal stochastic stabilization systems is constructed using operations such as addition and multiplication
of polynomial and fractional-rational matrices, Wiener factorization, Wiener separation of fractional-rational matrices, and the
calculation of dispersion integrals.

Results. As a result of the conducted research, the problem of defining the concept of analytical design for a Stewart platform’s
optimal motion control system has been formalized. The results include the derived transformation equations from the tracking
control system to the equivalent stabilization system of the Stewart platform’s working surface motion. Furthermore, the structure
and parameters of the main controller transfer function matrix for of this control system have been determined.

Conclusions. The justified use of the analytical design concept for the Stewart platform’s working surface optimal motion
control system formalizes and significantly simplifies the solution to the problem of synthesizing complex dynamic systems,
applying the developed technology presented in [1]. The obtained structure and parameters of the Stewart platform’s working surface
motion control system main controller, which is divided into three components Wy, W,, and W3, improve the tracking quality of the
program signal vector, account for the cross-connections within the Stewart platform, and increase the accuracy of executing the
specified trajectory by increasing the degrees of freedom in choosing the controller structure.

KEYWORDS: synthesis, transfer function matrix, tracking control system, quality functional, Stewart platform.

ABBREVIATIONS O IS a zero matrix of size mxn;
MFD is a method of matrix fraction description; P1, Py is an (extended) polynomial
WS is a working surface. dimensions 2nx2n and nxn, respectively,
characterizes the dynamics of the control object;

matrix of
that

NOMENCLATURE

C is a non-negative definite polynomial weight matrix
of size mxm, which bounds the variance of the control
signal u;

E,, is the 2nxn unit matrix;

Go+G. is a stable fractional-rational matrix, which is
the stable part of the result of the separation of the matrix
G;

G, is a gain coefficient of the disturbance spectral d-

ensity matrix in the controlled object S\/u Ve’

ob' ob

Ky is a gain coefficient of the feedback matrix

characterizing the dynamics of the object Po‘l ;

M;, M, is an (extended) polynomial matrix of
dimensions 2nxm and nxm, respectively, that determines
the sensitivity of the object to changes in control signals;

m is the number of signals at the output of the control
system;

n is the local system inputs number;

© Zozulia V. A., Osadchyi S. 1., 2024
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R is a positively definite polynomial weight matrix of
size nxn, which determines the influence of the
stabilization error variance on the criterion ¢;

ro is a vector of program signals;

/ . . .
Srolro is a transposed spectral density matrix of the

vector ro;
Séu is a transposed spectral density matrix of control
signal deviations;

S)/( . Is a transposed spectral density matrix of the
€1 7€]

vector X, at the output of the extended control object;

s/ is a transposedmatrix of spectral densities of
YobWob

the disturbing influence;

Séogo is a transposed spectral density matrix of the

extended disturbance vector &;
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S(/p i is a transposed mutual spectral density matrix

between vectors ¢ and v;

To+T, is a stable fractional-rational matrix, which is
the stable part of the result of the separation of the matrix
T,

u is an m-dimensional vector of control signals;

Wo, Wy, W,, W5 are transfer function matrices of the
main controller and its components;

X1 is a vector of signals at the output of the control
system;

X, IS extended vector of reactions;

1, - 235 are auxiliary transfer functions;

2.9, 21 are fractional rational matrices;

@ is a block matrix of transfer functions of size
nx(n+m);

o iS a measurement’s noise variance coefficient,
values: 0.=0.0018 rad?;

&, IS a tracking error;

01, Or are vectors of measurement noise;

Yo IS @ vector of centred stationary random distur-
bances in the control object.

INTRODUCTION

Research results on the methods of designing control
systems for mechanisms with a parallel structure based on
the Stewart platform [2], taking into account the princi-
ples of automatic control theory, have determined that
regardless of the application area, all the Stewart platform
working surface (WS) motion control systems are multi-
dimensional closed-loop control systems operating under
the influence of random disturbances.

In the article [3], the Stewart platform dynamics mod-
el is identified and its transfer function, as well as the
transfer function of the shaping filter, is determined. It has
been determined that the considered mechanism is a mul-
tidimensional stable mechanical filter for both control
signals and disturbances in the working area of the mech-
anism. Analysis of the Stewart platform dynamics’ model
identification results shows that the primary influence on
the motion of the moving platform center of mass is the
change in control inputs. However, neglecting the impact
of disturbances reduces the positioning accuracy of the
platform. Therefore, for the synthesis of the control sys-
tem, methods should be applied that allow for determin-

o & a & |
:)@:,‘ Kz 0

= |

\

\

\

\

\

ing the structure and parameters of the multidimensional
controller, taking such influences into account.

Given the modern requirements for the accuracy of
motion control processes of a moving object along a spec-
ified or programmed trajectory, it is necessary to synthe-
size the optimal structure and parameters of the object’s
control system, taking into account both real controllable
and uncontrollable stochastic disturbing factors [4]. Also,
in the process of synthesizing the optimal controller struc-
ture, it is necessary to evaluate and consider multidimen-
sional dynamic models of the object itself, its basic parts,
as well as the controllable and uncontrollable disturbing
factors that affect the object in its real motion.

This work object of study is a Stewart platform’s
working surface motion multidimensional tracking con-
trol system. The Stewart platform is a spatial mechanism
with a parallel kinematic structure, consisting of six iden-
tical kinematic chains (actuators) [5]. Such mechanisms
include processing centers (machines), coordinate meas-
uring centers, vibration platforms (testing rigs), motion
simulators, and stabilization platforms. The Stewart plat-
form has six degrees of freedom for the motion of its
moving platform. By programmatically adjusting the
lengths of the Stewart platform actuators, it is possible to
control the position of the moving base, move it in verti-
cal and horizontal directions, and rotate it in three planes.

The subject of study is the algorithm for converting
the tracking system into an equivalent stabilization sys-
tem, as well as the algorithm for synthesizing the Stewart
platform’s working surface motion control system.

The purpose of the work is to obtain the structure
and parameters of an optimal controller for the Stewart
platform’s working surface motion control system, using
a justified multidimensional objects optimal stochastic
sta-bilization systems synthesizing algorithm.

1 PROBLEM STATEMENT

As a result of the conducted research and the structural
schemes analysis of Stewart platform WS motion control
system when used for various types of technological tasks
such as positioning, stabilization, motion simulators of
moving objects, etc. [5], and taking into account the prin-
ciples of automatic control theory, it has been established
that regardless of the application area, all motion control
systems of the Stewart platform WS can be classified as
multidimensional dual-loop tracking systems (Fig. 1) [2].

_____ | Wob

\ X
\ -1 1

Ws Mo X ) Po" ——)

\

\

‘ P1

M ‘Xg X2

W, (T X K1

\

Figure 1 — Structural diagram of a multidimensional dual-loop tracking control system
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We will also consider that the vector of output coordi-
nates x; is fully measured using a system of imperfect
sensors, whose dynamics are determined by the transfer
matrix K;. At the output of the sensors, there is an n-
dimensional vector of centered stationary random noises
¢@;, with a fractional-rational matrix spectral density

S(Pl(Pl . The system input is an n-dimensional vector of the

motion program signal ro. The program signal setter is
described by the transfer function matrix K, of size nxn.
The stationary random noise of the program signal setter
is characterized by the n-dimensional vector .

The study of research results, which are given in the
sources [1, 6-8], made it possible to set the task of defin-
ing the Stewart platform WS optimal motion control sys-
tem analytical design concept.The mentioned concept
involves transforming the structural diagram in Fig. 1 into
an equivalent structural diagram of a multidimensional
stabilization system [6], taking into account the rules of
structural diagrams and linear systems transformation [7].
This consolidation formalizes and significantly simplifies
the solution of synthesizing complex dynamic systems,
such as the Stewart platform’s WS motion control system,
using the developed technology presented in [1]. This
technology utilizes an algorithm for synthesizing optimal
systems for stochastic stabilization of motion in multidi-
mensional controlled objects, which is robust even in the
presence of stationary random external disturbances. It
ensures enhanced reliability in computation results, com-
bining the simplicity of computational algorithms with the
capabilities and physical transparency of algorithms de-
scribed in the monograph [6].

2 REVIEW OF THE LITERATURE

The technologies for synthesizing optimal linear time-
invariant multidimensional control systems in the fre-
quency domain [6-10] review has shown that the funda-
mental creating such systems method can be considered
as the synthesizing optimal multidimensional stabilization
systems presented in [8] method. It is based on the the
Frobenius formula for polynomial matrix inversion use
and involves complex computations in forming special-
purpose polynomial matrices. All of this limits the effec-
tiveness of applying the algorithms from [8] to solve the
synthesis task, especially as the order and dimensions of
the controlled object increase. At the same time, this
monograph has proven that the structure and parameters
of these service matrices do not affect the choice of the
optimal regulator and the effectiveness of its use in the
system; they only determine the course and complexity of
the computational synthesis processes.

In the monograph [9], a new procedure for determin-
ing the aforementioned service matrices is justified based
on the factorization of a properly constructed block poly-
nomial matrix. It has allowed the author to significantly
simplify the basic synthesis algorithm. At the same time,
the relationships obtained in [9] allow for the synthesis of
an optimal multidimensional stabilization system de-
signed to operate under random disturbances in the form

© Zozulia V. A., Osadchyi S. 1., 2024
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of a white noise vector and with ideal measurement of the
output coordinates of the object, such as the Stewart plat-
form.

In the monograph [6], a new method for synthesizing
optimal multidimensional stabilization systems for dy-
namic objects, including unstable ones, is justified. This
method is designed to operate under stationary random
external disturbances with “non-ideal” measurements of
the object’s output coordinates. The algorithms based on
this method involve selecting special-purpose polynomial
matrices from physical considerations, which significantly
simplifies their formation process. At the same time, re-
peated application of this method for creating stabilization
systems has shown that as the dimensionality of the con-
trolled object increases, problems of catastrophic loss of
computational accuracy arise when performing computer
calculations with limited bit-length precision.

3 MATERIALS AND METHODS
The synthesizing an optimal tracking control system
for the Stewart platform’s WS motion, as a multidimen-
sional controlled object, task is formulated as follows.
Suppose we have an n-dimensional linear controlled ob-
ject (Fig. 1), whose motion is described by a system of

ordinary differential equations, represented under zero
initial conditions in the Laplace-transformed form:

PoX =Mgou +ygp . 1)

Supplement the object equation (1) with the error
equation:

€x =Ip — X,
so we can write the following system of equations:

PoX =Mou + gy
8X=r0—X1 ,

or for better understanding, let’s rewrite this system of
equations as follows:

{P0X1+Ongx :M0U+(//Ob (2)

EnXi+Enex =0n+ 19

Write the system of equations (2) in vector-matrix

form:
P, O, | x M
En En | &x Onxm fo

introduce new notations:

P O Mg Wob
Pl:{E En]'\h:{o ]\Vr={ .t (3)
n n nxm )
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X

€x
Given the notation (3), equation (1) can be written as

follows:

PiXe =Mqu+ vy, 4
As seen in Fig. 1, the input to the sensors K; and K,
are the output coordinate vector of the controlled object x;
and the tracking system error ¢, respectively, while the

output of the sensors K; and K yield the vectors x, and &;.
Then, the following equation can be written:

S el

introduce the notation:

|Kg 0 %
A ! ®

The sensors K; and K, have noises ¢; and ¢, which
are multidimensional stationary-centered random proc-
esses with known spectral density matrices and cross-
spectral densities. As seen in Fig. 1, the vectors x; and ¢,
act at the input of the regulator W, of the tracking system,
so the following equation can be written:

m :Kj{ﬂ | %

introduce the notation:

Xe, :{Xﬂ, %0 :[“"1} - ®)
€2 Qr

Taking into account equation (5) and notation (6-8),
we obtain:

Xe, = KoXg + ¢p -

According to the block diagram in Fig. 1, the equation
of the control signal u can be defined as follows:

u =W3(—W1X3 +W282),

and in matrix form

X3
u=Ws[-W; W, :
€2
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where W is the transfer function of the controller of the
double-loop tracking system:

Wo =Ws[-W; Wp]. )

Then
u=Wo(KoXg +0)- (10)
Therefore, the two-loop tracking system (Fig. 1) is
structurally equivalent to the stabilization system depicted

in Fig. 2, described by the equations of the object (4) and
the controller (10).

| Object |

—_

Figure 2 — Structural diagram of a multi-dimensional stabiliza-
tion system

At the first stage of transformations, the structural di-
agram (Fig. 2) is reduced to the output X, of the sensors

Ko (Fig. 3), and the resulting system of differential equa-
tions is equivalent to the relationships (1):

ngl =Mu + vy, (12)
in which the following notations are adopted
P=KoPKot, M =KigM;, x, = KgX, »
1010 10M1y X 0Xe (12)

v =Koy -

P-l

%V/
LX ! A
Po
Xz
Wo (—— X

Figure 3 — Result of the structural transformations first stage

To determine the polynomial matrix K, with the min-
imum possible order of elements, it is proposed to use a
combination of algorithms for left-sided pole removal
[12] and MFD decomposition [10] of the fractional-

rational matrix Kal and the product of matrices P Kg L
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In this process, the matrix Ky, should be found as a result
of the MFD decomposition [10] of the following product:

KioP =P Ko,

where Ky is the result of the left-side removal of the
poles of the sensor transfer function matrix [12]

1
K20K2 =Ko,

and between the determinants of polynomial matrices Ky,
and Ky there is an identity

|K1o|=[K2o]

which is a consequence of the MFD decomposition of
fractional-rational matrices.

In the second stage, the structural diagram (Fig. 3) is
transformed into a standard form (Fig. 4), where the input
of the stabilization system is affected by an extended dis-
turbance vector &

£=(En.Po. (13)
where the vector & is the result of the vertical concatena-
tion of the vectors y and ¢

|

avector X, actsas the output of the system.

(14)

W, k——

Figure 4 — Structural diagram of a typical stabilization system

By analogy with [6], the relationship between the vec-
tors & and x, is defined as follows:

Xs, = Kc?l{inz (E2n.P)=(Ozn, EZn)}iO - (19

where Ff is the matrix transfer function of the closed

€2
“object + regulator” system from the extended distur-
bance vector & to the output signal vector Xg, - The con-

trol signal vector u in the closed system also depends on
the extended disturbance vector &

© Zozulia V. A., Osadchyi S. 1., 2024
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u= Fug(EZn’ P){SO' (16)

where FS is the matrix transfer function of the closed

“object + regulator” system from the extended distur-
bance vector & to the control vector u.
In works [6, 8], based on equation (11), it has been

proven that there is a relationship between matrices FLF

and Ff , which is characterized by the following rela-

2
tion:

PFXi ~MF¢$ = Eyy,. (17)

Additionally, it has been demonstrated that the struc-
ture and parameters of these matrices depend on the ma-
trix of transfer functions of the regulator Wy:

Ry =Wo (P - MW )™,
FS =(P—Mwy) ™.
*eo

(18)
(19)

Thus, the structural transformations (Fig. 2-4) and
equations (15), and (16) reduce the task of synthesizing an
optimal stabilization system to the following: it is neces-
sary to determine the structure and parameters of the
regulator Wy transfer function matrix by known polyno-

mial and fractional-rational matrices M; Pi, Ko, S‘Voh\Voh ,

and Swpl' The inclusion of the regulator W, transfer
function in the feedback circle to the control object en-

sures the stability of the stabilization system (Fig. 2) and
delivers a minimum to the following quality criterion:

e=<xéle81>+<u/Cu>,

By substituting definitions (5) and (6) into the quality
criterion of the stabilization system (20), we determine
the functional of the quality criterion for the two-loop
tracking system as follows:

e <x§(K01Y{CE)”}R[on, En]K01x8>+<u/Cu> L@

n

(20)

introduce the notation

R = (KalyrE)”}R[on, En](Kal).

n

Unlike in the stabilization system where R is a coeffi-
cient, in the tracking system, R; equals a matrix 2x2:

OPEN a ACCESS




p-ISSN 1607-3274 Panioenextpownika, indpopmatrka, ynpasninns. 2024. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 3

Re=| " S (22)
0O, K»RK,

The task of synthesizing the regulator in the tracking
system is to ensure, the first, the stability of the closed-
loop tracking system and, the second, minimum of the
system functional (21) by selecting the optimal structure
of the regulator W,,.

To solve this problem, rewrite the functional (20) in
the frequency domain:

11
e = [ tr(s)/(g LY SL/,quds _ 23)
s

Define the matrix of varied transfer functions @ as
follows
Fir = 2pp®+ 21, (24)

where

1
Zyp = (B + AP_]'M T y Lp1=—1pp AP_l , (25)

A and B are polynomial matrices found as a result of rep-
resenting the auxiliary block matrix H:

O,y P -M
H=| P —R Oy | (26)
~Ms Opon -C

in the form of the product of two factors (block polyno-
mial matrices) V and 2}

H=V.zV , 27
where
E,y -S N
V= 0, P -M|,
Omon A B
mx2n (28)
OZn E2n Oanm
L= En OZn Oanm )
Om><2n Om><2n - Em

provided that the determinant |V| is a Hurwitz polynomial.

The algorithm for factorizing matrix (27) was firstly
proposed and detailed in [9]. Substituting expressions
(26) and (28) into equation (27) establishes the existence
of the following relationships:
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P:S + S«P + A« A=R,
M+S + N+P — B«A = Opon,
PN +S«M — A:B = Oy |

M«N + N«M +B.B =C.

(29)

In this case, the performance criterion (23) with equa-
tions (13-17) and (24) transforms into the functional:

2 (e E
e= l J tr n 221*M *P*_lRG + n P*_l X
1 Ps Px

xRGJSL » +@PuzypM+PIRGS} En_
€o&o 22V S| p,
o (30)
n ’
_ [ En JRGS%&O + [221*C221 + 221*C222@ + D x

E
X ZZZ*C 71 +CD*222*C222(DKEH , P)Séoéo( P:l J}ds ,

where “*” is the sign of the Hermitian matrix conjugation
[13], G is a fractional-rational matrix equal to

G =P Mz, (E,, P)+ P~ Mz, @(E,,, P)+
+ Pil(En’ P)_(Onl En)-

The matrix 8'5050 is defined as the result of applying
the Wiener-Khinchin theorem to the vector (14) in the

form:
Sr _ S\,VW S(’PU‘V
oo — S/ '

S/ (31)
Y®q PoPo

where matrix S{W is the transposed matrix of spectral

densities of the equivalent disturbances vector, which,
considering expression (12), is equal to:

(32)
(33)

! = . ! .
Syy =Ko Sy y, ~Kiox,

’ _ . Q!
Stpow =Kio S‘PlWr '

The search for the algorithm to determine the structure
and parameters of the transfer function matrix W, as in [6,
8, 9], can be accomplished by minimizing the functional
(30) on the class of robust and physically realizable vari-
able matrices @ using the Wiener-Kolmogorov procedure.
According to this procedure, the first variation of the
functional (30) has been found:

Joo
8e:1_

i e

tr{S(D* a%tr(*) + a%tr(*)*&p}ds . (34)

OPEN a ACCESS




p-ISSN 1607-3274 Panioenextpownika, indpopmatrka, ynpasninns. 2024. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 3

a%tr(*): 222*(M PIRPIM + C)zzzcb x

E
X (En ) P)SéO&O [ P:]J-i- Zzz*(M*P*_lRP_lM Zy1 +
(35
+M.PIRP L4 Cz21XEn, P)St ¢,

E -1 : -
x ( PSJ —ZyoxMxPx R(On En )S‘:Oéo ( P:J .

Define the matrix D as the result of the left-sided fac-
torization [11] of generalized disturbances spectral den-
sity’s transpose matrix.

(36)

E
DD :(En,P)Sgoio(P:].

Assume that the fractional-rational matrix T equals:
T= ZZZ*(M*P*_lRP_lM221+ MPIRPL 4+ 0221)D . (37)
and the matrix G:

8} g PeJDFL.

-1
G :—Zzz*M*P* R( ©oPo

Sto (38)

Since the relationships (29) hold, the expression (37)
is reduced to the form:

T= ZZZ*(M*P*_ls* - N*)D ,

and the partial derivative (35) is simplified and repre-
sented as

0 tr(*)= ®DDx + TDx — GDx.

"

Thus, the first variation of the quality functional (34)
becomes equal to:

Mg =| 0.01(s+2.1)s? +0.225 +0.03)s? +1.35s +0.83

0.05(s +0.96)(s? +0.55 +0.14 [s® —0.0185 +0.2

~0.008(s —2.1)(s +0.76)(s + 0.19)s% + 0.24s +o.085)
52 +0.225+0.055|s% +1.065 + 0.67

0.004(s +1.95

joo
Se =+ [tr[5@.(@DDx +TD« —GDx )+
—joo .

+(DD«@x + DT« — DG+ )5 ]ds

(39)

As seen from the monograph [6], the matrix of vari-
able functions @, which meets the conditions of stability
and physical realizability and minimizes the functional
(30), considering expression (39), should be determined
based on the following relationship:

®=—(Ty+T, +Gy+G, )DL, (40)

Substituting the result (40) into expression (24) and
solving equation (18) for the regulator’s transfer function
matrix, taking into account relationship (25), allows us to
determine that:

Wo =(B+@M ) L(- A+ aP). (41)
4 EXPERIMENTS

The initial data for synthesizing the optimal structure
of the Stewart platform’s WS motion two-loop tracking
control systems consists of its dynamic models, as a con-
trol object, as well as the spectral density of the acting
disturbance, which were determined based on the results
of field tests under conditions close to the real operating
mode of the experimental sample of the Stewart platform,

using special algorithms [3]. Thus, the dynamics of the
Stewart platform (Fig. 1) are described by the matrices:

Zy 0 0
POZ 0 Zy 01, (42)
0 0 Zy

where 21 =(s2 +0.635+0.15Js? + 25 +1.09)
z) = (s2 +o.1ls+o.o4)z1,

0.013(s +5.4 s+0.83)(s+0.15)(52+0.35+0.067) -0.016(s - 2.1 s+0.14)(s—0.027)(52+1.895+1
—0.004(s +9.3)|s% +1.955 +1)s2 +0.067s +0.09
0.006(s +0.19)(s? +1.4s + 0.54 |s% +1.235 + 4.09

» (43)

0.025(s +o.94)(s2 ~0.25+0.067 |s? +0.59s + 0.17
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the spectral density of the acting disturbance S(|/0\V0 : 000 0 0 0
000 0 0 0
9 53 32 000 0 0 0
- 4 R = . (46)
Syowe, =10 24/53 9 67 |, (44) 0 00 016 -0.002 -0.06
32 6.7 344 0 00 -0002 024 -0.165
|0 0 0 -0.06 -0165 117 |
where 23 =(s+0.45)(s +0.55),
) ) ) 2 the polynomial weight matrix C is equal to:
) 152 + 0,15+ 0.04)s2 + 0.65 + 0.15)s? + 25 +1)
4 Z3 | 001 0 0
Since the measurement of the output coordinate vector C=/ 0 001 0 | 47
x; and the program signal vector ro is performed by iner- 0 0 001

tialess measuring devices, which according to their tech-
nical specifications are proportional elements with a

transfer coefficient equal to 1, the following equations are Substituting - matrices (42), (43), (46), (47) into

expression (26) allows us to determine the auxiliary

satisfied: polynomial matrix H. Factorization of this matrix based
on algorithm [9] allowed us to determine the following
Kio =Kz = Ezi3, Ko = Ky =Ky = Eg3, blocks of the matrix V (28), necessary for further
synthesis:
according to the definitions (12) and (32), (33) following
equations take place A=015,09, B=Es.3, (48)
, , ’ , 000 0 0 0 ]
P=P, M=Mz, Syy =Syy, + Sepu = Sopy, - (45) 000 0 0 0
X2 =X, V=Y. 0 0O 0 0 0
S= (49)
_ - _ - 0 0 0 00797 -0.00107 —0.031519
To find the auxnllary matrix H, it is necessary to_de— 00 0 —-000107 011927 —0.0825
termine the polynomial weight matrices R, which defines
the impact of stabilization error variance on the criterion (0 0 0 -0031519 -0.0825 058515 |
value (20), and C, which limits the variance of the control
signal u.

Based on the methodology for determining weight
matrices presented in the works [14], we obtain the poly-
nomial weight matrix R;, according (22):

| 0.555(5—9.269)(s+0.867)s + 0.00885)(32 +0.39s+ 0.083)
2.<3(s—o.8)(s+0.337)(s—0.19)(s2 +1.24s + 0.39)

N 2 107%] —27.579(s + 0.9399 s + 0.5398s + 0.1419)s? - 0,165+ 0.22)

z5 0.555(5—9.269)(5+0.867)(s+0.00885)52+0.39s+0.083)
2.9(s—0.8)s+0.337)s - 0.19)\s% +1.24s + 0.39
| —27.579(s +0.9399)\s® + 0.5398s + 0.1419 |s? — 0.165 + 0.22)

1.4946(s—1.419)s — 0.29)(s + 0.159)(52 +1.85+ 0.96) (50)
0.93919(s +3.8)(s + 2.185)(s + 0.2466)(52 +0.4747s + 0.1616)

~457(s+ 0.195)(32 +1.295+0.5287 |s% +1.567s + 3.496)

1.4946(s —1.419)s—0.29)(s + 0.159)(32 +1.85+ 0.96)

0.93919(s +3.8)(s + 2.185)(s + 0.2466)(32 +0.4747s + 0.1616)

—4.57(s+ 0.195)(32 +1.295+0.5287 |s% +1.567s + 3.496)
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1.4(s—0.856 (s +0.8166 (s + 0.06667)(s2 +0.355+ 0.1)
1.5936(s — 0.7858)(s? + 0.315 +0.02536 |52 +1.239s + 0.395
~14.688(s+0.918)\s2 — 0.256s5 + 0.05877 |s2 + 0.58955 + 0.16
1.4(s—0.856 s+ 0.8166 (s + 0.06667 )|s2 + 0.355 + 0.1
1.5936(s — 0.7858)[s? +0.315 +0.02536 |52 +1.239s + 0.395)
—14.688(s +0.918)|s2 — 0.2565 + 0.05877 |52 + 0.58955 + 0.16)_

where 0.0665 0.0441 0.0266

Q, =107/ 0.0441 0.0646 0.0555 |.

2 2
25=‘52+0.1135+0.o439‘ ‘sz+o.625s+o.15{ x
0.0266 0.0555 0.2594

X

2 2
s2 ¢ 2.0055+1.087‘ .

After substituting matrices (48) into expression (25), r_ Rn Osa
the fractional-rational matrices z,, and z,; are found to be: PoPo Os3 GQE |

21 =012:2, 222 =E3s3- (®1)  where gE - the matrix, which is determined according to
recommendations [14], as a quantity approaching zero, R,

To determine the matrix Séoéo (31), we consider — the weighted covariance matrix of the measurement’s

definition (45), as well as the fact that the extended vector

of output signals y and the extended vector of

measurement device noises ¢, are not correlated with
each other. Thus,

noises extended vector Ry = <cpoq)6> .

According to (8), the measurement’s noises extended
vector ¢p consists of the program signal measurement’s

noises ¢;, whose values approach zero, and of the output
signal measurement’s noises ¢;, whose values are
determined by the root-mean-square deviation of the
feedback sensor values. As the feedback sensor, an
inertial navigation system [16] is used, with the following
root-mean-square deviation values along the axes:

’

p— 4 —
Gy ~ S‘Pl‘Vob =03.3-

Based on this, we can determine:

Qn  Ozi3 Osziz Ozg
(@) DS @) (0]
Stoto = ngs onr SX3 Osxs , (p1=%[0.769 0.847 1.344] .
33 O3z Ry Oz
Oys Oz Osa OF '
33 Pea Tes 9 Thus, R, is equal:
where 0.0018 0 0
N "o o oo
v O3x3 DSrr , '
5 RESULTS

DS,; — the of amplification coefficients matrix of the input
signal rq spectral density matrix, taken from [3], Q, — the
weighted covariance matrix of the input signals y ex-
tended vector, disturbance v, and program signal ro.

According to [7], the weighted covariance matrix Q, is
equal to:

Based on the above experimental data, the product
DD- is obtained using expression (36). Define the matrix
D as the result of the left-sided factorization [11] product
DD-x:

Qn =K' (Gy — )K",
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0.042426. 74 0.0032097(5+0.39)z  0.00063363s+0.45)z¢
0.0035306(s +0.39)z¢ 0.0466697 0.0019254(s +0.418)z¢
o 0.0011156(s+0.45)z5 0.0030819(s+0.418)z¢ 0.0746997
-0.042426 0 0
0 ~0.046669 0
0 0 ~0.074699

L . 52
0.00078229(s +0.3158)z; 0.00048716(s+0.41)z5 —0.0005479(s+0.1556)z; 2)

0.0002854(s+0.39)zs  0.0016987(s+0.3)-z;  0.00068386(s +0.412)z4
9.018-107° (s+0.45)z  0.00058573(s+0.42)z5  0.007968(s+0.334)z

0.52486 0 0
0.042654 0.23899 0
0.18619 —0.013884 0.1671
Where Zg :(52 +0.5689 +0.19s2 +23+1_09), v and the extended vector of measurement device noises
(o are not correlated, we will determine the fractional-
Z7 = (52 +0.555 +0.16)s? + 25 +1.09), rational matrices 7 and G, which are subject to separation,
(.2 2 based on equations (37) and (38). The matrix G has only
Z8 _(S +0'693+0'166XS +25+1'09)X negative poles, so the result of the separation Go+G.
X(SZ +0,275+0,1)_ equals Os.s. The result of the T matrix separation is as
follows:

Taking into account the obtained results (48-52), as
well as the fact that the extended vector of output signals

Lot 6.187(s+0.178 52+0.59863+0.15) 12.18(s+0.089)(s2 + 0.605s + 0.148
To+T, =——| 7.98(s+0.225 52+0.625+0.156) 26.64(5+0.114)s? +0.6175+0.152
z
o 1.3696(s+0.096)32+O.5975+O.146) 1.578(s—0.0034)(s2 +0.5897s +0.14

43.5(3—0.0249)(32+0.61s+0.148) 0
160.7(s+0.036)(52+O.61865+0.15 0
0.128(5—7.7)(52+0.57785+o.127 0

2.286 (s +0.085 32+0.61s+0.148) 18.32(s—0.0277)is® +0.6255 +0.15
0 69.91(s+0.0377)(s2 +0.6255 +0.15
0 ~0.217 (5+1.786)s? +0.6255 + 0.15

where zq =(52 +0.113s + 0.0439 |52 +0.6255+0.15). _ So, as a_result of applyiqg algorithm (41) using the ob-
tained matrix ® and definitions (3), (45), and (48), we

.Thus, using equation (40) a}nd the rgsults of the sepa- find the transfer function matrix of the controller for the
ration To+T7., Go+G., the varying matrix @ can be deter- two-loop tracking system in the form:
mined. '

) 854.69(s +1.447)(s2 +8.1175+26.65)s° +6.165s+34.87)
Wo=—/| 269.13(s +1.49)(s2 +5.7125+14.1)s% +8.985 +130.7

z

100 _204.87(s +1.46)(52 +7.55+24.4|s? +5.035+137.3

(83)

665.55(s +1.674)(s2 +10.15+46.47 |5 + 4.2865 + 26.75)
~323.24(5+15.62)(s —3.042)(s +1.579)\s> + 6.54s + 29.76
—347.88(s+1.65)\s% +3.1375 + 29.15 |s% +12.65 + 76.73
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906.75(5 + 0.946){s? +10.235 + 32.7352 + 5.4565 + 23.9)
865.26(s +0.9466 s +10.08s +34.07 Js +5.716s+17.9)
~798.6(s +0.9462)(s” +10.125 + 33.55|s* + 6.867s + 27.39)

—2.0366(52 +10.4s5 +33.5|s? +5s +21.28 |s? + 7.1355+145.1) s
0.090625(s +58.39)(s — 51.5)|s% +10.4s + 34.15 [s2 + 4.065 +14.95 /s
~9.79(s+11.1)s —1.9)(s? +10.465 + 33.67 |s? +5.075 + 21.4 /s

—7.6496(32 +7.95+26.64)52 +5.75+30.76 [s% +10.14s + 62.3/s
6.226(s +13.4)s—3.6)s2 +5.9s + 20.1)s? + 7.995s +33.49 /s
1.649(s? +7.3185 + 25.36 | + 7.4265 + 45|52 +11.25+185.6 /s

—6.11(s2 +10.88s +33.05s% +4.8695 +19.66 | +7.656s+46.29) s
7.8247(s% +10.89s + 30,7 |s? + 4.3s +13)s° +8.165 + 45.12 /s
1.1987(s+10.85)s +32.6)|s° +4.79s +18.36 |s + 9.877s + 234.8)/s

where 73 = (s+8.538)(s + 0.97)(52 +10.48s + 33.15)><

X (52 +4.918s+ 24.3).

The structure and parameters of the transfer function
matrices of the optimal multidimensional controller (Fig.
1) for the tracking system (9) were determined. According
to [11], there exists a pair of matrices W5 and [-W1 W2]

W, = N 269.13(s +0.75)
Z11

—665.55(s +2.697 s? +4.365 +11|s? +7.267s + 26.86)
323.24(s+0.64)\s2 +7.15 + 25.85 |s2 +11.09s + 54.87

347.88(s5+2.76)|s2 + 4.8155 +13.1)s° + 6.59s + 23.8

that form a left coprime factorization of the matrix W,.
Using the methodology from [17], which allows for the
computation of the normalized left coprime factorization
of a matrix, the components of the transfer function ma-
trices of the optimal multivariable controller Wy (9) can
be written as follows:

~854.69(s+1.2)\s2 +6.898s +21.5 |s2 + 6.065 + 20.6)
s? +9.1555 +29.4 Js? +5.339s +32.76)
204.87(5—1.336 )|s? + 6.8785 +16.39 |2 + 4.8655 +14

[-20866 ~764% 6.1
JW,=2| 009 6226 -7.8247|,
Sl _979 1649  1.1987

—906.75(s+o.9598)(s2 +5.765+16.37 |52 +8.309s +33.8)
—865.26(s +0.9937 |5 +6.079s +17.86st +8.45 +35.2)
798.6(s +0.9468 52 +5.685 +16 |s2 +8.365 + 34.6

(52 +9.435 +32.57 |s® +5.51s + 25.2XX52 +8.6255 +55.26)

Wy =—1-| ~0.150 (s—262.9)s? +5.15+19.39 s +8.9195 +33.28)

210

~0.213(s +220.1)(s? +9.6355 +34.4 |s2 +5.75 + 24.79

~0.159(s + 78.46)(52 +6.6185 +19.46 |s* + 6.37s + 41.75)
(s+9.99)s - 0.2656 (52 +5.879s +17.4)s? + 7.88s + 36.98 ,
0.052825(s +25.17 s? + 6.395s +18.8 Js? ~19.59s +347.5

~0.213(s —81.35)(52 +10.79s +33.96 |s% + 4.8 + 20.36
0.052825(s + 363.6)(52 +10.965 +34 |52 +3.767s +13.1
(s+10.1)(s —0.96 )\s® +10.68s +33.5 |s2 + 4.9385 + 20.8

where
2y, = (52 +5.655+15.87 |s? +7.767s + 29.11)><

x(5? +8.5895 + 36.66).
The main controller is divided into three components:
W, W, and W;. This distribution of the controller en-
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hances the tracking quality of the program signal vector
and accounts for cross-connections within the Stewart
platform. Additionally, it allows for increased precision in
following the specified trajectory by increasing the de-
grees of freedom in selecting the controller structure.
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6 DISCUSSION

The justified transformations (3)—(16) form the basis
for developing an information technology to convert the
structure of a multidimensional two-loop tracking system
into a multidimensional stabilization system. This trans-
formation will enable the assessment of tracking quality
and control costs in a two-loop multidimensional tracking
system under random and regular influences using stan-
dardized approaches for stabilization system analysis.

The developed rules for calculating the transfer func-
tion matrices of the controller (41) provide a theoretical
basis for defining an information technology for synthe-
sizing an optimal multidimensional two-loop tracking
system, which ensures the highest possible tracking accu-
racy along a random trajectory with an acceptable level of
control costs. The main limitation of using the relation
(41) is related to the requirement for the stationary and
centricity of the multidimensional useful signals and dis-
turbances acting at the system inputs.

The implementation of the obtained transfer function
matrices of the controller (Fig. 1) using microprocessor
technology requires the representation of the matrix equa-
tion as follows:

X3
u=Ws[-W; W, ,
€2

in the form of a finite-difference equation.

Additionally, the availability of algorithms for calcu-
lating the matrix of optimal transfer functions (24) from
the extended disturbance vector & to the control signal
vector u allows for the synthesis of an optimal quadratic
criterion (20) neuron-phase regulator.

CONCLUSIONS

The work involved synthesizing the optimal structure
and parameters of a multidimensional tracking control
system the Stewart platform’s WS motion control system,
considering a multidimensional dynamic model that in-
cludes the object itself, its basic components, controlled
and uncontrolled disturbances acting on it in conditions
close to real operating modes.

The scientific novelty of the obtained results lies in
the application of the tracking system reduction algorithm
to an equivalent stabilization system, which allowed for
the use of a justified method to synthesize an optimal
multidimensional stabilization system for a dynamic ob-
ject operating under the influence of multidimensional
stationary random useful signals, disturbances, and meas-
urement noise.

The practical significance of the obtained results lies
in determining the Stewart platform’s WS motion control
system main controller structure and parameters. Its inte-
gration into the feedback loop ensures the stability of the
closed-loop control system. The main controller is dis-
tributed into three components: Wy, W,, and W, which
improves the quality level of tracking the program signals
vector and allows for the consideration of cross-couplings
within the Stewart platform. It also provides the capability

© Zozulia V. A., Osadchyi S. 1., 2024
DOI 10.15588/1607-3274-2024-3-20

244

to increase the accuracy of trajectory execution by in-
creasing the number of freedom degrees in the controller
structure, as the controller consists of three transfer func-
tion elements.

Perspectives for further research. Considering that
the stabilization system synthesis algorithm forms the
basis for developing any closed-loop control system, it is
worthwhile to consider the next step as the development
of an information technology for analytical design of op-
timal multidimensional tracking systems under random
influences.
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VJIK 62.505:629.524
CUHTE3 BATATOBUMIPHOI CJIJIKYBAJIbHOI CACTEMU KEPYBAHHS IIJIAT®OPMU CTIOAPTA

303yas B. A. — kaHn. TexH. HayK IOUEHT Kadexpu mudpoBoi ESKOHOMIKM Ta CHCTEMHOTO aHanizy JlepkaBHOrO TOPrOBENBHO-
E€KOHOMIYHOTO yHiBepcutety, KponmBHuikuii, Ykpaina.

Ocagunii C. 1. — n-p TexH. Hayk, npodecop Kadeapu KOHCTPYKLII MOBITPSHUX CYACH, aBiaJBUIYHIB Ta MiATPUMAaHHS JIbOTHOI
npunatHocti JIkoTHOT akanemii HarionansHOrO aBiamiitHoro yHiBepcurtery, KpornmeHuikuii, Ykpaina.

AHOTALIA

AxTyanabHicTb. CTBOPEHHS TapaHTOBAHO KOHKYPEHTOCIIPOMOXKHUX CHCTEM KEpYBaHHs PyXaMH CKJIQJHHX OaraToOBUMIpHUX PyXOMHUX 00’ €KTiB, y
TOMY YHCJI HECTIMKHX, sIKi (YHKIIOHYIOTh B yMOBaxX Mii BHIAJIKOBHX KOHTPOJBOBAaHUX Ta HEKOHTPOIBOBAHHX 30ypIOIOYMX (akTopiB, 3
MiHIMaJbHUMH BUTPAaTaMU HA NIPOCKTYBAHHS € OJHI€I0 3 FOJIOBHUX BHUMOT JIOCATHEHHs YCIiXy Ha PMHKY JaHOTO Kjacy HpucTpoiB. Takoxk BaxIIUBO,
JUIS TOCSTHEHHS CyYaCHHX BUMOT O TOYHOCTI IIPOIECIB KepyBaHHS PyXOM pyXoMoro o0’ekTa Ha 3ajaHiil abo HmporpaMoBaHiil TpaekTopii pyxy
HEeoOXiTHO CHHTE3yBaTH ONTHMAJIbHY CHCTEMH KepyBaHHS Ha IMiJCTaBi eKCIIEPEMEHTAIBHIUX JaHHX OTPUMAHUX B YMOBaX HAOJIIDKEHHX 1O PEaIbHOTO
pexuma QYHKLIIOHYBAaHHS TOCITITHOTO 3paska 00’ €KTy.

MeTta po6oTi. MeTor0 AOCITiIKEHHS, Pe3yJIbTAaTH SKOTO MPEACTAaBIICH] y i CTaTTi, € BAKOHAHHS CHHTE3Y ONTHUMAJIBHOI CIIiIKYBaIbHOI CHCTEMH
KepyBaHHs pyxoM pobodoi moiepxHi miatrdopmu CTioapTa 3 BpaxyBaHHM ii 0araToBIMIipHOT MOJENI JUHAMIKH.

Metoa. ¥V cTaTTi BUKOPUCTAHO METOJ] CTPYKTYPHOTO IIEPETBOPEHHs 0araToBUMIpHOI CIIiIKYBaIbHOI CHCTEMH KePYBaHHs 10 €KBIBaJICHTHOI CHC-
TeMHu cTadiiizauii pyxy 6araToBUMipHuUX 00’€KTiB KepyBaHHS. Tak0 BUKOPECTAHO alITOPUTM CHHTE3y ONTUMAJBbHOI CUCTEMH CTaliii3awil AuHaMiy-
HHUX 00’€KTIB, SIK CTiMKUX, TaK Hi, B yMOBax Jii cTalliOHapHUX BHIAAKOBUX 30BHIIIHIX 30ypeHb. OOIPYHTOBAHHII aITOPUTM CHHTE3Y ONTHMAIbHHX
CTOXAaCTUYHUX CHCTeM cTabimi3awii, moOymzoBaHuMii 3a JOMOMOrOIO Orepariil J0JaBaHHs, MHOXEHHs MOJIIHOMIaJbHHX Ta APOOOBO — PalliOHATBHHX
MaTpHIlb, BIHEPOBCHKOI (hakTOpH3allii, BIHEPOBCHKOI cenaparlii 1poOoBo — pallioHaIbHUX MaTPULb, 3HAXOHKECHHS TUCTICPCIMHIX IHTErpaliB.

PesyabTaTn. B pe3ynbrarti npoBefeHNX TOCIIDKeHb (GOpMali3oBaHo 3a1ady BU3HAYEHs KOHIEINLI] aHaIITHIHOTO KOHCTPYIOBAHHS ONTHMAJIBHOL
cucremu kepyBanHs pyxom PIT miardopmu Crioapra. Pesynbrati BKII0UalOTh BU3HAYCHI PIBHAHHS IEPETBOPSHHS 3 CIIAKYIOYOT CUCTEMHU KepyBaHHs
JI0 eKBIBJICHTHOI CHCTEMH cTabinizauii pyxy podouoi noiepxHi miatdopmu Ctroapra. Takox BU3HAUCHO CTPYKTYpY i HapaMeTpy MaTpulli epeaBa-
JIBHUX (DYHKIiH TOBOBHOI'O PEryJsITOpa ONTUMAIIBHOI CIIAKYBAIBHOI CHCTEMH KEPYBaHHS PyXoM pobodoi noiepxHi miartdopmu Crroapra.

BucHoBku. OGrpyHTOBaHE BUKOPHCTAHHS KOHLEMNIi aHATITHYHOrO KOHCTPYIOBAHHS ONTHUMAJIbHOI CHCTeMHU KepyBaHHs pyxoM PII miardopmu
Crioapta Qopmaiisye i iCTOTHO cHpOLIye pO3B’S3aHHS 33jadi CHHTE3y CKJIAJHHUX JAMHAMIYHMX CHCTEM Ta 3aCTOCYBAaHHS Ul LIbOTO PO3pOOJICHOT
TexHoJorii, npeacrasieHoi y [8]. Orpumani cTpykTypa Ta nmapamMeTpy roJoBHOIO peryisitopa cucreMu kepysanHs pyxom PII mardopmu Crroapra,
KU po3noainenuii Ha Tpu ckiaanosi Wi, W, ta W3, criprisie HOJINIICHHIO PiBEHb SIKOCTI CIIIIKYBaHHS 32 BEKTOPOM IPOTrPaMHHX CHTHAJIB 1 103BOJISIE
BpaxyBaTH MepexpecHi 3B’ 43ku BeepeauHi miatGopmu CTroapra, HiIBUIYE TOYHOCTI BUKOHAHHS 33aHOT TPAEKTOPIT 32 PaXyHOK 30UIBIIEHHS KiJIbKO-
CTi CTYIEHIB CBOOOIY IIPH BUOOPI CTPYKTYPH PETYIISTOPA.

KJIFOYOBI CJIOBA: cuHTe3, MaTpHIs IepeaaBaibHuX QYHKILIMH, ClTikyloda cucTeMa KepyBaHHs, QyHKuioHat sikocti, atdopma Crroapra.
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