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ABSTRACT

Context. The development and improvement of technologies for creating unmanned aerial vehicles (UAVs) and their use in the
military conflicts, particularly in the war in Ukraine, pose the task of effectively counteraction to UAVs. The most difficult targets
for radar detection are small, low-speed UAVs flying at low altitudes. Therefore, the search for efficient methods of detecting,
tracking, and identifying UAVs using both existing and new promising tools is a relevant task for scientific research.

Objective. The analysis of the operation algorithm of the moving target indication (MTI) system based on the discrete Fourier
transform in radars with burst-to burst probing pulse repetition frequency stagger and to propose the modernisation of the MTI
system to increase the efficiency of UAV detection against passive interferences

Method. The effectiveness of the methods is determined experimentally based on the results of simulation and their comparison
with known results presented in the open literature.

Results. It is shown that in the MTI system with burst-to burst probe pulse repetition frequency stagger, a non-adaptive filter for
suppressing reflections from ground clutters (GC) and incoherent energy accumulation of pulses of the input burst are realized. These
circumstances cause the losses in the ratio signal/(interference + inner noise). The proposals for improving the efficiency of the MTI
system by transition to the construction of the MTI system with the structure “suppression filter and integration filter” are
substantiated. They consist in the inclusion of a special filter for suppressing reflections from GC and fully coherent processing of the
input burst pulses. The latter is realized by using the standard discrete Fourier transform (DFT) only as a integrating filter with a
slight correction of the DFT algorithm. An algorithm for energy accumulation of the burst pulses using the current estimate of the
inter-pulse phase incursion of the burst pulses reflected from the target is proposed. It is shown that this accumulation algorithm is
close to the optimal one. The effectiveness of these proposals is analyzed in terms of the achievable signal-to-(interference+inner
noise) ratio and the detection area compression ratio. It is shown that their implementation potentially leads to an increase in the
detection range and an improvement in the measurement of UAV coordinates by about two times. The proposed ways are quite
simply realized by digital processing used in this MTI system

Conclusions The conducted research is a development of the existing theory and technique of radar detection and recognition of
air targets. The scientific novelty of the obtained results is that the algorithms of inter-period signal processing in radar with burst-to
burst probing pulse repetition frequency stagger, namely the accumulation of a bust by correcting the algorithm of the standard DFT,
have been further developed. The practical value of the research lies in the fact that the implementation of the proposed proposals
provides approximately twice the efficiency of detecting the signal reflected from the target, compared to the standard processing
device

KEYWORDS: Unmanned aerial vehicle, Radar, UAV detection, Technical requirement, Suppression filter, Optimal processing,
Passive interference.

ABBREVIATIONS UAV is an unmanned aerial vehicle;
AP is an adaptive processing; WEF is a whitening filter;
ACEF is an adaptive cancellation filte; SINR is a signal /(interference+receiver internal noise)
APR is an amplitude-phase response; ratio;
AFR is an amplitude-frequency response; DFT is a discrete Fourier transform;
© Atamanskiy D. V., Vasylyshyn V. L., Klymchenko V. Y., Stovba R. L., Prokopenko L. V., 2025
DOI 10.15588/1607-3274-2025-1-1 OPEN a“““




p-ISSN 1607-3274 PagioenexktpoHika, iHpopMaTuka, ynpasiinss. 2025. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

DF is a Doppler filter;

RCS is a radar cross section;

EPR is a energy phase response;

PFS is a power frequency spectrum;

EFR is an energy frequency response;

IR is an impulse response ;

CM is a correlation matrix;

GC is a ground (fixed) clutter;

IBP is an inter-burst
processing) ;

MF is a meteorological formation.

MP is a matched processing;

Pl is a passive interference (background clutter) ;

RP is a radio pulse;

MTI is a moving target indication;

FR is a frequency response.

processing  (inter-train

NOMENCLATURE
f is a normalized frequency;
V. is aradial velocity;
T; is
pulses;
T; is a periods of pulses probing in the each;

an i-th period repetition period of probing

A is a radar wavelength;
K; is a i -th weighting coefficient of “FR smoothing”;

|K ((p)| is an APR;

|I'(((p)|2 is an EPR;

|K(Fd)| is an AFR;

|K ([ s an EFR;

|KSt ((p)| is an APR of the standard MTI system;

Kwr() is an APR of the whitening filter;
|KCI ((p)| is an APR of the coherent integrator;

|KMT11 ((P)| is an APR of MTI system;

Ks(to ) ((p)‘ is an APR of standard MTI system with the

interference suppression function turned off
K s(tl)((p) is an APR of corrected DFT of the standard

MTI system;
h; is a relation of RCS of interference and target in

the resolution element;
R, is a maximal radar range in the conditions of PI;

pic
Kimpr 1s a coefficient of SINR improvement by MTI
system
K, is a coefficient of PI suppression by MTI system;
K., 1s a compression ratio of scan area
Kimpr s a coefficient of SINR improvement by MTI

system;
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k; is a coefficient of change of losses when the MTI
system is turned on;

kmean 1S an average power transmission efficiency of
a useful signal
Fy is a Doppler frequency;

Fymin 18 @ minimal value of Doppler frequency;
F§max 15 @ maximum value of Doppler frequency;
Fy, 1s a signal Doppler frequency;

Fy; is adoppler frequency of interference;
F,, is an average repetition rate of the probing
pulses;

F, is an average repetition rate of the probing pulses;

h is a vector-column of the coefficients of IR of the
system,

hyr is an impulse response of whitening filter;

5¢((0gs) 1s a values of the interference spectrum and
signal with phase ¢ ;

s(Fys) 1s an energy spectrum of the signal at the
system input;

Sout () is @ power spectrum process at the system
output;

x(f) is an acolumn vector of equidistant samples of a
complex harmonic with a normalized frequency f ;

x"(Fy) is a M —dimensional row vector complex

amplitudes of the RP;

M, is a voltage at the output of detector of n- th
phase;

M is a size of a burst of sensing radio pulses;

v is a SINR;

Yimatch 1S @ current values of SINR for the case when

n

the MTI system is turned off and PI is available;
Y1opt 18 a current values of SINR for the case when

the MTI system is turned on and PI is available;

Yy 1s a required signal-to-noise ratios at the output;

y; is a signal-to-noise ratio at the output of the
receiving path required to ensure the specified detection
quality for turned off MTI system;

Vipic 18 @ signal-to-noise ratio at the output of the

receiving path required to ensure the specified detection
quality for turned on MTI system and ability of passive
interference;

Yipic 18 a required signal-to-noise ratio at the

receiving path;

p is a value of the SINR for the optimal processing
on the passive interference background ;

R is a CM of interperiod fluctuations of input process
samples;

Rpic is a maximal range of radar in the conditions of

PIs (in the conditions of PIs);
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(g ¢ 18 a current inter-pulse phase offset;
¢ is an estimate of @ ;
¢, is a rotation angle of signal vector, to which n-th

filter is established;
@5, is an initial phase of pulses of i -th pulse burst of

input signal;
G? is a power of signal;

G% is a power of pulse in the RP burst;
Z is a number of probe pulse packets;

Opi isa mean value of the total effective surface of

PI sources.

o is an average value of the total effective surface of
the target in the pulse volume;

o is a mean values of the total effective surface of PI
sources and effective scattering surface of the target, that
are in the same pulse volume.

INTRODUCTION

The massive use of UAVs is a characteristic feature of
modern armed conflicts [1 — 5]. The most common today
are tactical UAVs and battlefield UAVs. The capabilities
of airspace radar to detect and track these UAVs are
extremely limited. As noted in [6, 7], one of the reasons
for the difficulty of detecting and tracking tactical (small,
mini and micro) UAVs is their low flight speed, which
causes entering reflections from UAVs in the rejection
zone of the radar MTI system. In [6], this circumstance is
directly related to the imperfection of MTI systems.

However, the development of radar methods and the
digital element base makes it possible to create reliable,
economical and small-sized digital equivalents of existing
analog signal processing systems, and fundamentally new
more complex digital systems with significantly higher
efficiency, close to the limit. This reveals reserves for
improving the performance of both some radar systems
and the tactical capabilities of radar in general. Therefore,
the search for relatively simple improvements to existing
processing algorithms in existing radars to increase the
efficiency of UAV detection is an actual problem.

Paper purpose: to analyze the algorithm of the MTI
system on a DFT device in a radar with burst-to burst
probing pulse repetition frequency stagger and to propose
the modernization of the MTI system to improve the
efficiency of UAV detection against passive interference.

1 PROBLEM STATEMENT

Let in the S-band radar the Mz =Z-M - dimensional
coherent bursts of the probing radio pulses are
periodically transmitted, that are composed from Z =4
M — element busts, where M =8, 12, 16. The periods T;

l
(or frequencies F; =1/T;) of pulses probing in the each
i-th (i €1,Z) burst are constant, but they are different in

the different bursts. The processing in the radar with
classical MTI system is performed as burst-by-burst and
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can be divided on the coherent inner-burst and
noncoherent binary IBP (see Fig. 1).

The package of input influences (a vector of complex
signal amplitudes received from one resolution cell in the
Mz sensing periods) is divided into burst of 8 (12 or 16)
elements. Each burst is consequently supplied to the input

of the block of N =M filters performing DFT.

gV T - 3
1 N
u doppler threshold 1
1=>|| A I:;>| detector IZ:I::>|I dovice 3 1
1 ] 3 = !
By [ doppt o[ Threshold = T
u oppler reshol o
2 ::>| ﬁﬂgr |:>I detector H::‘.>| device %D g :
1 L = &
Ty L] EP o>
doppler L threshold > = |
u 3:|>| filter |::>| detector E=:>| device 5 2
1 h £ bOD :
Ty! " © |
doppler 1, threshold
u 4:I:>| opple |::>{ detector I_—::::>| hreshol :
|: :
1

1
tinternal burst processing iterburst processing

Figure 1 — Block diagram of IBP of radar signals [8]

The procedure of signal processing in n-th phase
(frequency) filter is in the compensation of interperiod
phase shifts of signals by corresponding phase rotation,
i.e. by reduction to the same start phase with further their
integration and definition of the absolute value of the
obtained sum signal.

The DFs are tuned on the frequencies, that uniformly
distributed on the interval (O,FZ ), ze€l,Z and have low

level of sidelobes (i.e. “smoothed” FR). Moreover, for
suppression of the reflection from the fixed scatters (or
ground scatters) the voltage in the zero filter is blanked.
Furthermore, the subtraction of the half wvalue of
integrated signal in the zero filter from the modulus of
signals of the 1-th and 7-th filters is performed, i.e.

M -05My; M7 -05M,.

The voltage at the output of detector of n-th phase
filter is presented in a such way

0, n=0;
M, =My, —0,5M; (-0,5, n=Lor n=N-1; (1)
My ,, n#{0,1, N1},
n=N-1,

N-1 g N
Mo, =| Y K;-Up-e' "z a7/ | @
i=0

where ¢, =n(2n/N), ne(0, N-1); by, =4nV, T /2,
ze(l,Z).
It is necessary for this IBP system to substantiate the

proposals for modernization to improve the efficiency of
UAYV detection against passive interferences (clutters).
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2 REVIEW OF LITERATURE

There are various methods used to detect and track
unmanned aerial vehicles. A brief guide to a wide range
of methods can be found, for example, in [9, 10, 11]. As
shown in these works, UAV detection is carried out
against the background of reflections from local objects,
which is one of the reasons for the difficulty of detecting
and tracking tactical (small, mini- and micro-) UAVs.
Reducing the negative impact of reflections from GC
(hereinafter also referred to as “passive jamming”) is
based on the principle of Doppler (speed) signal selection.
The suppression is realized by creating sufficiently
narrow “dips” in the amplitude-frequency responses of
the MTI system in the areas of passive interference. The
width of these dips should correspond to the width of the
energy spectrum of PI fluctuations Sj; (o) .

At this moment of time, in the MTI systems of
surveillance radar wusually non-adaptive filter MTI
systems or compensation MTI systems are used [11, 12,
13]. In the filter MTI, a non-adaptive filter of passive
interference suppression can be created by zeroing the
voltage of the zero filter and correcting the amplitude of
the filters adjacent to it [8, 13, 14, 15]. In general, the
characteristics of such filters are not consistent with the
parameters of the PI energy spectrum. In addition, the low
flight speed causes the reflected signals from UAVs to
fall into the rejection zone of the radar MTI system [6,
15-18].

UAYV detection efficiency also decreases due to the
burst-to burst probe pulse repetition frequency stagger. As
noted in [19], this causes signal-to-noise ratio losses,
since the pulses of different packets cannot be
accumulated coherently.

The following quite obvious suggestions for
improving the standard MTI system under consideration
follow from the brief analysis. They are in the realization
of the following:

1. The fully coherent processing of the input packet.
As shown in [20], such a transition will increase the
signal-to-noise ratio in proportion to the increase in the
size ( Mz ) of the pulse packet;

2. A special filter for suppressing reflections from GC
using DFT only as a storage filter.

The first proposal is generally based on the a priori
certainty of the current inter-pulse phase offset @ of the

packet pulses reflected from the target. In practice, it is
absent. It is proposed to eliminate a priori uncertainty of
¢ ¢ by estimating ¢ based on the input packet.

This estimate of @ is not used directly for its

intended purpose, but only to determine the phase of the
filter number that is closest to the one in which all the
pulses of the packet should be coherently accumulated.

Subsequently, the packet pulse phases are corrected to
the phase value corresponding to the phase of the
maximum of the selected filter. This approach almost
completely reduces the negative impact of estimation
errors of phase ¢ on the processing result.
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The first suggestion is quite simply realized through
digital processing. The digital signal processing used in
this MTI system allows algorithmic formation of
suppression filters with EFRs of the required shapes,
which theoretically increases the “window of
transparency” in the area of the first and seventh phase
filters.

This fact gives hope for increasing the detection range
and improving the measurement of UAV coordinates

3 MATERIALS AND METHODS
MTI systems are described by the following
characteristics:

— the amplitude-phase |K ((p)| [amplitude-frequency
Ky

voltage at the output of the processing device when a
reference signal of a unit voltage with an initial phase

? (P EPmin>Pmax ) [Doppler frequency Fy
(F4 €F4 min->Fa max )] 1s applied to its input;

], which is numerically equal to the modulus of

. 2
—the energy phase (frequency) response |K((p)|

. 2
[[&eF)|

— the IR h of system which is related with filter EFR
by relation:

2

|K(Fd)|2 =x"(Fg)-h

> FdeFd.minaFd.max~ (3)

Further presentation of the article’s material is based
on the following well-known basic relations [21]:

Sout (B = 530 (B[ KO 4

which describes the relationship between the energy
spectrum of the process s, (f) at the input of the system

and the energy spectrum of the process at its output

Sout ®;

0,5
R = {’1,1‘}{};[:1 = I s(f)-x(f)-x*(f)af , 5)
-0,5

which describes the matrix form of the Wiener-Hinchin
inequality [22], that connects the correlation matrix (CM)
R and spectrum s(f) of inter-period fluctuations of the

input process samples.
Here

. M
X(f)= {e‘]zﬂ:f(}e:]’ f € _0359035 . (6)

The effectiveness of processing options is analyzed by
the following quality indicators:

— the SINR;
OPEN a ACCESS
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— the coefficient of reduction of the detection range
against the interference background, which in [23] called
the compression ratio of the detection zone.

The SINR y (F;,) is defined in the following way

[24]:

Y (Fys) = Psout (Fys )/Pi.out (7
where

0
Piou = | (Fd)'|K(Fd)|2 dFy=h"-®; h,

Py out (Fas) = .[ Ss(Fd.s)'|K(Fd)|2 dFy (®)

is the average power of the interfering signal with energy
spectrum s;(fy) and the signal from the target with the

Fy =Fy, at the output of the MTI system with energy

.. . 2
characteristic |K (Fy )| ;

ss(Fys) = 038(Fys — Fy) , o3 =M )

is the energy spectrum of the signal at the system input.
Compression ratio K. of scan area is defined by
equation [23, eq. 2.44]

4 —
K {Rpm] = kmean [y Toie 0011 10g)
R T1pic - ky, Kimpr o

Kimpr = Kjs  kmean (10b)

where y; and vy are required signal-to-noise ratios at

the output of the receiving path to ensure the specified
quality of detection when the MTI system is turned off
(amplitude mode) and when the MTI system is turned on

and Pl is available (i.e. in conditions of PI); o; i G are

the average values of the total effective surface of the PI
sources and the effective surface of the target located in
the same pulse volume;

It should be noted that the above formula uses the
values vy, Y that are average values for all Doppler

frequencies.

According to opinion of the authors of the article, this
approach is not entirely correct, since the value of the
SINR is highly dependent on the difference in absolute
Doppler frequencies of the signal from the target and the
interferer.

Let’s estimate the value of the coefficient K. under

the influence of PI. The current values of SINR for the
case when the MTI system is turned off and PI is
available Y. (i.. MP case) and for the case when the

MTI system is turned on and Pl is available v, (i.e. AP

mode) depends on the current values of Doppler signal
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frequencies Fye and interference Fy;:

Vmatch = Ymateh (Fa.s>£d.i) » Yopt = Yopt (Fgs,Fq;)- In the

general case  Ypqap (FysoFai)  and  Viaeeh (Fas> £4.i)

depend on the power of the packet at the input of the MTI
system which depends on the range to the target with the
same technical characteristics of the radar

However, the attitude of the y; to vy, in (10)

eliminates this dependence, so it is possible to use any

power values when modeling the compression ratio.
Obviously, to detect a signal from a target the

inequalities Ymatch (Fas> Fdi) = 11 and

YVadapt (Fa.s-Fdi) = Yipic must be followed. This ratio

Ymatch Fas-Fai) << v1 1is small for the frequencies of

interference spectrum and, therefore, to ensure detection,
the wvalue y; in (10) must satisfy the relation

Y1 21/ Ymatch (Fa s Fai) - Similarly, for ;. we can write
Yadapt = 1/“ (Fd.s’Fd.i) , Where p (Fd.s’Fd.i) is the

current value of SINR with optimal processing against the
PI background that depends on frequencies Fy, and Fy;

Then expression (10) will take the following form:

4
Rpie (Fas:Fai) |
R
Yadap (Fdis’Fd.i) ’ kmean J1- hi
Y match (Fd.s’Fd.i) ’ kL Yadap (Fd.s’Fd.i) ’ Kimpr

Kér(Fd.s’Fd.i) :(
(11)

Here h; :G_pi / o is the relation of RCS of
interference and target in the resolution element. In the
case when the interference is absent h; =1, and for the
case when it is available provided that the interference is
completely suppressed h; = K,; .

From the analysis of formula (11), it follows that an
increase in the input signal power will increase the

absolute values of ranges R ;. and R, but not their ratio.

C
The compression ratio depends on the values &} and the

noise supression factor K ; .

Graphs of compression ratio values K (Fyq,Fy;)

are used as follows. First, according to the given threshold
value of the SINR vy, and the graphs of the SINR (8), the

Fis(@as) 18 which
Y (Fys) =7V - This  argument graphs of

K, (Fys.F; ;) are used to determine the specific value of

determined, at
and the

argument

the compression ratio.

4 EXPERIMENTS
The following options for processing an incoming
packet by MTI systems implemented by the following
devices are investigated:
OPENaﬁCCESS
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— option 1:using adaptive whitening filter to suppress
the reflections from the GC [25, 26] with a burst
integrator of RP;

— option 2: using DFT with burst-to burst probe pulse
repetition frequency stagger [13] (hereinafter “standard
MTI);

— option 3: using an adaptive whitening filter to
suppress reflections from the GC with an integrator of RP
burst based on a standard DFT radar [13] (without the
function of zeroing the amplitude of the zero filter and
correcting the amplitude of the remaining filters);

— option 4: using adaptive whitening filter of GC
suppression and a integrator of RP burst based on a
modification of the standard DFT radar.

First, let’s model the APR of the regular MTI system.
Expressions (1), (2) describe the algorithm of the standard
MTI system and allow us to determine its APR. Indeed, if
the pulse packets with a unit amplitude and an inter-pulse

phase shift ¢, (@5, €@ . ¢ ) is passed to the input

of the MTI system, then the modulus of the signal
amplitude at the device output is proportional to the

device APR |KSt ((p)| ,1.e.

N-1

|K ()] = max {M,,} " . (12)

Fig. 2 shows, for a range of phases ¢; € —900, 900,
. 2 .
the squares of the APR (|Kst_n((ps)| j normalized to

value of M (hereinafter referred to as “APRs”) of the
standard MTI system with the functions of “FR
smoothing” and suppression of reflections from GC
(curve 2) and without the function of “FR smoothing”
(curve 3).

| Sii@)|Kigymof’dB
; .Q.“"'o’ 0..‘ "'¢' .Q.~“.’."
T ~——— kS V{ S /—\/—_
-10 3 /
20 \ 314 2
30
U
-40 !
-50

0 1 1 | 1 1
-80 -60 -40 -20 0 20 40 60 80
0.0, deg
Figure 2 — Power spectrum of interference of the “GC” type and
EPR of the standard MTI system

For comparison, curve 1 shows the energy anti-
spectrum  Sy;(9) =1/[S;(9)/S; max (@)] of the interference

of the “reflection from GC” type normalized to its
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maximum value with a relative (relative to the receiver
noise power) power /hy; =30dB, Gaussian spectrum

shape (p — ), zero phase (radial velocity) ((¢;; =0
(V:1; =0 m/s)), with the correlation coefficient of the
radial velocity fluctuations of the interferer p;= 0.9992,

which corresponds to the width of the velocity fluctuation
spectrum W}; =0.5 m/s for A =0.1 m and the average

repetition rate of the probing pulses F; = Fl =1.54 kHz.

It can be seen that “FR smoothing” not only widens
the main filter lobes, but also reduces the maximum
possible value of the output voltage. The finite dimension
M of the discrete Fourier transform causes the fluctuations
in the output amplitude of the MTI system and is the
cause of additional losses in the output signal amplitude at
the inter-pulse shift, which does not correspond to the
phases of the maximums of FR filter main lobes.

The analysis of Fig. 2 and expressions (1), (2) shows
that only individual bursts of pulses in a packet are
processed coherently, and their results are integrated
incoherently, i.e., the burst of pulses is not processed
optimally in general, that is expected to lead to losses in
the signal-to-noise ratio.

511 (9){ Kip/M)
| 4

0 T
o ..oou-..." “" ‘D ,0" “.oo-¢~-..w~
R e [ o

-10 i
20 \ [

I

-80 -60 -40 -20 0 20 40 60 80
0.9, deg

a

’ dB

2 dB

o\

VVii:O.S m/s |

513 (@), K(os)/M)
0

R

-20

-30

-40

-50

|

-80 -60 -40 -20 0 20 40 60 80
0,05, deg

b
Figure 3 — EPR of MTI system
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Now, by simulating the EPR of MTI systems, the
values of the SINR p (7) and the compression ratio X
(11), the graphs of which are shown in Figures 3, 4 and 5,
respectively, we will substantiate the feasibility of the
proposals formulated in paragraph 2.

The curves 0 in Fig. 3 show the jammer antispectrum
Si;(p) = l/ [S:(9)/S; max (¢)] normalized to the maximum

value with a spectral width of jammer velocity
fluctuations W; = 0.5 m/s (Fig. 3a) and Wj; =1.5 m/s

(Fig. 3b). Curves 2, 3, 4, respectively, reflect the EPR of
the standard MTI system with 8-element DFT (MTI
system according to variant 2), curves 3 — MTI system
according to variant 3, curves 4 — MTI system according
to variant 4.

and the interference of the “GC” type (Figs. 4b, 5b) with
the parameters specified for the model situation in Fig. 2.

Curves 1 illustrate the efficiency of the MTI system
implemented according to variant 1. They correspond to
the efficiency of package optimal processing according to
the criterion of maximum SINR and determine the
maximum possible values of SINR and compression ratio
for the specified conditions. In addition, they perform the
function of controlling the compliance of model values of
performance indicators with the results known in the
scientific literature.

Curves 2 -4 show the effectiveness of the MTI
system implemented according to the respective design
options.

20 1(0s)

60 1, 4

50

40

30 N\ e N N N Va

M VAVAAVAV,

o AT/
N/

O 1
-80 -60 -40 -20

0

20 40

60 80 ¢s, deg

1714128 -85 -425 0 425 85 128 17.1 Vrmis
2342 -256--172 -86 0 86 172 256 342Fd, Hz
a
Y(9s),dB
0 ....’o‘ 4 N
- ey 3 gt
LTy |\ (LI ‘ -® ':w
10---\—_\ ~ 3 "" N—-
\\‘ "o
0 A
o
-10
220 \
2
-30 Gos =1 — W;=1.5m/s
M = 64 W e 05 mis
| | | 1 | |
407780 60 40 20 0 20 40 60 80 ¢, deg
171 -128 -85 -425 0 425 85 128 17.1 Vi m/s
342 -256--172 -86 0 86 172 256 342 Fd, Hz

b
Figure 4 — SINR at the outputs of the MTI system during signal
processing against the background of receiver noise (a) and GC

(b)
The graphs in Figs. 4 and 5 correspond to the situation
of processing a Mz =64-element packet (8) of a mixture
of the reflected signal from the target with 0(2) =1 and the

receiver’s internal noise with power 6121 = 1 (Figs. 4a, 5a)
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Figure 5 — Compression ratio of the detection zone during signal
processing against the background of receiver noise (a) and GC
noise (b)
The compression ratio K. (11) was calculated under
the conditions k; =1 and interference suppression ratio

Ksi: hi .
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Fig. 6 shows the graphs of the SINR at the output of
the standard MTI system when processing the signal
against the background of a mixture of reflections from
GC and MF. The package parameters correspond to the
model situation of Figs. 4, 5.

Y(0s),dB
0 r—>

10 ! N

/——-—"
”~.

0 \4\\ / =
\\ ///
-10 3N i’

-20 ‘\l ;”/v 1
\ 1/

-30 ‘l
vy

]

-
e e — -

-40

-50

60 -80 -60 -40 -20 0 20 40 60 80 @gdeg

Figure 6 — SINR at the output of the standard MTI during signal

processing against the background of reflections from GC and
MF

Here, curve 1 corresponds to the reflections from the GC
with a width W}; = 0.5 m/s, curve 2 corresponds to one

with W}; = 1.5 m/s (Fig. 3b), and curve 3 corresponds to
the reflections from the GC with a width W}; =0.5 m/s
and MF with a width W}; = 0.5 m/s, power hy; =30dB,
Gaussian spectrum shape (p — ), radial velocity
V.p; =15 my/s.

5 RESULTS

1.As follows from Fig. 3, the shape and
characteristics of the EPR of the standard system are
fixed. The shape of the MTI system’s amplitude-
frequency response is uneven over the entire range of
possible target Doppler velocities. The degree and depth
of the unevenness is determined by the number of DFT
filters. This circumstance leads to a decrease in the
maximum possible value of the received signal from the
target when the target Doppler frequency and the
maximums of the DFT filters do not match.

In general, the shape of the EPR does not coincide
with the PFS of the GC reflections. If the EFR of the filter
is narrower than the PFS of the GC reflections, then
uncompensated interference residuals appear. Otherwise,
the excessive expansion of the interference suppression
zone reduces the level of the useful signal at the output of
the EPR filter at Doppler frequencies free of interference.
In both cases, the mismatch of the power phase spectra of
the reflections from the GC and the EPR filter leads to a
decrease in the SNIR at the output of the MTI system.

The EPR parameters of the remaining MTI systems
(options 1, 3 —5) change adaptively to take into account
possible changes in the position and width of the
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interfering spectrum. In particular, they automatically
monitor the situation of absence of interference. Such
EPRs are formed under conditions of a priori certainty, or
estimation of interference parameters.

2. Blanking of the null filter and correction of the
output amplitude of the filters adjacent to it is one of the
ways to implement a non-adaptive passive interference
suppression filter of the “reflection from GC” type.
Failure to disable the zero filter blanking function and
correct the amplitude of the remaining filters and
“smoothing” the side lobes of the EPR leads to loss of the
useful signal in the absence of interference.

3. The burst-to-bust stagger of the repetition frequency
of the sensing pulses causes different inter-pulse phase
hops in the pulses of the packet bursts. This can lead to
the distribution of the total amplitude of the packet pulses
over different DFT phase filters, and as a result, the
sufficiency of the burst amplitude to make a decision on
target detection does not guarantee its detection at the
maximum amplitude of one of the phase filters.

4. EPR features cause different efficiencies of the
systems under consideration. The efficiency of the
standard system decreases almost twice due to the forced
implementation of the zero filter blanking function and
the correction of the amplitude of the remaining filters
and the “smoothing” of the EPR side lobes, which has
already been noted in the scientific literature. The
maximum possible values of the EPR for a given model
situation, both against the background of receiver noise
and against the background of interference, are achieved
by the MTI system according to variants 1 and 4. The
efficiency of the MTI system according to variant 3 is
between the efficiency of variants 1 and 4.

5. The influence of a mixture of interference of the
“reflection from GC” and “reflection from meteorological
phenomena” types due to the lack of a mechanism for
suppressing the latter leads to a decrease in the SNIR in
proportion to the power of the uncompensated
interference.

6 DISCUSSION

Let us substantiate these results. To do this, let us
analyze the APR and SINR of the MTI systems under
consideration. The block diagram of the MTI system of
variant 1 contains series-connected ACFs of the
interference of “GC” type and a coherent integrator of the
RP burst. As an ACF, a whitening filter (WF) with an
APR of the form

|Kwi (@) =1/5i(9) .

can be used.
It can be determined by the known CM of interference
[27]:
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1
, hyp ==V,
\/\Vl,l

where w; is the first row of CM ¥ =(I)i_l , which is

|Kwe (@) =|hwr -x(¢) (13)

inverse matrix to interference CM ®; , and y;is its first

x(9)
d=2n Fd/Fp , which by analogy with (6) is equal to

element; is the reference vector with phase

X(@) = {in (@f_ps (@) =397 (14)
The integrator APR can be determined as follows:

L P=0Qg
0, ¢ # @

>

|Ker(9)] = 80— gy) = {

which corresponds to the M —dimensional IR with the
form h¢y = {L,1,....1}.

The final APR of the MTI system will have the
following form:

5(9—95)

Vsi (@)

It is easy to show that the powers of the interfering
P; out and useful signals Py, (94) (9) at the output of

|KMTII (<P)| =

the MTI system are equal:

0.5
) 2
Piout = I Si((P)"KMTII((P)‘ do=1,
-0.5
o0 2
. 2 Mo
Ps.out ((Pd.s) = I S ((Pd.s)'|KMTIl ((P)| d(P = 0 ) (15)
o 5i(9q5)

where s;(pq) and s,(pq¢) are the values of the
interference spectrum and signal with phase ¢ .

Therefore, the spectrum (5) at the WF output is
uniform and represents the receiver noise spectrum, which
creates conditions for the MP of the input signal package.
In the MTI system according to variant 1, the maximum
possible value of the SINR (8) is achieved [27]:

MG%
$(Pgs)

V(@) =X (¢)¥x(p) =

The block diagram of the MTI system of variant 3
contains series-connected ACF jammers of the “GC” type
and the integrator of the standard MTI radar system [10]
with the jamming function disabled.

APR of such a system:

‘KMTB((P)‘ = [Kwr (o)

B

Ks(to ) (9)

where |1'<WF ((p)| is the APR of WF (13);

© Atamanskiy D. V., Vasylyshyn V. L., Klymchenko V. Y., Stovba R. L., Prokopenko L. V., 2025

DOI 10.15588/1607-3274-2025-1-1

14

N-1
n=0

Ks(to) ((p)‘ = max {Mo,n }

is the of APR the standard MTI system with the
interference suppression function turned off, and the
values M|, are determined by expression (2)

This correction is obvious, since the interference is
suppressed by an adaptive suppression filter. The DFT of
the standard MTI system is used as an RP integrator with
enabled function of the APR lobe smoothing. This
circumstance reduces the maximum achievable value
SINR of the MTI system’s and compression ratio, as
illustrated by curves 3 in Figs. 4 and 5, respectively.

The block diagram of the MTI system of variant 4
contains the consequently connected the ACF of jammer
of the “GC” type with the corrected DFT of the standard
MTI system (see the formulation of proposal 1 of the
“Problem Statement” section).

APR of this system can be presented as:

|KMTI3((P)| = |KWF (cp)| KD ((p)‘ ,

Where|KWF ((p)| is the APR of WF (13).

Now let’s determine the potentially achievable SINR
at the output of the standard MTI system when processing
the signal from the resolution element against the
background of reflections from the GC and MF (Fig. 6).
This situation occurs when the UAV moves in cloud
formations. The significant decrease in the SINR (curve
3) which is observed in Fig. 6 is due to the non-zero
average velocity of MF. Powerful reflections from the MF
pass through the “unprotected” DFT filters to the output
of the MTI system, increasing the overall level of the
noise component of the SINR.

The absence of a “dip” in the MTI plot at the MF
phase (velocity), which can be observed, for example, in
the classical matched processing, is explained by different
ways of determining the output voltage of the MTI
system. Due to the a priori uncertainty of the MF velocity,
the output voltage is considered to be the maximum
voltage value from the entire set of filters. With MP, the
voltage for determining the SINR is determined at the
output of a specific filter tuned to the phase of the
detected signal. This circumstance allows for a slight
reduction in the influence of interference.

In general, if the MTI system is affected by different
types of interference, appropriate filters must be provided
to suppress each type of interference. For the “MF” type
interference, a digital interleaved autocompensator can be
used as such a filter. The two suppression filters can be
combined into one adaptive suppression filter based on
the CM estimate of the interference.

CONCLUSIONS
1. The processing algorithm of the MTI system with
packet-by-packet sampling of the repetition rate of
sensing pulses is analyzed. It is shown that the MTI
suppressing

implements a non-adaptive filter for
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reflections from the GC and a “semi-coherent” energy
accumulation of the input packet pulses. In general, the
characteristics of such filters are not matched with the
parameters of the PI energy spectrum, and this integration
causes losses in the SINR.

2. It is shown that there are reserves for increasing its
efficiency by improving the existing algorithm of
processing input signals: transition to the classical
construction of the MTI system of the “suppression filter
and integration filter” type. This transition consists in the
inclusion of a special filter to suppress reflections from
the GC and fully coherent processing of the input packet
pulses. The latter is realized by using the standard DFT
only as an integration filter with a slight correction of the
DFT algorithm.

3. A near-optimal algorithm for integrating the energy
of packet pulses is proposed, which uses the current
estimate of the inter-pulse change of the phase ¢, of the

packet pulses reflected from the target. This estimate
¢ ¢ of is used only to determine the phase of the filter

number that is closest to the one in which all the pulses of
the packet should be coherently accumulated.
Subsequently, the phases of the packet pulses are
corrected to the phase value corresponding to the
maximum phase of the selected filter.

4.1t is proposed to algorithmically form suppression
filters from the EFR of the required shapes, which
increases the “window of transparency” in the area of the
first and seventh phase filters. This circumstance leads to
an increase in the detection range and improvement of
UAV coordinate measurement by about 2 times. The
adaptive suppression filter can be replaced by a non-
adaptive filter with a sharp decline in APR.

5. The proposed ways are quite simply realized by the
digital processing used in this MTI system.

The presented research results illustrate the potential
reserves that can be realized if signal processing
algorithms in MTI systems with a burst-to-burst stagger
of the probing pulse repetition rate are modernized. It is
advisable to investigate the effectiveness of the proposed
solutions in the situation of using their estimates instead
of the real values of IR filters, as well as different values

of the coefficients possible in practice & >1 and the

interference suppression (cancellation) factor K # h; .
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PE3EPBHU INII/IBUIIEHUA E@EKTUBHOCTI CUCTEMMU CPILI PJIC 3 IOITAYKOBOIO BOBYJIALIUEIO YACTOTH
MNOBTOPEHHSA 30HAYBAJIbHUX IMITYJIbCIB

Atamanceknii . B. — 1-p TexH. Hayk, npodecop, npodecop XapkiBChbKOro HalioHanbHOro yHiBepcurtery [loBitpsitanx Cui
imeHi IBana Koxeny6a, Xapkis, Ykpaina.

Bacuanums B. 1. — 1-p texu. Hayk, npodecop, HauanbHUK Kadeapu XapKiBCbKOro HalioHajgbHOTro yHiBepcuteTy [ToBiTpsiHUX
Cun imeni IBana Koxeny6a, Xapkis, Ykpaina.

Kinmuenko B. M. — kan. Texn. Hayk JOIEHT IPOBIAHMIT HAYKOBHH CIIBPOOITHHK XapKiBCHKOTO HAIOHATBHOTO YHIBEPCHTETY
[ositpstanx Cun imeni IBana Koxkeny6a, Xapkis, YkpaiHa.

CroB6a P. JI. — Bukmanau XapkiBchkoro HarioHanbHOro yHiBepcurery IlositpsHmx Cumn imeni IBama Koxxemy6a, Xapkis,
VYkpaiHa.

IIpoxonenxko JI. B. — Monomumii HaykoBuii criiBpoOiTHUK XapKiBCHKOTO HaliOHAIBLHOTO yHiBepcuteTy [loBiTpsiHux Cuit iMeHi
IBana Koxxeny6a, XapkiB, Ykpaina

AHOTAULIA

AKTyalIbHicTh. PO3BUTOK 1 yIOCKOHAJCHHS TEXHOJOTiii CTBOPEHHs OE3MIIIOTHUX JITATbHUX amapaTiB Ta iX 3aCTOCYBaHHS Yy
BiIICPKOBHX KOH(IIIKTaX, 30KpeMa y BiliHI B YKpaiHi, CTaBUTh 3aBJaHHS e(peKTUBHOI mpoTuaii iM. Hait0inpIn cknagHuMu minsamMu 1uist
PazmioNOKaifHOTO BUSBICHHS € MaJIOPO3MipHI, MANOIIBUAKICHI Mami O0e3mitoTHI JiTanbHi anapatd (BIIJIA) , mo netars Ha Manux
BrcoTax. ToMy NOIIyk epeKTHBHHUX CIOCO0IB BUSBIECHHS, CyNIpOBOUKEHHS Ta inenTudikamii BIIJIA 3 BUKOpHUCTaHHM SIK iCHYIOYHX,
TaK i HOBHX NEPCHEKTUBHUX 3aC00IB € aKTyaJbHHM 3aBJaHHIM HAYKOBHX JOCITI/KCHb.

Merta. [IpoananizyBatu anroput™ poboTtu cucteMu cenekuii pyxomux minei (CPL[) Ha npucTpoi AUCKPETHOTO MEpeTBOPEHHS
®yp’e B panmionokauiitnux cranuisx (PJIC) i3 no — maykoBolo BOOYIILI€I0 YacTOTH IMOBTOPEHHS 30HAYBAJTBHHMX IMIYJBCIB i
3anponoHyBatu MoaepHizauito cucremu CPL] s miaBuinenHs epexkruBHocTi BusiBiaeHHs BITJIA Ha Ti1i MaCHMBHHX 3aBajl.

Metoa. EdexTrBHICTS METOIB BU3HAYAETHCS €KCIEPUMEHTAIBHO 33 Pe3yJbTaTaMH IMITalifHOTO MOJENIOBAHHS Ta iXHBOTO
MIOPIBHSHHS 3 BIIOMHUMH Pe3yJIbTaTaMH, BUKJIAJICHIMH Y BiIKPHTiH JiTepartypi.

PesyabTaTtu. Ilokazano, mo B cuctemi CPL] 3 mo — maukoBoi BOOYJIAIMI€I0 YaCTOTH TOBTOPEHHS 30HIYBAaJbHUX IMITYJIBbCIB
peanizyeTbcsl HEaNaUTUBHUH (QIIBTP NPUAYIICHHS BiJI3epKAJICHb BiJ MICIEBUX IPEIMETIB 1 HEKOTEPEHTHE HAKOIMYCHHS SHeprii
IMITyJIbCIB TTAYOK ~ IMIyJNBCIB  BXiHOTO  makera. Bkasani oOcraBHHM  OOyMOBIIOIOTH  BTPaTH y  BiJHONICHHI
curHai/( 3aBaza + BHyTpimHii mym ). OGrpyHTOBaHO mpono3uwii migsuieHHs edextuBHocTi cucteMi CPL] 3a paxyHok mepexony
no mobynosu cuctemu CPLl 3a cTpykTyporo «diabTp mnpuaymieHHsS + GiIbTp HaKONWYeHHs». BOHM MOIraroTh y BKIIIOYEHHI
crewiagpHOro (inbTpa HPHAYIICHHs Bifa3epkaieHb Bia micueBux mpeameriB (MII) i moBHICTIO KOrepeHTHY OOpOOKy iMITyJIbCiB
BXiZiHOro nakera. OCTaHHE peai3yeThcsi BAKOPUCTAHHAM LITATHOTO AUCKpeTHOro neperBopeHHs dyp’e (AID) nume sk ¢inbrpa —
HAKOMU4YyBaya 3 HE3HAYHOIO Kopekuiero anropurmy pobotu JAIID. 3ampomoHOBaHO alropuTM HAKOMHYEHHS CHEPTii IMITyJbCiB

TIAKeTa, IO BUKOPUCTOBYE MOTOYHY OLIHKY MDKIMITyJIbCHOTO Haliry ¢asu @ iMmynbciB naketa, BinOutux Bin uini. Ilokasawo,

L0 TaKUil AITOPUTM HAKOMUYEHHs OIM3bKHI 10 ONTUMaNbHOro. [IpoanaiizoBaHo e(eKTHBHICTh BKa3aHHUX MPOIO3UIIIi 3a KpUTEpieM
JOCSDKHOTO BiJHOIICHHSI CHTHAI/(3aBaja+tBHYTPIIIHIA mrym) i KoedilieHTa CTHCKY 30HH BusiBieHHs. [lokasaHo, 1m0 1x peasizaiis
MOTEHIIaTbHO TPUBOAMTE 10 30UIBLICHHS NalbHOCTI BHSABICHHS 1 MOKpalieHHs BuMipy xoopamHat BITJIA mpubnmsao B 2 pasm.
3anponoHOBaHi NUISXU TOBOJII TIPOCTO Pealli3y0ThCs NU(PPOBOIO 0OPOOKOIO, 0 BUKOPHCTOBY€EThCA B AaHii cuctemi CPLI.

Bucnosku. [IpoBeneHi qOCIi/KEHHSI € PO3BUTKOM iCHYI04Oi Teopil # TEXHIKH paJioIOKAIIfHOrO BUSBICHHS 1 PO3IIi3HABAHHS
NOBITpsiHUX winei. HaykoBa HOBH3HA OTPHMAHHX PE3yJIbTaTiB MOJAra€ B TOMY, IO HAOyJM MOJAJBLIOrO PO3BUTKY AITOPUTMH
MiknepionHoi 00poOku curHaniB B PJIC 3 no — naukoBoro BOOYJISILIEI0 YaCTHTH HMOBTOPEHHS 30HIYBAJbHUX IMILYJBCIB, a came
HAKOITMYCHHS MaKEeTy iMITyJbCiB 3a paxyHOK Kopekuii anroputmy turataoro JI1®. IpakTtudHa WiHHICTH JOCHI/KCHBb MOJISTae B
TOMy, 1[0 peaji3alis 3ampolOHOBAaHMX MPOMO3HLIi 3abe3neuye mpuOIM3HO B ABivi OUIbLIy €(EKTUBHICTH BHUSIBICHHS CHTHAINY,
BiZIOMTOTO Bif I(iJIi, Y MTOPIBHSAHHI 3 IITATHUM IPUCTPOEM OOPOOKH.

KJIFOYOBI CJIOBA: OesminotHuii mitaneuuit anapar, PJIC BusBnenns BIIJIA, TexHiuHi BUMOTH, QUIBTp NPHIYLICHHS,
onTuMalibHa 00poOKa, MACHBHI 3aBaIH.
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ABSTRACT

Context. Signals with long duration frequency modulation are widely used in radar, which allows increasing the radiated energy
without degrading the range resolution and with peak power limitations. Increasing the product of the spectrum width by the radio
pulse duration causes the passive interference zone to stretch out from the range, which leads to an interference with a more uniform
intensity distribution in space and reduces the potential signal detection capabilities. Real passive obstacles have a non-stationary
power distribution in space elements, so the signal reflected from the target can be detected in the gaps of passive obstacles or in
areas with a lower level of them, provided that it is assessed (mapping of obstacles) and the detection threshold is adaptively set by
space elements. Therefore, it is relevant to conduct research to assess the quality of detection of signals reflected from airborne tar-
gets depending on the level of non-stationarity of the interference background.

Objective. The aim of this work is to develop a methodology for assessing the influence of the level of the side lobes of signal
correlation functions on the quality indicators of their detection in the presence of a non-stationary interference background of differ-
ent intensity.

Method. The quality indicators of detection of frequency-modulated signals were studied. The problem of assessing the influ-
ence of the level of the lateral lobes of the correlation function on the quality indicators of signal detection against a non-stationary
passive interference was solved by determining the parameters of the generalised gamma power distribution of such an interference,
depending on the shape of the autocorrelation function of the signal.

Results. It is determined that for a high level of non-stationarity of the initial interference process for all signal models, the po-
tential gain is almost the same and has a maximum value. In the case of reducing the level of non-stationarity of this process, the gain
decreases. The traditional linear-frequency modulated signal gives a slightly worse result compared to nonlinear-frequency modu-
lated signals. For all the studied frequency modulation laws, the gain is more noticeable when the requirements for signal detection
quality are reduced.

Conclusions. A methodology for estimating the quality indicators of detecting echo signals on an interfering background with
varying degrees of non-stationarity is developed. To improve the energy performance of detecting small-sized airborne objects
against the background of non-stationary passive interference, it is advisable to use signals with nonlinear frequency modulation and
reduce the probability of correct target detection.

KEYWORDS: detection of radar signals, nonlinear frequency modulation; side lobe level, non-stationary interference back-
ground.

ABBREVIATIONS NOMENCLATURE
ACF is an autocorrelation function; Us is a total complex amplitude of oscillations of a
CF is a consistent filter;
FMR is a frequency modulation rate;
IPM is an intra-pulse modulation;

LFM is a linear frequency modulation; :
LO is a local object; Uy is a complex amplitude of oscillations of station-

random process, V;
At is a sampling interval, s;
i, s is a range discrete number (space element);

ML is a main lobe; ary noise, V;
MMis a matherpahcal model; Cy 2 isa power of oscillations of stationary noise,
MSLL is a maximum side lobe level;

NLFM is a nonlinear frequency modulation; dB; .

NPIis a nonstationary passive interference; Up] isa complex amphtude of vibration of the PI, V,
PI is a passive interference;

2 . a1 - . .
; . . . c ;~ 1s a power of oscillations of the PP in the i-
Radar is a radar station (Radio Detection and Rang- PI i P

ing); th element of space, dB;
SL is a side lobe; Uy is a complex amplitude of oscillations of the use-
SLL is a side lobe level. ful signal, V;
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Gg 2 isa power of oscillations of the useful signal,
Db;

& is a weighting sum, V;

U is a voltage amplitude at the output of the CF, V;

D is a probability of correct target detection;

F is a likelihood of a false alarm;

&p 1s a target detection threshold level, V;

Wx.pr.s (U ) is a density of distribution of the addi-
tive mixture of noise, PI and signal;

Wy pr(U) is a distribution density of the additive
mixture of noise and PI;

Wp (U / l) is a conditional density of PI distribution;

A is a vector of unknown parameters of the PI;

W pr (U ) is an unconditional probability density of

the PI;

p(X) is a density of the distribution of the vector of
unknown parameters of the PI;

D(¢*/)) is a partial (fixed) indicator of target detection
quality;

q2 is a target detection parameter, dB;

wle?)isa generalized power distribution law of the
PI;

o, ¢ are parameters of the power distribution form
the PI;

B is a power distribution scale parameter of the PI;

D(Zz) is an average quality of target detection;

G(z) is a gamma function;
() is a statistical averaging operation;
my is an average value of the PI power (first initial

moment of distribution), v

A is an average power fluctuation range of the PI rela-
tive to the average value, dB;

m, is a second initial moment of distribution, V*;

k is a procedure of the law on power distribution of the
PI;

q,-2 is a parameter of target detection in the i-th ele-

ment of space, dB;
&; is a modular value of the weight sum in the i-t/

element of the space, V;
Ay 1s an initial range of PI power fluctuations relative
to the average value, dB.

INTRODUCTION

Attempts by manufacturers of modern radars to im-
prove the characteristics of target detection and tracking
in difficult signal and interference conditions while ex-
panding the range of tasks they perform have led to the
use of active digital antenna arrays [1-5]. The required
values of mass, dimensions, reliability indicators of such
systems and their functional flexibility can be achieved by
using solid-state transmitting devices [1, 4, 5].
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This technology has a significant disadvantage,
namely, the limitation of the peak power of the sensing
signals, which makes it difficult to achieve the required
value of the maximum detection range. In order to over-
come this drawback, the duration of signals is increased to
ensure the required range of the radar, which in turn leads
to an undesirable deterioration in range resolution. To
overcome this contradiction, various types of IPM are
used, usually linear, nonlinear frequency modulation and
phase manipulation [6-8].

An analysis of the technical characteristics of radars
available on the market and used by end users for airspace
reconnaissance shows that they are all built on the above
principle, with the actual differences being in the types of
sensing signals used [7, 8].

A mandatory stage of processing complex sensing
signals in the radar receiver is their compression into CF,
which maximizes the signal-to-noise ratio and provides
the required range resolution, which is determined by the
width of the main peak of the filter response. The time-
dependence of the CF response intensity is determined by
its ACF, which, in addition to the ML, has SLs that can be
quite long in time. In the case of detecting such com-
pressed signals against the background of intrinsic noise,
the influence of their SLs can be neglected. A different
situation is observed when detecting such signals in
ground surveillance radars, which almost always conduct
airspace reconnaissance against the background of the
SLs caused by the reflection of sounding signals from the
earth’s surface [9].

In the case of powerful Pls, the absolute level of the
ACF SL will be significant. This leads to a stretching of
the area of the PI, i.e., to the appearance of Pls in arecas
previously free of them, the overall level of non-
stationarity of the interference background decreases. The
targets previously observed in the interference gaps will
be masked by the resulting background of the SL of com-
pressed signals reflected from the PI from other areas of
the range. In addition, when superimposing the SL of
compressed signals reflected from long-range PlIs that
occupy several range discrete points, their level can reach
significant values. This, in addition to an increase in the
overall level of the interfering background, leads to the
possibility of a multimode spectrum if reflections from
different sources have different Doppler frequency shifts
[6, 9].

Complex signals with NLFM have been widely used,
and various authors have proposed a number of MMs of
such signals with a reduced SL level of their ACF for
practical application [10-33]. It seems expedient to evalu-
ate the effect of the SL level of ACF on the quality indica-
tors of signal detection against the background of non-
stationary power Pls.

The object of study is the process of detecting NLFM
signals in the background of the NPIL.

The subject of study is the quality indicators for de-
tecting NLFM signals on the background of NPI.
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The purpose of the work is to development of a
methodology for assessing the influence of the SLs of the
ACF of complex signals on the quality indicators of their
detection in the presence of a non-stationary background.

1 PROBLEM STATEMENT
We assume that a random process Us is input to the

receiver sequentially in time. Then the process is sampled
in time with an interval A¢. From the absolute value of
time ¢=i-Ar, we proceed to indexing by the reference
number 7 (the number of the range discrete).

We assume that the process in each i-th range discrete
is the sum of independent normally distributed oscilla-

tions of the intrinsic stationary noise UN with power

2o, passive interference Up; with known

CN

power G p; ,iz , and possibly a useful signal Ug with

powercss2
UZ:UN+UP]+US'

We also assume that the random samples of the proc-
esses have a Rayleigh distribution of amplitude and a uni-
form distribution of the initial phase. Such a model corre-
sponds to a signal reflected from a large number of ran-
domly located, independently reflecting, equivalent shiny
points and is appropriate for most practical situations.

The optimal detection algorithm is reduced to calculat-
ing the likelihood ratio or its logarithm [5, 7], which are
monotonically increasing functions and describe the de-
pendence of the likelihood ratio on the modular value of
the normalized weighting sum &. Taking this into ac-
count, the optimal detection algorithm can be imple-
mented by comparing the modular value of the weighting
sum & with its threshold. Under the accepted conditions,
the weighting operation can be performed by an optimal
filter, and the value of the modular value of the weighting
sum & is found as the amplitude of the voltage U at the
filter output, which is subject to comparison with the
threshold.

The conditional probability of correct detection D and
false alarm F are most often used as indicators of detec-
tion quality. The detection characteristics D and F' can be
calculated as follows [5, 7]:

F= j U- exp(——)dU—exp( gg (1)
&o

where the threshold level comes from
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The conditional probability of correct detection is de-
scribed by the expression:

D= [WypsOHU = [IU)- Wy p (KU . (2

o €o

Under real conditions, the distribution of the power of
the PI by space elements is arbitrary and the value of their

2. . .
power G p; ;° is an unknown parameter with a certain

distribution law.

Under such a priori uncertainty in the probability
characteristics of signals and interference, the probability
density of, for example, interference will be described by
the conditional distribution density Wp; (U /%). Such a
problem belongs to the class of problems with parametric
a priori uncertainty [34]. The general approach to solving
such problems [35] is to use the full probability formula
to move from the conditional probability density

W (U /)
W pr (U)

to the unconditional probability density

Wi U)= I WelU1) . (©)

The a priori uncertainty is associated with signal de-
tection in different elements of space, where the parame-
ters of the interference background may be different.

The combination of solutions (1), (2) in any discrimi-
nation elements with similar interference statistics allows
obtaining, in fact, partial (fixed) quality indicators
D(¢*/\), where q2 determines the sig-
nal/interference+noise ratio. Moving to the average indi-
cators D(g°) (similar to (3)), we obtain:

nla?)- ID( /i) 0 )

similarly, the detection threshold should be found from
equation.

F=[FQ\)- p(\)an..
()

If we set the distribution density to p(), the solution

of a statistical problem under a priori uncertainty is re-
duced to solving it under known a priori conditions.

When choosing the type of distribution density of pa-
rameter A , restrictions are imposed that are determined
by the physical content and nature of the process, which
narrows the range of acceptable distributions. Such re-
strictions may include, for example, the permissible range
of parameter change, its mean value, variance, etc.
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To move from the partial (conditional) to the average
value of the probability of correct detection D, it is neces-
sary to determine the distribution law that describes the

statistical characteristics of the fixed parameter o p; l-2 .

The generalized gamma distribution is used as the law of
PI power distribution [35-39].

Further, we will take into account that in the case of a
complex signal with IPM, the dependence of the CF re-
sponse intensity will be determined by its ACF. The sig-
nal at each point in space will be an overlay of CF re-
sponses from neighboring range discrete samples, the
number of components will be determined by the duration
of the ACF signal, and their intensity — by the correspond-
ing SL level. Obviously, the lower the SL level of the
ACF, the less influence they have in the overall process,
which in turn leads to a lower degree of reduction of the
non-stationarity of the interference background and, ac-
cordingly, to better conditions for detecting signals re-
flected from targets against its background.

We will assume that the initial distribution of the PI
intensity over the elements of space is determined by a
gamma distribution with certain parameters, and in the
case of superposition of SL reflections from different ar-
eas, taking into account the properties of the gamma func-
tion family, the total PI intensity distribution will also
have a gamma distribution, but with different parameters.

Thus, the problem of assessing the effect of the SL of
the ACF on the quality of signal detection against the
background of the NPI can be solved by determining the
parameters of the generalized gamma distribution of the
PI power depending on the ACF signal shape and then
averaging the partial detection rates in individual detec-
tion elements according to the law of PI intensity distribu-
tion, the parameters of which correspond to the selected
IPM.

2 REVIEW OF THE LITERATURE

In [40], it is noted that radars that use compression
methods for complex signals face the need to resolve con-
flicting requirements for pulse duration. Signals of short
duration have good resolution, and long pulses are prefer-
able in terms of ensuring maximum detection range. It is
noted that when the pulse is compressed, unwanted SLs
are present in the CF response, and their combined effect
leads to inaccurate operation of detection systems. The
authors of [41, 42] also point out that the use of complex
signals avoids the problem of peak power limitation, but
the presence of SLs in the CF output leads to the effect of
masking weak signals, and it is noted that this effect can
be quite significant and needs to be taken into account. To
overcome this, algorithms for stabilizing the level of false
alarms are proposed. A similar effect of SL masking weak
targets by the total background of the PI of the com-
pressed signal in the presence of powerful reflections
from the PI is noted in [43]. To prevent this, methods of
reducing the SLL of the compressed signal are proposed,
which are based on the time analysis of the received sig-
nal and are implemented by selectively weighting the
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signal samples. In [44], it is proposed to use the median
filtering procedure for this purpose. The common feature
of the reviewed works is that the authors did not study the
influence of the shape and SLL of the ACF signals on the
detection quality indicators and do not provide their nu-
merical values.

Papers [35-39] consider the family of generalized
gamma distributions and show that the generalized
gamma distribution is a continuous probability distribu-
tion with three parameters. It is a generalization of the
two-parameter gamma distribution and is used for para-
metric approximation of data sets, including approxima-
tion of experimental signal power distributions.

The authors of [10-33] proposed a number of IPN
laws that allow obtaining a low SLL of the ACF, so it is
advisable to develop a method for assessing the degree of
influence of the shape and SLL of the ACF on the quality
indicators of signal detection against the background of
the NPL

3 MATERIALS AND METHODS

Let us consider the peculiarities of using the general-
ised power distribution law for the statistical description
of the characteristics of the PI.

If it is desirable to use the experimental intensity dis-
tributions of passive interference o PUZ in the input
model, it is convenient to use the generalized power dis-
tribution law proposed for the first time in [36] (for sim-

plicity, op ;2 = ? is assumed):

o ‘ 2 ﬁ_l
W(62)=C Bl -exp(—Bc'(O'z)C),
12
c
provided that >0, ¢>0, $>0.
This distribution generalizes a number of single-mode
probabilistic models of radar reflectivity density distribu-
tion: log-normal, Weibull, K-distribution, exponential,

Hoyt, Nakagami, Rayleigh, Rice, Beckman, uniform.
In practical applications, the power distribution of a

®)

power PI in space o p; 1-2 is often characterized by two

parameters: the average power value my :<c Pl,i2> and

the relative value A, which characterizes the average
range of power fluctuations relative to the average value
my.

J<(<>j> Amem?©

m m

A=

Usually, the value of m, referred to the intrinsic noise
level, and the value A (6) are expressed in decibels.
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For practical use, we will write the gamma density (5)
in terms of the parameters m; and A . The formula for the
initial moment of the k-th order of the distribution (5) is
as follows [35, 36]:

=) o

In the case of k=1, this relation is converted into an
expression for the mean power of a non-stationary ran-

dom process <GP,’,-2> =my.

To approximate the experimental distributions of radar
reflections power (selection of appropriate values of pa-
rameters Q, ¢, B), the corresponding moments are

equated, but in practice it is convenient to use the intro-
duced values of m; and A, which is essentially equivalent
to using the first two initial moments.

The probability distribution density (5) is a function of
three parameters, and the number of moments to be com-
pared is two, one parameter of the distribution law can be
fixed: c=1.

In this case, the density (5) will be transformed into
the density of the gamma distribution [35]:

a (2p1
wlo?)= P07 explp-o?). ®)
(G ) G(a) exp( B-o )
For the practical use of such a probabilistic model of

fluctuations in the power of the PP, we define the parame-
ters of the distribution density (8) o and [ through the

parameters m; and 3 (6).

Based on (7), taking into account that
G(o+1)=a-G(a), we obtain:
G (oc + 1) o
m=—7-==—,
B-Gla) B
\my —mp \/mz Glo+2)-Gla) 1
NP S P S Y ok ok e N R
my my Glo+1)? Ja
Invisible parameters o and B :
a =A_2,
1
p=—=—.

Finally, we write the density of the distribution (8) in
the form (for simplicity, the index at m; is omitted since

my—>m):
-

2
(m . )A—z p (A_2)~ exp(_ mG A J )

W((52 ,m, A)=
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The use of this law as a probabilistic model allows for
a wide range of fluctuations in the power of PI A while
maintaining its average value m.

Let’s estimate the effect of the level of obstacle non-
stationarity on the quality of useful signal detection.

To simplify the calculations (by fixing the false alarm
level F) under the influence of a non-stationary interfer-
ence background, it is advisable to use the modular value
of the weighting sum §; as a sufficient statistic. It is

known that in this case, the response in the absence of a
useful signal and Gaussian interference has a Rayleigh
distribution with unit variance ¢ p; ’iz

Assuming that each i-th element of the space has its
own modular value of the weighting sum ¢&;, for a signal

with a random amplitude distributed according to
Rayleigh’s law and a uniformly distributed initial phase,
we have [5, 7]:

1

i (10)
Dl' :F 2 5

and g l~2 defines the signal/interference+noise ratio in the

i-th element of space. For the specified conditions, the
detection parameter is equal to [5, 7]:

052
(11

2 2
ON +Opy

In another similar (s-th) element of space, the detec-
tion parameter qs2 will differ only by a different, but
known for this element, intensity value o p; SZ

To move from the partial (conditional) to the average
value of the probability of correct detection D, it is neces-
sary to set the distribution laws that describe the statistical

characteristics of parameter o p; ,»2

As a probabilistic model of PI power fluctuations, we
use the generalized gamma power distribution (5), (8),
(9). Then, the average value of the probability of correct
detection, taking into account (5), (9), (10) and (11), is
written as follows:

2

c

-1
o |1+ 3 2]

D= IF[ Oy tOpy; 'W(GPI’[Z,WI, A)dGPI ,[2- (12)
0

G,

Expression (12) makes it possible to estimate the effi-
ciency of detecting a useful echo signal under different
variants of input influences. By varying the value of A at
a fixed level of the average power of the PI m, it is possi-
ble to obtain detection quality indicators corresponding to
different degrees of non-stationarity of the interfering

OPEN a ACCESS




p-ISSN 1607-3274 Pagioenexkrponika, inpopmatuka, ynpasminss. 2025. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

background. For A — -« , we obtain the detection qual-
ity indicators corresponding to a stationary interference
background.

4 EXPERIMENTS

Let us evaluate the effect of the SL of the ACF on the
quality of echo detection against the background of the
NPI in terms of reducing the relative level of fluctuations
A (6) of their intensity distribution in space.

In Figure 1, the solid line shows the energy relief of
the PI by range, and the dashed line shows the result of
modelling the response of the signal compression filter
with an LFM, the first SLs of the ACF which are —13 dB
relative to the level of the ML, and the duration is 120
range samples. To preserve the energy relations, the proc-
esses are normalized in such a way as to ensure the equal-
ity of the average value of the PI intensity.

o% dB
1 2 3
30 N r= 4 [ ~ [, ~
2
1
-
b Seae N ~a
200 300 400 500

Time sample number

Figure 1 — Passive interference intensity distribution by range
sweep

The abscissa axis is the number of range samples, and
the ordinate axis is the signal intensity, referred to the
intrinsic noise level in decibels. For simplicity, it is as-
sumed that the intensity of the reflections from the LO is
the same and is 30 dB (solid line in Figure 1). Figure 1
shows the situational marks 1, 2, 3, which will be dis-
cussed further.

Situation 1 corresponds to the presence of a separately
located point reflection from the LO, when the distance to
the next area occupied by the PI exceeds the duration of
the probing signal. Situations 2, 3 correspond to the pres-
ence of closely spaced areas of the PI when the distance
between them is less than the duration of the probing sig-
nal.

When observing a weak target echo, the absolute
value of the compressed signal SLL will be lower than the
level of the receiver’s own noise, but in the case of pow-
erful reflections from the PI, this level will be significant.
For example, for the selected case, when the Pl with a
power of 30 dB is affected, the absolute value of the SLL
will be 15...17 dB relative to the level of the receiving
path’s own noise. This leads to the stretching of the area
of the PI action, i.e., to the appearance of Pls in areas pre-
viously free of them, in addition, when the SL superim-
poses compressed signals reflected from long-range Pls
occupying several range discrete values, their level can
reach significant values (situation 1, 2, 3 areas to the left
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and right of the PI location). Situation 2 differs from
Situation 1 in that the SLs of compressed signals from
different areas occupied by the PI overlap, which leads to
an increase in the overall level of interference background
in previously free areas and the possibility of a multimode
spectrum if reflections from different sources have differ-
ent Doppler frequency shifts. Situation 3 corresponds to
the case of the end of the range of the PI, we see that the
area occupied by the PI is extended to the duration of the
sensing signal, the additional increase is 120 range dis-
crete.

Figure 1 is for illustrative purposes only and confirms
that the signal at each point in space will be an overlay of
CF responses from neighboring range discrete samples,
the number of components will be determined by the du-
ration of the ACF signal, and their intensity will be de-
termined by the corresponding SL level. Obviously, the
lower the level of the SL of the ACF, the less influence
they have in the overall process, which in turn leads to a
lower degree of reduction of the interference background
non-stationarity and, accordingly, better conditions for
detecting echo signals against it.

Next, let’s consider the quality indicators of echo de-
tection for three models of signals with IPM.

We will consider the MM of the NLFM signals intro-
duced in [10-13], consisting of two and three LFM frag-
ments, which compensate for jumps in instantaneous fre-
quency and phase that occur at the moments of change in
the FMR when moving from one signal fragment to an-
other. The use of these models ensures the disappearance
of the distortion of the shape of their spectra, which leads
to a decrease in the MSLL of their ACF. To compare the
results, we will use a classical LFM signal of the same
duration.

We will evaluate the impact of the SLL of the ACF of
the selected signal models by simulation. We will use a
test implementation of the NPI intensity distribution by
range elements with known parameters m and A. The out-
put sequence will be determined by summing the CF re-
sponses from the corresponding range discrete elements.
The CF response will be determined by the intensity of
the signal and its ACF value at certain moments of time;
for ease of use, the ACF characteristics of the signals to
be compared are given in Table 1.

Table 1 shows the values of the MSLL and the decay
rate of the SLL of their ACFs of two- and three-fragment
NLFM signals (models 1 and 2, respectively) and the
classical LFM signal (model 3). The values of the relative
level of fluctuations A at the output of the CF of the cor-
responding type of signal for three variants of the value of
the relative level of fluctuations of the initial process A,;
are presented. The average power of the processes is the
same m=10 dB. Thus, it is possible to estimate the reduc-
tion of the degree of non-stationarity of the initial process
and the potential losses from this. The signals of all mod-
els have the same duration.

The ACF signals from Table 1 are shown in Figures 2,

3,4.
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Figure 2 — ACF of a two-fragment NLCM signal
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with different levels of non-stationarity according to (9), ) background instability level A

(12) for the signals of the selected models (Table 1) are
shown in Figures 5 a,b,c as a function of the conditional
probability of correct detection on the signal intensity.
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The corresponding model numbers are shown in the
figures and correspond to the numbering in Table 1. The
curves are plotted for the case of average interference
power m=10 dB and conditional false alarm probability
F=10"°. For comparison, two extreme cases are presented
— no interference and the presence of a stationary interfer-
ence with an intensity of 10 dB. Model No. 3 corresponds
to the use of a traditional LFM signal.

6 DISCUSSION

The analysis of the figures shows that a higher level of
non-stationarity of the initial process corresponds to a
greater gain in the signal/interference+noise ratio that can
potentially be obtained. In Figure 5a, the level of non-
stationarity of the initial process is Ay, = 10 dB, for all
signal models (curves 1, 2, 3), the potential gain is almost
the same and amounts to 9 dB. This can be explained by
the fact that with such a significant level of non-
stationarity, virtually all the interference power is concen-
trated in a few range areas, while other areas are free from
its influence. Under these conditions, the shape of the
ACF and its MSLL does not play a major role, in fact, it
is a matter of detecting point targets against the back-
ground of their own noise. The difference in the curves is
no more than 0.3 dB.

With a decrease in the level of non-stationarity of the
initial process, the influence of the ACF shape and its
MSLL becomes more significant. This can be explained
by the fact that the areas occupied by the PIs begin to
occur more frequently, and the effect of the overlapping
of the SL responses from different range areas becomes
more significant. For the curves corresponding to models
1 and 2, the gain is 5-6 dB for the case of Ay, =5 dB and
2-3 dB for Alnit = 3 dB. The decrease in gain for a lower
level of background non-stationarity is explained by its
approach to the stationary one.

It should be noted that the traditional LFM yields a
worse result by 0.5-0.7 dB compared to two- and three-
fragment NLFM signals in terms of providing a potential
energy gain when detecting targets against a non-
stationary interference background. This is as it should be,
given the higher integral SL level of its ACF.

For all cases, the gain is more noticeable with low re-
quirements for signal detection quality (D<0.5) and can
be 6-7 dB.

CONCLUSIONS

The paper investigates the quality indicators of detec-
tion of FM radar signals against the background of NPI
formed by time-superimposed CF responses caused by the
SLs of the ACF of these signals.

The scientific novelty lies in the development of a
methodology for assessing the quality of detection of echo
signals against an interfering background with varying
degrees of non-stationarity, the essence of which, unlike
the known ones, is to determine the parameters of the
generalized gamma distribution of the power of the NPI
depending on the shape of the ACF signal. For this pur-
pose, we use the averaging of partial detection rates in

© Hryzo A. A., Kostyria O. O., Fedorov A. V., Lukianchykov A. A., Biernik Ye. V., 2025

DOI 10.15588/1607-3274-2025-1-2

individual detection elements according to the law of the
intensity distribution of the PP and taking into account the
parameters of the law of the FM signals. This technique is
applied to the study of two- and three-fragment NLFM
signals and a signal with LFM.

The practical significance of The conclusion of the
obtained results is the possibility of using the proposed
methodology for assessing the quality indicators of de-
tecting echo signals on an interference background with
varying degrees of non-stationarity for comparative
analysis of NLFM signals with different FM laws. The
results obtained allow us to conclude that in order to im-
prove the energy performance of detecting small-sized
targets, it is advisable to reduce the probability of correct
target detection below the value of 0.5.

Prospects for further research it is planned to study
the previously developed MMs of two- and three-
fragment NLFM signals for the expediency of their appli-
cation in various radar models to optimise their operating
modes.
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OIIHKA SIKOCTI BUSIBJIEHHSA PAJIIOJOKAIIITHOTO CUTHAJY 3 HEJITHIMHOKO YACTOTHOIO
MOAYJIALIEIO 3A HAABHOCTI HECTAIIIOHAPHOI'O HEPEINIKOJOBOI'O ®OHY

I'pu3so A. A. — xaHI. TeXH. HayK, OOIeHT, HadanpbHUK HJIJI XapkiBchkoro HamioHanbpHOTO yHiBepcuTeTy [loBiTpsaux Cun imeHi
IBana Koxeny6a, Xapkis, Ykpaina.

Koctups O. O. — 1-p TexH. HayK, CTapIIHii HAyKOBHUH CIiBPOOITHHUK, NPOBITHAIN HayKOBHUH CIiBPOOITHUK XapKiBCHKOTO HAIiO-
HanbHOTO yHiBepcutety [ToBiTpsuux Cui imeni IBana Koxeny6a, Xapkis, Ykpaina.

®enopos A. B. — 1-p dinoc., HaykoBui criBpoOiTHHK XapKiBCHKOTo HallioHaJIbpHOTO yHiBepcuTeTy [loBitpsiHux Cui iMeHi IBana
Koxxeny6a, XapkiB, Ykpaina.

Jlyk’ssHumKkoB A. A. — crapiuunii HayKoBHi CIiBpoOiTHHK XapKiBChbKOro HallioHansHOro yHiBepcuteTy IloBitpsiHnx Cun iMeni
IBana Koxemy0a, Xapkis, YkpaiHa.

BepHik €. B. — an’toHkT XapKiBChKOTo HallioHANBHOTO yHiBepcuteTy [loBiTpsanx Cun imeni IBana Koxxemy0a, XapkiB, Ykpai-
Ha.

AHOTANISL

AxTyanbHicTh. B pagionokarii mmpoke 3acTOCyBaHHs 3HAHMIIM CHUTHAIN 3 YaCTOTHOI MOJIYJILIEI0 BEIMKOI TPHBAIOCTI, 110
J103BOJIsI€ O€3 MOTIpIICHHS PO3AIIBHOI 3AaTHOCTI 32 IalbHICTIO 30UIBIINTH BHIPOMIHIOBAaHY €HEPrilo MpH OOMEXEHHSIX Ha MiKOBY
MOTYKHICTh. 301IbLICHHST JOOYTKY IIUPHHHU CIIEKTPY HA TPUBAJICTh PaAiOiMITyJIbCy BHUKIMKAE PO3TATYBAHHS 30HH IMACHBHHX Hepe-
LIKOJ 3 TAIBHOCTI, IO MPU3BOAUTH A0 MOSBHU MEPEIIKOAN 3 OLTBII PIBHOMIPHUM PO3NOAIIOM IHTEHCUBHOCTI Y MPOCTOPi Ta 3HIKYE
MOTEHIIHHI MOYIJIMBOCTI 3 BUSIBJICHHSI CUTHAITy. PeainbHi MacuBHI MEPENIKOAN MalOTh HECTAI[IOHAPHUN PO3IMOLI MOTYKHOCTI B eJe-
MEHTaX HPOCTOPY, 32 TAKMX YMOB BiIOMTHIl BiJ LiJi CHrHAJI MOJKHA BUSBIISITH Y PO3pHBax IIaCHBHUX HEPEIIKO/ abo Ha IiISHKaxX 3
MEHIIKM iX piBHEM 3a yMOBH HOr0 OL[iHIOBAaHHS (BEICHHS KapTH IEPEUIKOJ) Ta aJalTHBHOIO BCTAHOBICHHS [IOPOTY BHSBIICHHS 34
eJIEMEHTaMH MPOCTOpy. TOMy € aKkTyalbHHUM MPOBEICHHS JOCHIKEHb 3 OI[IHKH SKOCTI BUSBJICHHS BIIOUTHX Bij MOBITPSHUX IiICH
CHUTHAJIIB Y 3aJIC)KHOCTI BiJl piBHSI HECTAI[IOHAPHOCTI IEPEIIKOI0BOTO (OHY.

Merto1o po6oTH € po3podKka METOJUKHU AJIsl OLIHKH BIUTUBY PiBHS OiYHUX METIOCTOK (YHKIIH KOPENSLil CUrHAJIB HA MOKa3HUKH
SIKOCTI X BUSIBJICHHSI TIPH HAasSBHOCTI HECTALliOHAPHOTO MEPEIIKO0BOr0 (HOHY pi3HOT IHTEHCUBHOCTI.

Merton. JlocmimkyBanics TOKa3HIKH SKOCTi BHABJICHHS YaCTOTHO-MOAYJIFOBAHMX CHUTHAINIB. 3a/lady OLIHKU BIUIMBY PiBHS 0i4-
HUX TETIOCTOK (DYHKIIT KOpemsmii Ha TOKa3HUKH SKOCTI BHABJICHHS CUTHAIIIB Ha ()OHI HECTAI[lOHAPHOI MaCHUBHOI MEPEIIKOIN BHPi-
IICHO LUISXOM BH3HAYCHHS IapaMeTpiB y3arajJbHEHOTO raMa-po3MoJily IOTYXKHOCTI Takol MEpelIKOAN B 3aJIeKHOCTI Bix dhopmu
aBTOKOpeIAiiHOT (QyHKIIT CHTHAITY.

Pe3yabTaTn. BuzHaueHo, 110 U1l BUCOKOTO PiBHSI HECTAI[IOHAPHOCTI ITOYAaTKOBOTO IIEPEIIKOJOBOTO TPOLECY ISl YCIX MoJeneH
CHTHAJIIB MIOTCHIIHHUIA BUTPAIll Maii)ke OJJHAKOBUII Ta Ma€ MaKCUMaJIbHE 3HAUCHHS. Y pa3i 3HIKCHHS PiBHS HECTAlliOHAPHOCTI [[OTO
HpOLECY BUTpAIl 3MEHINYEThCs. TpaguiiiiHuii JTiHIIIHO-4aCTOTHO MOJYJIbOBAaHMIl CHUTHAJ A€ y MOPIBHSIHHI 3 HENiHIHHO-4aCTOTHO
MO/IyJIbOBAaHUMH CHTHAJNAMH JICIIO TipIIui pe3ynbraT. i BeiX JOCIiHKEHNX 3aKOHIB 4YaCTOTHOT MOIYJIALIT BUrpaml OiIbII BiAIyT-
HHI 32 3HIDKEHHS BUMOT JI0 TIOKA3HUKIB SIKOCT] BUSBJICHHS CUTHAIY.

BucHoBku. Po3po0iieHO METOAMKY OLIHKM MOKa3HHUKIB SKOCTiI BHSBJICHHS JIyHAa-CHTHAJIB Ha IEPEHIKOZOBOMY (OHI 3 pi3HHM
CTyNEeHeM HecTalioHapHOCTi. JIJisi MOKpalIeHHs] CHEPreTHYHUX MOKA3HMKIB BHSBIICHHS MalOpO3MIPHUX IMOBITPSIHHX 00’€KTiB Ha
(oHi HecTaliOHAPHNUX MACHBHUX MEPEIIKOJ JOLIJIBHO 3aCTOCOBYBATH CUTHAIH 3 HENIHIHHOI YaCTOTHOK MOJIYJIILIEI0 Ta 3HIKYBATH
3HAYEHHS HMOBIPHOCTI MPABUIIBHOTO BHUSBICHHS LIJICH.

KJIFOUOBI CJIOBA: BusiBICHHS pajIioJIOKAIIHUX CUTHAIIIB, HENiHIHA YaCTOTHA MOMAYJIALS; PIBCHb OIYHUX MEITIOCTOK, He-
CTaI[lOHapHHUH MEePEeIIKo0BUN (OH.
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ABSTRACT

Context. With the contemporary development of topological optimization, and parametric and Al-guided design, the problem of
implicit surface representation became prominent in additive manufacturing. Although more and more software packages use implicit
modeling for design, there is no common standard way of writing, storing, or passing a set of implicit surfaces or curves over the
network. The object of the study is one of the possible ways of such representation, specifically: modeling implicit curves and sur-
faces using pseudo-Gaussian interpolation.

Objective. The goal of the work is the development of a modeling method that improved the accuracy of the implicit object rep-
resentation wothout significant increase in memory used or processing time spent.

Method. One of the conventional ways to model an implicit surface would be to represent its signed distance function (SDF)
with its values defined on a regular grid. Then a continuous SDF could be obtained from the grid values by means of interpolation.
What we propose instead is to store not SDF values but the coefficients of a pseudo-Gaussian interpolating function in the grid,
which would enable picking the exact interpolation points before the SDF model is written. In this way we achieve better accuracy in
the regions we’re interested the most in with no additional memory overhead.

Results. The developed method was implemented in software for curves in 2D and validated against several primitive implicit
curves of different nanture: circles, sqaures, rectangles with different parameters of the model. The method has shown improved ac-
cuaracy in general, but there were several classes of corner cases found for which it deserves further development.

Conclusions. Pseudo-Gaussian interpolation defined as a sum of radial basis functions on a regular grid with points of interpola-
tion defined in the proximity of the grid points generally allows to model an implicit surface more accurately than a voxel model
interpolation does. The memory intake or computational toll isn’t much different in these two approaches. However, the interpolating
points selection strategy and the choice of the best modeling parameters for each particular modeling problem remain an open quesi-
tion.

KEYWORDS: surface representation, curve representation, implicit representation, pseudo-Gaussian function, regular grid,
implicit surface modeling, implicit surface data format.

ABBREVIATIONS RBF is a radial basis function;
3MF is a data format called 3D Manufacturing For- SDF is a signed distance function;
mat; SOP is a Service-Object Pair.
DICOM is a data format called Digital Imaging and
Communications in Medicine; NOMENCLATURE
HDFS5 is a data format called Hierarchical Data For- k is a distance between grid points;
mat; M is a first dimension of a 3D or 2D grid;
HRBEF a a Hermite radial basis function; n is an order of the pseudo-Gaussian sum continuity;
NRRD is a data format called Nearly Raw Raster N is a second dimension of a 3D or 2D grid;
Data; P is a third dimension of a 3D grid,
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P(x) is an algebraic polynomial that models a Gaus-
sian function;

pg(x) is a presudo-Gaussian function of a single vari-
able;

pgri(x, y) is a radial basis function based on a pseugo-
Gaussian function;

r is a range of pseudo-Gaussian basis functions;

SDF(x, y) is a signed-distance fucntion representing an
implicit curve to model;

Spg(x, y) is a pseudo-Gaussian interpolating function;

(x4 Vp) 1s an interpolating point in 2D;

(x4 Vs zc) s an interpolating point in 3D;

(%, »;) is a point of a 2D grid;

(x;, ; z)) is a point of a 3D grid.

INTRODUCTION

With the contemporary development of topological
optimization, and parametric and Al-guided design, the
problem of implicit surface representation became promi-
nent in additive manufacturing. Although more and more
software packages use implicit modeling for design, there
is no common standard way of writing, storing, or passing
a set of implicit surfaces or curves over the network. The
straightforward way to represent an implicit surface
would be to write down all the operations necessary for its
signed distance function computation, but this would be
too tedious to formalize and implement, besides the pro-
ducer of the model design might not even want to disclose
its computation method as it might be by itself a trade
secret.

One of the usual ways to represent a signed distance
function (SDF) of an implicit surface would be to write
down its values defined on a regular grid. This is some-
times called a 3D image, a 3D bitmap, or a voxel model.
Then a continuous SDF could be obtained from the grid
values by means of interpolation. What we propose in-
stead is to store not SDF values but the coefficients of a
pseudo-Gaussian interpolating function, which allows us
to pick the exact interpolation points before the SDF
model is written. In this way we achieve better accuracy
in the regions we’re the most interested in (see Fig. 1.)
with no additional memory overhead.

Figure 1 — An SDF of a circle, its model with values set on a
regular grid, its model with interpolation points adjusted

The object of study is the modeling of implicit curves
and surfaces with data on regular grids.

The subject of study is the pseudo-Gaussian interpo-
lation in the context of implicit curves and surfaces mod-
eling.
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The purpose of the work is to increase the accuracy
of implicit surface modeling while not increasing the
memory intake of the model.

1 PROBLEM STATEMENT

Let SDF(x, y, z) be a function that represents an im-
plicit surface SDF(x, y, z) = 0. The value of the function,
when not zero, is the signed distance to the abovemen-
tioned implicit surface.

Suppose we have a regular grid of points (x; y; z),
where j =1..M, i=1..N, [ =1..P. Let distance between the
closest grid points be k, and the cooridnate-wise minimal
point of the grid: (xo, ¥, Zo)-

The problem of the implicit surface modeling SDF(x,
¥, z) = 0 with pseudo-Gaussian interpolation would be to
define a pseudo-Gaussial inteprpolation function Spg(x,
y, z) that is close to the SDF(x, y, z) within some range of
tolerance on the 3D range [xo, xo + (M=1)k]x[yo, yo + (N—
1)k]><[Zo, Z()J" (P—l)k]

2 REVIEW OF THE LITERATURE

Since normally storing or transmitting the whole com-
putation path of an implicit surface’s SDF is impractical,
the computation may even require going beyond the alge-
bra of real numbers [1], we have to resort to some sort of
an SDF model instead. The common way to represent an
SDF with an easily serializable homogeneous data struc-
ture fit for transmission would be to use a voxel grid, also
known as 3D-image, where each voxel is assigned a value
or a set of values that help the receiving side model the
initial surface. In this case, the problem of representation
concerns the voxel access optimization [2] or the specific
data assigned to each voxel, which can not only be an
SDF value in a point but a gradient of the SDF in that
very point as well [3].

In recent times, another common approach for implicit
surface modeling is using a neural network trained to rec-
reate the surface [4], [5]. For this approach, the problem
of representation is then reduced to the problem of repre-
sentation of the model’s coefficients. It is not a solved
problem, different networks allow users to balance the
model precision and the model size differently.

We propose to use an approach that, in a way, com-
bines the previous two. We store the coefficients of the
model, but the model is not a neural network but an inter-
polating function, consisting of weighted radial functions,
defined on the regular grid, similar to a voxel grid.

Using radial functions is a common practice in another
adjacent problem — the problem of implicit surface recon-
struction from a point cloud. For instance, a meta-analysis
of implicit surface reconstruction via RBF interpolation
methods performed by Mo Jiahui, Shou Huahao, and
Chen Wei in 2022 [6] lists 125 published sources. A
comparative analysis of RBF approximations has also
been performed by Majdisova and Skala [7].

Often, along with the values of modeled functions to
approximate, RBFs also take a function’s gradient into
account. In this case, we usually refer to them as Hermite
radial basis functions (HRBF) [8], [9].
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In this work, we use a very specific sort of RBF ap-
proximation — Gaussian interpolation [10], [11]. How-
ever, to enable localized computation, and thus enable
practical application of the global interpolating function,
we must resort to a substitution. In this work, we’ll use
pseudo-Gaussian functions instead of Gaussian functions.

3 MATERIALS AND METHODS
Let’s define a pseudo-Gaussian function as a symmet-
ric function pg(x) of a real argument such as:

rg(0)=1;

prg(r)=0;

pg(M\V =0,i=1.n; (1)
pg(x)=0,x<-r;

pg(x)=0,x>r.

In this way, the function is non-zero on (-, r), zero
elsewhere, and it has its first n derivatives in — and 7,
specified as 0 too.

The function is symetric and, as such, mimics the
Gaussian function near 0 (see Fig. 2).

Gaussian and pseudo-Gaussian

-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 15 2.0
X

Figure 2 — A Gaussian function (dotted) and a pseudo-Gaussian
with n =4, r =1 (solid)

The amount of non-zero derivatives on (—r, r) that also
become 0 in r and — condition the continuity class C" of
the pseudo-Gaussian sum and therefore the smoothness
degree of the implicit surface (or a contour in 2D) that
we’re aiming to model.

To specify a pseudo-Gaussian pg(x) for any given r
and n, we can use a polynomial representation. A poly-
nomial that represents pg(x) will be a symmetrical poly-
nomial, so it will only consist of even degrees of x, and its
degree then should be at least 2(n+2). To obtain all the
coefficients of a minimal degree polynomial that satisfy
the conditions from above, we should comprise a system
of equations:

P(0)=1,
P(r)=0,
P (r)=0,

P'(r)=0, @

P (r)=0.
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Since r and n are known constants and we only need
to determine the coefficients of the polynomial, the sys-
tem is linear. We can use any solver to get the coefficients
for any degree # and any r.

Interestingly, we might not even have to solve the sys-
tem at all. The coefficients of the polynomial regardless
of r seem to follow the binomial coefficients. For in-
stance, here are the generalized formulas for the P,(x) for
n=1.4:

2xr Xt
pg1(xX) =1-—-+—, (3)
r r
3x2 3x* xO
pgr(x)=1-—+——-—, 4)
7"2 r4 1”6
4x?  ext ax® i
pg3(x)=1- + - +—, (5)
1”2 1”4 r6 1”8
5x2 10x* 10x% sxd x10
pga()=l-——F-t——-——+——-—5- (0
r r r r r

The core difference between the Gaussian and the
pseudo-Gaussian function is that the latter is localized,
meaning that all non-zero values of pg(x) lie within the
(-, r) interval. Since we’re planning to use this function
as a basis radial function determined on a regular grid,
this means that for any point in space, we can compute the
sum of all the functions in the whole grid by only comput-
ing the ones that are defined in the proximity of the point.
Every RBF defined further than » from the point of com-
putation will be 0 by definition and, therefore will not
contribute to the sum.

This allows us to use a global interpolation function —
the pseudo-Gaussian interpolation function — such as it
would have been local.

A pseudo-Gaussian interpolating function is a
weighted sum of pseudo-Gaussian radial functions deter-
mined in all the points of a finite regular grid.

Let’s now focus on 2D space for brevity. If we have a
grid of size M xN that starts at a point (xo, )p), and has a
constant distance k between adjacent points (x;1, ;) and
(v, y;) as well as between (x;, ;1) and (x;, y;) for all i =
0..N=2, j = 0..M=2, then the points of this grid would be
defined as:

(xj,3)) = (xo + jk,yo +ik),i=0.N-1,j=0.M—1. @)
Let’s say we have defined pseudo-Gaussian-based ra-

dial basis functions pgr;(x, y) for all i = 0..n—1, j = 0..m—
1:

pgrij(x,y) = pgp(|(x, )= (x;,»,)]) - (®)

And their respective coefficients a;. The pseudo-
Gaussian interpolating function will then look like this:
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n—lm-1

Spg(x,y) =D D a; pgry(x,y) . 9)
i=0 j=0

Although here we present a formula as a full sum of
all the weighted functions, remember, we don’t have to do
the full computation for all the basis functions every time
we want to compute the Spg(x, y) at a point. Given that
the pseudo-Gaussians pg(x) we choose have an effective
range of non-zero values 7, meaning that pg(x) = 0 when x
<-rand x > r, to compute the interpolating function at a
point (x, y) we only need to account for the radial basis
functions that are defined in the nodes (x; y;) where |[x, y]
— [x; »]| < r. This means that in order to compute an
Spg(x, y) at any point, only a relatively small and prede-
fined number of basis functions should be computed,
which reduces the computation complexity of such a
computation from O(N?) to O(1).

The coefficients a;; are exactly the data that character-
ize the Spg(x, y) function. To make the pseudo-Gaussian
sum interpolate an arbitrary function we want to model:
SDF(x, y), we should select exactly M xN points (x, )
where @ = 1.M, b = 1..N such as they are all defined
within the range of the corresponding radial functions
meaning that |(x,, y»)—(x; y;)| < r. Then for the defined
grid and defined values SDF(x,, y;), we can define a sys-
tem of equations:

Spg(xy,yp) =SDF (x4, yp) - (10)

In regard to the coefficients a; the system is linear.
Moreover, for N > r/d and M > r/d, which is expected
given the presumed application of this interpolation func-
tion, the system will appear sparse. Methods of solution
for these types of systems are well known. By solving the
system with a chosen method we get the array of a;; coef-
ficients each defined for a grid point (x; ;) and for its
radial basis function respectively.

The pseudo-Gaussian interpolation function general-
izes easily to 3D. We still use the same radial basis func-
tions, it’s only now there are 3 arguments in the function,
and the grid is, of course, also 3-dimensional.

If we have a grid of size M xNxP that starts at a point
(x0, o, z0), and has a constant distance & between adjacent
points (x4, ¥ z;) and (x;, y; z), as well as between (x;,
Yirs, z1) and (x;, y; z), and now also (x;, y; z+) and (x;, y;
z)), for all i = 0.N=2, j = 0.M=2, [ = 0..P-2 then the
points of this grid would be:

(xj,yl-,Zl):(XO +jk,y0 +ik,ZO "rlk),

(11)
i=0.N-1,j=0.M-1/=0..P—1.
The radial basis functions:
pg’ijl(xsysz)=pgn((x$yez)_(xj’yiszl))' (12)
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And the pseudo-Gaussian interpolating function will
then be:

n—1m-1p-1

Spg(xayaz) = Z Z Zaljlpgrljl (x’yaz) .
i=0 j=0/=0

(13)

The interpolation points are then defined as (x,, y», z.),
wherea =1.M,b=1.N,c=1..P.

And the system to get the coefficients a;; is:

Spg(xa’yb)=SDF(xasyb)' (14)

Note that in both 2D and 3D, the interpolation points
may or may not be equal to the grid points. In this work,
we argue that selecting interpolation points different from
the grid points is a valuable feature we get by storing in-
terpolation function coefficients instead of SDF values.

In both 2D and 3D, the result of interpolation relies
heavily on the choice of the interpolation points (x,, y,) or
(x4 yi zc) respectively. Of course, other factors impact the
interpolation result too: the length of the non-zero range
of the pseudo-Gaussian function pg(x), the distance be-
tween the grid points &, and the order of continuity of the
basis functions sum #. Still, while all these parameters
shape the resulting function differently, and as such de-
serve studying on their own, they mostly help balance the
computational complexity and the accuracy of the model.
The interpolation points choice, however, is crucial for
successful SDF modeling.

As we mentioned before, we can forfeit the choice to
the default and set interpolation points equal to the points
of the grid: (x, y) = (x;, ¥)).

Let’s take a 2D SDF of a rotated square (Fig. 3), and
show how the result of its interpolation looks like when
the interpolation points coincide with the points of the
grid (Fig. 4).

1.5 1.5
1.2
1.0
0.9
0.5 9
0.6
0.0 0.3
0.0
-0.5
=0.3
-1.0
-0.6
-1.5 -0.9

-1.0 -0.5 0.0 0.5 1.0 15
Figure 3 — An SDF of a square rotated by 45 degrees, and a
regular 13x13 grid
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-1.5 -1.0 -0.5 0.0 0.5 1.0 L5

Figure 4 — Pseudo-Gaussian interpolation of the SDF values
in grid points

This interpolation models the SDF and we already can
store the coefficients of the interpolating function in a 2D
image instead of SDF values. The resulting image will
take exactly as much memory as the 2D image of SDF
values, but we wouldn’t have to compute the coefficients
afterward.

But if we define each point of interpolation (x,, y;) as
the point of the isoline SDF(x, y) = z, nearest to the grid
point (x;, ¥;), where z = zy,,q, g is integer, and the isoline
step zy,, <= k, then with this choice of interpolation
points, we make our model much more precise around the
select isolines, and, what’s even more important, around
the isoline SDF(x, y) = 0 that represents the entity we
want to model (see Fig. 5).

L5 A

1.0 4

0.5 A

0.0

=0.5

_1.0 4

_1_5 4

15 -10 -05 00 05 10 15
Figure 5 — Model of the rotated square SDF with interpolat-
ing points defined on SDF(x, y) = 0.25¢

The points (x; y;) where the radial functions are de-
fined remain intact for every possible choice of the inter-
polating points (x, y,). Of course, the choice affects the
model, it affects its coefficients a;, but not the way the
interpolating function is computed from these coeffi-
cients, so this choice of points brings no impact on the
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computational complexity of the whole function computa-
tion either.

The proposed method of selecting the interpolation
points has not been extensively tested in real-world cases.
It rather illustrates the idea of point selection itself than
serves as a practical guide. The idea itself is interesting
since the very possibility of point selection extends our
possibilities for more precise modeling of implicit con-
tours in 2D and surfaces in 3D, and doesn’t add any
memory toll to the resulting data structure.

4 DISCUSSION

With our approach, we can define the interpolating
point in any point in between grid points but there are
limitations to this too. Any point (x, y,) should be no
further from the grid point (x; y;) than ». But what’s more
important, the total number of these points still can’t ex-
ceed nm for the regular grid of size m xn. In the context of
storing and transmitting SDF models, this means that we
can make our model of SDF more accurate in some re-
gions only by forfeiting accuracy in others. This works
well with implicit surface (and contour in 2D) representa-
tion where we want to focus on the isoline SDF(x) = 0,
but not necessary in the more general context.

In a way, this reflects how the lossy compression
works. We accentuate the important information, and by
letting the less important details go, use less data to store
essentially the same object as with lossless compression.
But what’s important and what’s not depends solely on
the context of the application, not on the information, or
the model, itself.

For instance, the consistency of the SDF is important
for contouring — turning the SDF into a set of polylines in
2D and triangle meshes in 3D. Common contouring
methods like marching cubes, surface nets, or double con-
touring — all rely on the linearity of the SDF. Marching
cubes often use linear interpolation to determine the verti-
ces’ positions, and dual contouring also requires Hermite
data, so it requires the gradient of the SDF to be consis-
tent with the distance function too.

Another example of a practical problem where the ac-
curacy of the SDF model is equally important as on the
isoline SDF(x) = 0 as everywhere else is the offset model-
ing. Signed distance functions, as their name hints are
perfect for offset modeling since all you have to do to
build an offset of an SDF is to subtract the offset distance
from the SDF. Offsets are routinely used in 3D printing
both in 3D for solving positioning and supporting prob-
lems, and in 2D, to generate toolpaths from the contours
of the sliced model. Although our approach allows us to
put modeling focus into multiple isolines, we don’t neces-
sarily know beforehand which isolines will be used for
offsetting so we can’t exploit this information to make our
model more accurate for the offseting specifically.

The interpolation points selection is a valuable option,
but it’s not omnipotent. We can make our model more
accurate for some applications, but there will always be
counterexamples when this rearrangement of data points

backfires.
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The other problem is that the control over interpolat-
ing points doesn’t necessarily grant control over the shape
of the modeled body. The exact shape of the surface or
contour we achieve doesn’t necessarily coincide with the
initial shape let alone our expectations. In Fig. 6 you can
see an SDF and the pseudo-Gaussian interpolation of this
points

SDF  with interpolation defined on

SDF(x, y) = 0.25¢.

15 -09 -15+
-15 -l10 -05 00 05 10 15 -15 -10  -05 00 05 10 15

Figure 6 — An SDF of a rotated square and its pseudo-Gaussian
interpolation gone wrong

Please note, that 0.25 is the same isoline step as before
(see Fig. 5). We also use the same basis functions and the
same grid. In Fig. 5 we have shown a similar square ro-
tated slightly differently, and the same strategy for inter-
polation points selection worked there well.

The result of the modeling depends on four factors:

1. The non-zero range of pseudo-Gaussian basis func-
tions 7.

2. The order of the pseudo-Gaussian sum continuity 7.

3. The distance between grid points k.

4. And the choice of interpolation points (y;, ;).

How exactly these factors affect the result of the mod-
eling has not been yet extensively studied. We have run a
series of experiments modeling implicit curves in 2D to
determine how r, n, and k affect the model’s shape but the
results have been inconclusive so far.

Sometimes, when a model of an implicit curve loses
its original shape, meaning that there are extra contours in
between interpolation points as in Fig. 6, increasing the
non-zero range of the pseudo-Gaussian function may help
establish its original contour. But for some SDFs, this is
not the case. We haven’t found the specific pattern here.
Also, note that enlarging the r raises the computation cost
of the interpolation function since for each point we com-
pute it at, we have to take more basis functions into ac-
count. In other words, we can’t raise » too much, as this
will hinder the applicability of the whole approach.

Also, since at every point the resulting model depends
on the contribution of all the radial functions defined
within radius » from the point of computation, it is highly
recommended to define the interpolating grid in a way
that it bounds the zero polyline with at least »/d wide
margin (see Fig. 7).
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Figure 7 — An extra margin of only one cell helps preserve
the shape

Surprisingly, raising the order of pseudo-Gaussian
sum continuity # may also help keep the shape of the
modeled curve closer to the original although within lim-
its. E. g. if the shape is lost with n = 2, raising n to 3 or 4
might help. But if the shape is still lost, adding more
members to the pseudo-Gaussian function will most likely
elevate the computational cost with no additional benefit.
We haven’t tested this extensively so far, so this requires
further investigation. It might even be worth considering
not only experimenting with #, but taking completely dif-
ferent kinds of radial basis functions, or perhaps not even
radial, into test.

Managing the distance between points k or, which is
the same, regulating the grid density is the common way
of trading computational speed and memory footprint for
accuracy with traditional voxel-based modeling. Nor-
mally, but not necessarily, it works the same with our
interpolation-based approach too. The problem is, with
linear interpolation, the value between two interpolation
points lies in between their respective values. With
pseudo-Gaussian interpolation, this is not a given. Be-
sides, the whole point of storing interpolation coefficients
instead of SDF values was to increase model precision in
the important area without adding extra grid points there.
Raising the grid density too much diminishes this advan-
tage.

So while selecting different », n, and £ may or may not
help us ensure that the shape of the model is consistent
with its original, the only consistent way to do so is by
choosing the interpolation points. Moreover, this is the
only choice that doesn’t affect the computational speed or
the memory footprint of the resulting model. Also, this is
the only approach that has so far shown itself robust in the
experiments.

For the model in Fig. 6 specifically, we have con-
ducted the following computational experiment. We
didn’t change the method of interpolation points selection
itself, we still chose the closest point on isoline
SDF(x, y) = Zyuepq. Using numerical optimization, how-
ever, we found the isoline step value where the difference
between the original SDF and its interpolated model is
minimal. It was shown that for this particular model, the
best zy.,, computed up to the 6th decimal sign after the
decimal point, equals 0.081384. See Fig. 8.
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Figure 8 — A model of the square SDF with interpolating points
defined on SDF(x, y) = 0.081384¢q

The experiment shows that the interpolation points se-
lection is crucial for every modeling problem in particular.
The fact that the optimal z, for the model in the experi-
ment is so low hints that it could be that for this case we
need another method of points selection. Something that
puts more data into the main isoline SDF(x, y) = 0 and not
necessarily SDF(x, y) = Zyep, Where g # 0.

CONCLUSIONS

Pseudo-Gaussian interpolation defined as a set of ra-
dial basis functions on a regular grid with points of inter-
polation defined in the proximity of the grid points allows
us to model an implicit surface more accurately than a
voxel model interpolation. At the same time, the memory
or computational toll isn’t much different in these two
approaches. Let’s summarize.

Due to the pseudo-Gaussian radial basis function lo-
calization, the computational complexity of the whole
interpolation function doesn’t depend on the grid size and
thus can be evaluated as O(1).

Given that the interpolation function is a weighted
sum of the radial basis functions defined in the known
grid points, and to define such a function we only need to
compute, store, and, if necessary transmit, its weight coef-
ficients — 1 per grid point — the memory footprint of this
model is exactly the same as a footprint of a voxel grid
with SDF values.

At the same time, we retain an option to choose the
points of interpolation before the weight coefficients are
composed. This allows us to model select isolines more
accurately than any generic interpolation of a voxel grid
can.

Additionally, since the data structure of the pseudo-
Gaussian interpolation function is compatible with a
voxel grid, we can already store this type of data in any
existing data format that allows voxel grids (also known
as 3D images or grey-value floating point images). This
includes 3MF, HDFS5, NRRD, and even, with the intro-
duction of a user-defined SOP extension, DICOM.

At the same time, the three mechanisms to balance the
performance and accuracy of the modeling: selecting the
non-zero range of pseudo-Gaussian basis functions 7,
picking the order of the pseudo-Gaussian sum continuity
n, and choosing the distance between grid points & — all
deserve additional studying.
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But the most important is the problem of the interpo-
lating points selection. The method we proposed in this
paper brings only illustrative not practical value. The key
to turning the pseudo-Gaussian grid interpolation into a
robust technology for implicit surface storage and trans-
mission lies in discovering the best interpolating points
selection strategy.

ACKNOWLEDGEMENTS
The study was performed without financial support.

REFERENCES
Andrianov 1. V., Ausheva N. M., Olevska Yu. B,
Olevskyi V. 1. Surfaces Modelling Using Isotropic Frac-
tional-Rational Curves, Journal of Applied Mathematics.
Hindawi, 2019, Vol. 1, pp- 1-13. DOI:
10.1155/2019/5072676

2. Li H., Yang X., Zhai H., Liu Y., Bao H., Zhang G. Vox-
Surf: Voxel-Based Implicit Surface Representation, [EEE
Transactions on Visualization and Computer Graphics,
2024, Vol. 30 (3), pp. 1743-1755. DOL
10.1109/TVCG.2022.3225844

3. Sommer C., Sang L., Schubert D., Cremers D. Gradient-
SDF: A Semi-Implicit Surface Representation for 3D Re-
construction, Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), 2022,
pp. 6280-6289.

4. Michalkiewicz M., Pontes J. K., Jack D., Baktashmot-
lagh D., Eriksson A. Implicit Surface Representations As
Layers in Neural Networks, Proceedings of the IEEE/CVF
International Conference on Computer Vision (ICCV), 2019,
pp- 4743-4752.

5. Xu Q., Wang W., Ceylan D., Mech R., Neumann U. DISN:
Deep Implicit Surface Network for High-quality Single-
view 3D Reconstruction, Advances in Neural Information
Processing Systems, 2019, Vol. 32. DOI:
10.48550/arXiv.1905.10711

6. Jiahui M., Huahao Sh., Wei Ch. Implicit Surface Recon-
struction via RBF Interpolation: A Review, Recent Patents
on Engineering, 2022, Vol. 16 (5), pp. 49-66. DOI:
10.2174/1872212115666210707110903

7. Majdisova Z., Skala V. Radial basis function approxima-
tions: comparison and applications, Appl. Math. Modelling,
2017, Vol. 51, pp- 728-743. DOI:
10.1016/j.apm.2017.07.033

8. Macédo 1., Gois J. P., Velho L. Hermite interpolation of
implicit surfaces with radial basis functions, Proceedings of
the 2009 XXII Brazilian Symposium on Computer Graphics
and Image Processing (SIBGRAPI), 1IEEE, 2009, pp. 1-8.
DOI: 10.1109/SIBGRAPIL.2009.11

9. Pan R., Meng X., Whangbo T. Hermite variational implicit
surface reconstruction, Science in China Series F: Informa-
tion Sciences, 2009, Vol. 52, pp. 308-315. DOI:
10.1007/511432-009-0032-x

10. Sydorenko Yu. V., Horodetskyi M. V. Modification of the
algorithm for selecting a variable parameter of the Gaussian
interpolation function, Control Systems and Computers,
2020, Vol. 6 (290), pp- 21-28. DOIL:
10.15407/cs¢.2020.06.021

11. Sydorenko Yu. V., Onysko A. I., Shaldenko O. V., Horodet-
skyi M. V. Interpolation of different types of spiral-like
curves by gaus-interpolation methods, Control Systems and
Computers, 2022, Vol. 3 (299), pp. 1-10. DOI:
10.15407/csc.2022.03.003

OPEN 8 ACCESS

Received 27.11.2024.
Accepted 28.01.2025.




p-ISSN 1607-3274 PagioenextpoHika, iHpopmaTuka, ynpasminus. 2025. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

YK 004.94
MOJEJIOBAHHS IMILIINUTHUX KPUBUX I TIOBEPXOHD IICEBJIOTI'AYCOBOIO IHTEPIIOJIAIIIEIO

Aymesa H. M. — n-p texH. Hayk, mpodecop, 3aBigyBauka kadenpu nuppoBUX TEXHOJIOTIH B eHepreTulli HanioHansHOro TexHi-
4yHOTO yHiBepcuteTy Ykpainu «KuiBcbkuil nonitexniunuii inctutyT iMeni Iropst Cikopeskoro», Kuis, Ykpaina.

Cupnopenxko 0. B. — kaHz. TexH. HayK, JAOLEHT, TOUCHT Kadeapu nudpoBUX TeXHOIOTIH B eHepreTuili HamioHaipHOro TexHid-
HOTO yHiBepcuteTy Ykpainu «KuiBcpkuii nomitexHiunuii iHcTUTyT iMeHi Iropst Cikopcpkoro», Kuis, Ykpaina.

Kanentok O. C. — kaHA. TeXH. HayK, CTapIIN{ BHKJIaAa4 kKadeapn IuppoBUX TEXHONOTIH B eHepreTrlli HamionansHOTO TEXHIY-
HOTO yHiBepcuTeTy Ykpainu «KuiBcbkuii nonitexunigauit iHcTuTyT imMeHi Irops Cikopeskoro», Kuis, Ykpaina.

Kapnpamos O. B. — acnipanT xadenpu muppoBux TeXHOJIOTiH B eHepreTHili HamioHansHOTo TEXHIYHOTO YHIBEPCUTETY YKpaiHH
«KnuiBcpkuit nonitexHigauii iHcTuTyT iMeHi Iropst Cikopcbkoroy, Kuis, Ykpaina.

T'opopenbknii M. B. — acipanT kadenpu nudpoBUX TEXHOJOTH B eHepreTHili HamioHaisHOro TeXHIYHOTO YHIBEpCUTETY YKpa-
TN «KuiBchKHi oNiTeXHIYHUH iHCTUTYT iMeHi Iropst Cikopcbkoro», Kuis, YkpaiHa.

AHOTAUNIA

AKTyaJIbHICTB. [3 Cy4acHUM PO3BHTKOM METOJIB TOMOJIOTIYHOT ONTHMI3allii, MapaMeTPUIHOTO MPOCKTYBAaHHS 1 MPOSKTYBaHHS
Ha OCHOBI IUNTYYHOTO iHTEJNEKTY, MpobieMa 3anucy iMIUTIIUTHUX TTOBEPXOHb y 3agadax 3D-mpyKy cTaiga HaJBaXKIMBOIO. Xoda Bce
OlnTbIIIe TPOTrpaMHKUX MPOAYKTIB BUKOPUCTOBYIOTH IMIDTIIUTHI MOJENI Y MPOEKTYBaHHI, €MHOTO CTAaHAAPTY IS 3alHCy, a 3HAYHTH 1
Jutst 30epeKeHHs Ta Iepefadi TaKuX Mojeneil 3acobaMu KOMIT IOTEpHUX Mepex, He icHye. O6’€KTOM IIbOro JOCIHIKEHHS € OfUH 3
MOXJIMBUX CIOCOOIB TaKOTO 3aIHCY, a caMe — MOJCIIIOBAHHS IMIUTIIUTHUX KPHUBUX 1 HOBEPXOHbB 13 BUKOPUCTaHHIM IICEBIOrayCOBOI
IHTEePIOJIALLL.

MeTta po6otu. Lk po6oTH MOJIATae y CTBOPEHHI criocoba MOJCTIOBAHHS IMILTIIIUTHUX KPUBUX 1 TIOBEPXOHb, 13 TOKPAIICHHOO
TOYHICTIO O€3 3HAUHHX BUTPAT IaM’sITi UM 4acy OOUNCICHHS.

Metoa. OnnuM i3 3araJbHONPUIHATHX crtoco0iB 3amucy ¢yHKIil 3HakoBoi Bincrani (P3B) € 3anmc i1 3HaYeHb HA peryJsApHIiN
citmi. Takwuii cnoci6 me HazuBaeThest 3D-300paxenns, 3D-0iTman, abo BokcenpHa Mozenb. Hemepepsaa @3B Moxe OyTu oTpuMana
i3 3amMcaHWX 3HAYCHb 3a JOTOMOrOI0 iHTeprmorinii. HaToMicTh TMpONOHYyeThcs 3amucyBaTH He 3HadeHHS O3B, a 3HadeHHS
Koe(IIi€HTIB TICEBJIOraycoBoi iHTepHoNAmiiHOT (YHKII, IO M03BOJsE OOMpAaTH TOUYKH IHTEPHOISIIl N0 3amucy Koe(ilieHTiB
Mozeri. TakuM YHHOM MOJKHA JOCSTTH OLTBII TOYHOTO MOJEIIOBAHHS y HaWBaXIIMBIIIMX perioHax (AWB. pUCYHOK 1) 6e3 BHKOpH-
CTaHHsI I0JATKOBOI I1aM sITi.

Pe3yabTaTn. 3anpornoHoBaHuii croci6é OyB iMIUIEMEHTOBAHHI y BHIJISI KOMII' IOTEPHOI NPOTrpaMy JUIsi MOACTIOBaHHS IUIACKUX
IMIUTIIUTHAX KPUBHX 1 MPOBAJTIJOBAHUI Ha JAEKUIBKOX MPUMUTHBHUX MOJEISIX PI3HOTO IMOXOMKEHHS: KOJiax, KBajparax, MpSIMOKYT-
HUKax, — i3 Pi3HUMH MapamMeTpaMu Mojei. Biiinomy, nopsBHsHO i3 iHTepronsoBaHuMHK 3HaYeHHIMH O3B y Toukax peuriTku, MeTos
MOKa3ye Kpalry TOYHICTb, aJie Pa3oM i3 THM Ma€ AeKiJIbKa TPaHUYHUX CTaHIB, Y SIKHX BiH HOTpeOy€e MOAANBIIOr0 BUBYCHHS.

Bucnosku. [IcepmoraycoBa iHTepmosnsiis, BU3HAYEHA SK CyMa palialbHUX 0a3ucHUX (DYHKIIN HA PEryJApHIN CITHi i3 TOUYKaMH
IHTEpIOJALI] BU3SHAYCHUMH Y HEHYJIHOBOMY OKOJIi TOUOK CITKH B 3arajlbHOMY BHIIAQJAKY J03BOJISIE€ MOAETIOBATH IMILUTILUTHI KPHBI i
MIOBEPXHi TOYHIIIE HIX IHTEPIOJAIIS BOKCceNbHOI Mojemi. PasoM 3 THM, onTHManbHA CTpaTeris BH3HAUCHHS TOYOK iHTEpIIOIMii i
IHIMX mapaMeTpiB MOAEII JUIs IPUKJIAJHOTO 3aCTOCYBAHHS JIMIIAETHCS BIIKPUTOIO MPOOIEMOIO.

KJIOYOBI CJIOBA: mnpexacraBieHHs IIOBEPXOHb, IPEACTAaBICHHS KPHBUX, IMIIIMTHE NPEICTaBICHHS, ICEBIOTraycoBa
(byHKLIS, peryJisipHa CiTka, MOJCIIOBAHHS IMIUTIIUTHAX HOBEPXOHb, (OPMAT JAaHUX JUIS IMIUTIIUTHUX TOBEPXOHB.
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ABSTRACT

Context. The basis for the creation and management of real queuing systems (QS) is the ability to predict their effectiveness. For
the general case of such systems with refusals, with limited approachability of service devices and with a random composition of
group requirements in the input flow, the prediction of their performance remains an unsolved problem.

Objective. The research has the aim to find an analytical representation for final probabilities in the above-mentioned case of
Markov QS, which allows us to predict the efficiency of its operation depending on the values of the parameters in its structure and
control.

Method. For the above-mentioned types of QS, the state probabilities can be described by a system of Kolmogorov’s differential
equations, which for the stationary case is transformed into a homogeneous system of linearly dependent algebraic equations. For real
QS in communication systems, the number of equations can be estimated by the degree set and amount to several thousand, which
gives rise to the problem of their recording and numerical solution for a specific set of operating conditions parameters values. The
predictive value of such a solution does not exceed the probability of guessing the numerical values of the QS operating conditions
parameters set and for parameters with a continuous value, for example, for random time intervals between requests, is zero.

The method used is based on the analytical transition to the description of QS states groups with the same number of occupied
devices. At the same time, the desire to obtain the final probabilities of states in a form close to the Erlang formulas remains. The
influence of the above-mentioned QS properties can be localized in individual recurrent functions that multiplicatively distort Erlang
formulas.

Results. For the above-mentioned types of QS, analytical calculation formulas for estimating the QS states final probabilities
have been found for the first time, which makes it possible to predict the values of all known indicators of system efficiency. In this
case, the deformation functions of the states groups’ probability distribution in QS have a recurrent form, which is convenient both
for finding their analytical expressions and for performing numerical calculations.

When the parameters of the QS operating conditions degenerate, the resulting description automatically turns into a description
of one of known QS with failures, up to the Erlang QS.

Conclusions. The analytical calculation expressions found for the final probabilities of the above-mentioned QS turned out to be
applicable to all types of Markov QS with failures, which was confirmed by the results of a numerical experiment. As a result, it
became possible to practically apply the obtained analytical description of the considered QS for operational assessments of
developed and existing QS effectiveness in the possible range of their operating conditions.

KEYWORDS: Markov queueing systems, requirements’ groups.

ABBREVIATIONS

AAMF is an anti-aircraft missile fire zone;

MAA is an enemy means of air attack;

M;/M/n is a designation of a QS with a Poisson input
flow of requirements groups with random composition,
with maximum number (L) of requirements in a group
(M), with an exponential distribution of random service
time for each requirement (M), with number (n) of
identical service channels (devices);

M/M/n is a Kendall-Basharin classification for QS
with failures;

No. i,j is a cell address in Table 1: i-row number,
j-column number;

QS is a designation for queuing system;

SAM is a designation for an anti-aircraft missile
system,;

© Gorodnov V. P., Druzhynin V. S., 2025
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NOMENCLATURE

b, is a probability designation of occurrence in the
input flow of QS a request consisting of exactly r
requirements;

C," is a number of combinations from # to m;

dg is a probability of transition to the k-th level of the
model graph of queuing system by jumping through ¢
tiers of the graph;

/10 is a notation for the input density function of the
demand flow;

/£>0) is a notation for the service duration distribution
density function;

Fj is a probability deformation function, which

deforms the Erlang probability Py ;

1is a designation for the intensity of the requirements
input flow in QS;
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iy,.,i, is a designation for the numbers of specific

service devices;
ki ky are the numbers of channels that become

occupied when moving from previous states to the state
under consideration;

L is a designation for the maximum total requirements
number in one request;

M, 4 is a designation for the mathematical expectation
of devices number engaged in servicing;

M,, is a designation for the mathematical expectation
of the number of requirements in one request at the QS
input;

n is a designation for the number of devices/channels
in QS;

Nyissea 18 a designation for the aircraft number
mathematical expectation that have penetrated the air
defense system with impunity;

NiowiEn 1S an enemy aircraft total number in a blow;

P, is a notation for the QS state probability in which

are occupied exactly k devices;

P ij« 1s a designation for such a QS state probability in
which are engaged in servicing devices with numbers i, j,
k;

P,

ervice 18 @ designation for the probability of
requirements service in QS (QS performance indicator);

0Q;..;, 1s a probability of the requirement falling

within the service area of channels with iy,..,i,

numbers;

r is a designation for requirements number in one
request;

s is a number of air defense missile systems not
engaged in firing at enemy aircraft;

S; ; 1s one of possible QS states, in which channels
1ol

with numbers iy,..,i,, are busy servicing;

Tis a mathematical expectation of requirement’s
duration service time in service device;

v; is a designation for the requirement starting service
by one of the devices probability, given that i available
devices are occupied already;

vi' is a designation for the intensity of requirement
starting service by one of the devices, given that i
available devices are occupied already;

z; is a total area of j-fold overlap of service channel

accessibility zones;
zy 1s a total service area of requirements flow in QS;

A is a designation for the input requests flow
parameter in QS;

A, is a designation for the requests partial flow
parameter which consists of exactly r requirements in
each request at the input of the QS;

p is a designation for channel performance in QS;

p is a load factor of a service device in QS of M/M/n

type;
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OLZ is an intensity of the transition QS into a group of

states with k& occupied channels by a jump over ¢ group
states QS;
y; is a channel number occupied in the previous and

current states;
B; is a busy channel service number in a queuing

system;

7 ; is a probability of a requirement falling into the

J
total accessibility zone of exactly j service channels;

&, is a designation for the channels’ groups maximum
number m out of n channels’ total number;

py is a designation for the QS load factor by the

partial &, incoming flow of requests.

INTRODUCTION

To ensure life, every person has to periodically satisfy
their needs for food, clothing, communication services,
transportation services, banking services, medical and
other services. Needs for such services often arise at
unexpected (random) moments in time. For a group of
people within individual regions, such needs accumulate,
generating continuous flows of typical demands for
specific services.

For the noted conditions, the properties of such
random-time flows of events were investigated by
A. Ya. Khinchin [1], and he proved the statement about
the asymptotic emergence of a set of mathematical
features in these flows, which received the name
“simplest” flow of events.

Due to the repetitive nature of service requirements,
systems for processing and satisfying such requirements
are created in each specific area of activity to meet them.
The creation of systems requires preliminary calculations
of many parameters values for each system, which
determined the need for the emergence of calculation
models, called queuing system (QS) models. For
conditions with the simplest input flow of demands,
Markov models of QS with failures are known, where if
all devices are busy at the moment the next demand
arrives, this demand is rejected and leaves the QS without
being serviced.

There are many different conditions for the receipt and
servicing of requirements for which the necessary QS
models are developed. Thus, at the moment of admission,
a patient at a clinic may not find a free doctor of the
required specialization, a driver at a gas station may not
find the required type of fuel, an enemy aircraft may fly
through the air defense group’s fire zone with impunity.
In all such cases, at the moment of the requirement
receipt, there may be free service devices in the system,
but these devices are not available for service.

In some cases, the system input may receive
requirements not one by one, but in groups with a
composition that is not known in advance.

Thus, during an epidemic or during military
operations, patients may be admitted to medical
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institutions in groups. Enemy aircraft, as a rule, carry out
missions as part of tactical groups that may enter the fire
zone of an air defense group.

As a result, shock loads arise in mass service systems
and the efficiency of the systems decreases.

When developing such systems, it becomes necessary
to have a calculation scheme (a model) of its parameters
in which both properties — the flow of groups of
requirements and the partial availability of service
channels — must be taken into account simultaneously.

For any real QS with the noted features, the
development of necessary model is possible in the form of
a system of Kolmogorov differential equations and the
corresponding algebraic equations for the stationary
operating mode of the QS. The solution of equations
system is possible only by numerical methods. In this
case, the structure of equations must correspond to the
value of operating conditions parameters.

It is possible to guess the future values of some
random parameters of working conditions with a
probability strictly equal to zero, which reduces the
predictive value of calculations and makes it relevant to
develop an analytical description of the required model.

The first analytical description of a single-link
switching non-fully accessible QS model was obtained in
the theory of teletraffic [2] (the third Erlang formula). For
the case of group requests entering the system, an
analytical model was developed in [3]. For a multi-
channel non-fully accessible M/M/n QS, an analytical
model was developed in [4] and can be useful for
developing an analytical model that simultaneously takes
into account two noted features of the QS operating
conditions.

The research object is a stationary service process in
a queuing system Mp/M/n with refusals, with the entry
into the system requirements groups with a previously
unknown composition and with incomplete accessibility
of service devices for the incoming flow of requirements.

The research subject is the probability distribution
law of states groups in incompletely accessible QS of the
M, /M/n type in a stationary mode.

The research purpose is to obtain an analytical
description of the final probabilities of states groups in
incompletely accessible QS of M;/M/n type, with a
simultaneous assessment of its correctness.

1 PROBLEM STATEMENT
A flow of requests (requirement groups) with intensity
I and density fi(¢)= Ie!" enters non-fully accessible QS

of M; /M/n type.

Each service channel in non-fully accessible QS can
be a part of one or more channel groups. Each group of
(r=1,...,L ) requirements represents a service request

and must be serviced using r service devices.
One of the accessible device groups is selected to
service the next request in the input flow. In the selected
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channel group, any free channel is assigned to service
each requirement in the request with equal probability.

In case of insufficient number of free channels some
of requirements from this request are denied service and
leave the system. The service duration of each
requirement is random and has an exponential distribution

oty =pe ™.

The considered distribution densities allow us to assert
the possibility of describing the desired model in the class
of Markov processes with discrete states and continuous
time.

For the sake of brevity, we will further use the well-
known statements [1, pp. 14, 40, 41] on the properties of a
stationary non-ordinary flow of requirements.

A stationary flow of time moments without after
effects, in which groups of events appear, is called a non
ordinary or universal stationary flow and has the
properties of the simplest flow. A non ordinary flow
includes requests of » requirements (r=1,2,..,L) in a
request.

Such a flow can be defined by specifying the
probability distribution law (b,) of the occurrence of
exactly » requirements in any group (in any request) of the
input flow. The intensity of requirements groups flow
turns out to be greater than the flow parameter (/,A < 1),

which contains piecemeal flows with parameters A ,. :

L
r=LL; My, =>r-b

n

, )

A, =Ab,

r re

In a non ordinary flow of requirements at the QS
input, time intervals between requests are random and
satisfy the conditions of A. Ya. Khinchin limit theorem
[1], have an exponential distribution with the

parameter A :

fy=re™, t>0. )

The following well-known [4] logic of operation of
the same QS, but with the simplest input flow of
requirements, can be used as the basis for constructing the
M /M/n model with incomplete accessibility of service
devices, an example of which, for the variant of a city
polyclinic operation, is given in [4].

To demonstrate the physical processes, involved in
constructing a model for servicing the simplest flow of
requirements by a non-fully accessible system, [4]
examines a simplified example of the operation of three
SAM systems group, located on the ground (Fig. 1) when
firing at the simplest flow of enemy aircraft.

Each SAM system (No. 1, No. 2, No. 3) has a firing
zone, projected onto the earth’s surface, in the form of a
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circle (Fig. 1 9, 0,, Q3)- In the general fire zone of

SAM systems there are areas with mutual overlapping fire
zones of neighboring SAM systems, which in the service
system form a group of devices.

Each SAM system (service device) can be a member
of several service groups. To indicate the probability that
the next requirement (enemy aircraft) will be accessible to
a specific group of m devices, a designation indicating the
numbers of these devices is used Ql'1~~~l'm )

In the example (Fig. 1) such probabilities for SAM
systems fire zones are indicated by symbols Q,, 0,, 053>

012, 023, 013, Q123 -

When an aircraft enters such an area, the aircraft can
be fired upon (servicing the requirement) by any of the
adjacent SAM systems.

The group’s maximum number &; from j service

devices out of the total number of n service devices

coincides with the number of combinations C; from n by
J3):

3)

X>

X2 ¢

Figure 1 — Visualization of the principles for choosing an
affordable device to serve the next requirement [4]

Within a constant number j, the observed probability
remains approximately the same for different groups of
devices:

Oy..i; =1 4)

The probability /; estimation method for the example

of a city polyclinic operation is given in [4]. For a
simplified example of SAM systems grouping, the
relative value m; of the total area z; of the region with

Jj-fold overlap of fire zones can be used:
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n,=—L; 0<j<n. (5)

On the other hand, the probability that the next
requirement (enemy aircraft) will be accessible for
servicing by any of groups of j devices (SAM systems), is
equal to the probabilities sum:

&, .
i=1

From expressions (3) and (4) we find the probability
estimate /; :

/ Z]- TC]' 0< i< ;
I el ey C (7

In [4] an example of a M/M/n QS graph (Fig. 2) with
incomplete availability of service channels is considered
in detail and a basic equality [4, formulas (23), (29)] is
found for finding the final probabilities of group states of
a non-fully accessible QS with refusals (8):

1
k.Pk:Pkfl.C}’l*ki»l.p'vk_]? k:1325-~-:n;

P=£; then kuPy = Py_y - Cpy -, k=1Ln;
M (®)

n Jj-1 L
v =I-Z[lj . Z+C]C1HC,I1_;€], 0<k<n.
J=1

i=0“i+1

A
TPi=pitpot it =prprstpd

Figure 2 — Graph of M/M/3 QS model with refusals and with
incomplete accessibility of service devices [4]

In [4], the correctness of the obtained expressions for
the final probabilities was also proven by their automatic
transition to the well-known Erlang formulas [5] for the
M/M/n system with refusals.

In [3, formula (17)], a basic equality was found for
searching for the final probabilities Pj, of group states in

QS with a non ordinary requirements groups’ input flow:
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1 L
p;=— 27\’]’ OSZ<L,

L S
KPp =poPr_1 +p1Pr— +--+pr-1Po; 9)

k L
pKPe =2 P j- D
Jj=l1 q=j

In [3] the correctness of the obtained expressions for
the final probabilities is also shown by their automatic
transition to the well-known Erlang formulas [5] for the
M/M/n system with refusals.

The problem is to find analytical expressions for final
probabilities Py, (k=1, 2, ..., n) of states groups’ in the
service process, in which in the M;/M/n system, with
incomplete accessibility of service devices there are
exactly k requirements. The marked probabilities of states
group’s in QS, in which exactly k£ channels are occupied
with servicing, allow us to find the servicing probability
Perice of requirements.

Thus, the problem of predicting the efficiency of real
queuing systems with partially accessible devices with
refusals arises in the presence of a requirements groups’
flow with random composition at the input of the system.

2 REVIEW OF THE LITERATURE

The first model of a queuing system was developed by
A K. Erlang [5] in 1909 to describe the operation of a
telephone station. The process of each requirement
servicing from the next subscriber consisted of connecting
his communication channel to the communication channel
with another subscriber. After the end of the
communication session, the channels were freed and it
became possible to use them for service requests from
other subscribers. If a requirement was received from a
subscriber at a time when all communication channels
were busy, such a requirement from the subscriber was
denied service. The moments of requirements receipt time
and end of communication sessions were not known in
advance and were considered random in the model.

Processes of servicing requirements with an unknown
start and end time also occur in other systems and areas of
human activity. These include logistic systems [6],
production systems [7], telecommunication networks [2],
systems for management in medicine [8], systems for
traffic management [9], and systems for the defense of
objects from air blows [10] as well as socio-economic
systems [11]. In each of these areas, the Erlang model
could be used either directly or with modifications that
were necessitated by the peculiarities of the processes in a
particular area. Thus, the closest to the description of
processes in the management of medical institutions and
systems for protecting objects from air strikes were
models [4] and [3], which separately took into account the
properties of incomplete accessibility of service devices
and the group composition of requirements in service
requests, respectively. Each of these properties
necessitated a transformation of the Erlang model, which
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made it possible to assess the directions in changes in the
efficiency of the corresponding systems. However, both
of the noted properties can simultaneously occur in
service processes, which necessitated further modification
of the Erlang model [5].

3 MATERIALS AND METHODS

For the sake of certainty, we will consider the
construction of the desired service model using the
example of repelling attack of enemy aircraft of different
composition and purpose (flow of requests at the input of
the service system) by group of » SAM systems deployed
on the ground, which, in this case under consideration, is
n-channel not fully accessible queuing system. In the
general zone of anti-aircraft missile fire of the SAM
systems group there are areas with j-th layer of fire zone
(Fig.1). At each such section, the enemy aircraft can be
fired upon by any of the j SAM systems (serviced by any
of the j devices). Each section can correspond to its own
set of specific SAM systems (service devices).

The enemy MAA strike passes through the SAM
systems grouping fire zone. The enemy MAA combat
formations contain MAA groups of different purposes
according to r=1,..,L MAA in the group (a non

ordinary flow of requirements at the input of the queuing
system).

If a group, consisting of » MAAs (r-group) enters a
section of the AAMF zone with j-th layering, in which s
SAM systems are free s< j, then at r>s exactly s the

MAAs will begin to be fired upon (will be serviced), and
r—s MAAs will pass through the AAMF zone without
impact (are denied in service). There is reason to assume
that the probability of the r-group MAA getting into any
of the AAMF regions with the j-th layering is the same
and equal to /;. Then the probability 7; of getting into

one of the zones with the j-th layering is found (3)—(7),
taking into account all the accessible zones:

=€l 0<j<n. (10)
In turn, from (10) and (3) it follows:

1= <<

i = > Sjsn. 11

ey (11)

For the noted conditions, the combat model of the
SAM systems group can be represented by a model of
incompletely accessible queuing system of a non ordinary
flow of requests.

Statement for a mathematical problem. A non ordinary
Poisson flow of requirements, grouped into requests, with
the parameter A enters QS M;/M/n with non-fully
accessible channels and with the vector of probabilities
{m;} for suitability of requirements to service devices.

The flow of requirements is a superposition of
independent partial flows, each of which is characterized
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by a constant number r of requirements in a request

(r=1,..,L) and a parameter A, of the exponential
distribution of time intervals

requests:

between neighboring

Ap=A-b., r=1.,L. (12)
Each request (group of requirements) can be assigned
to any of the service zones, which has its own individual

set of channels with specific numbers jj, ..., j; capable of

servicing requirements in that zone. Each channel spends
on average 7 minutes on a service cycle and has a
productivity of p=T -

Any of the accessible free channels is selected for
servicing without any preferences, that is, with a
probability inversely proportional to the number of free
accessible service channels. Some of the requirements, for
which there are free service channels in the zone under
consideration, are started to be serviced and remain in the
system until the end of the service cycle. Requirements,
for which there are no free channels in the zone under
consideration, leave the system unserviced (are denied
service). One channel can service only one requirement at
a time.

At any given moment in time, the system can be in
one of the possible states S; ,; with specific numbers

i1,.,i; and the number k£ of channels occupied by

servicing. The set of all possible states with & occupied
channels forms a group state S; of the system, is called a

tier of the model graph and contains C ,]f possible internal
states.

The problem is to determine analytical expressions for
the final probabilities P, k=0,..,n of the service
system’s group states Sy .

Solution. A fragment of the model’s graph, under
consideration, with the number of service channels n =4
is shown in Figure 3, where only representative arcs of
typical states S; ; for each tier of the model graph are

shown. The intensities of transitions along these arcs are
marked in the breaks of the arcs. The return from the state
S; of the k-th tier to the (k& —1)-th tier occurs in the

Ty 0y
same states from which it was possible to get to the states
S; of the k-th tier.

i)

Further, for the convenience of analysis, the
hypothesis is adopted that L >n, which does not reduce
the generality of the analysis, since it is always possible to
include in the flow of requirements the missing

probabilities b, , setting them equal to zero.
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Figure 3 — Fragment of the service model graph of a non
ordinary flow of requirements by a non-fully accessible QS with
refusals

For the intensities of transitions to states of tiers with a
large value of %, the notation ocZ is used, in which the

lower index denotes the absolute number of the tier to
which the transition arc leads, and the upper index
indicates the number of tiers traversed by the arc,
including the tier of the final state of the model. For

example, the designation oc% shows the intensity with
which transitions to a specific state of the 3rd tier follow
from a specific state of the 1st tier (Fig. 3, an example of
a transition from state S; to state Sj34 ).

In order to understand the order of transition
intensities formation, we will use the designation Q; ;.

of a requirements group probability of falling into the
service area of specific group of channels and compose
expressions for transition intensities. Let us temporarily
introduce notations, indicating the numbers of occupied
channels in the initial state of the model graph and in the
final state.

o =M (0 +%'(le +013+014)+

1 1 L
+§'(Q123 + 0124 +Q134)+Z'Q1234)+ O D hys
r=2

(13)

1
12 =M (02 + 01 +5'(Q23 +004)+
1 1 1
+E'(Q123 +Q124)+§'Q234 +§'Q1234)+

L
+(02+012) DAy

r=2
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. 1
Oj25123 =M(O3 + 023+ 03 +5Q34 +
1 1
+ 0123 +5‘(Q134 +Q234)+5'Q1234)+

L
+(Q3+ 013+ 03 +0123) DAy
r=2
02351234 = A (04 + Opg +Ong + O34 +
+ 0124 + 0134 + 0234 + 01234) + (04 + 014 +

L
024 + O34 + Q124 + Q134 + 0234 + Q1234) - DA

r=2

Taking into account (4), that is, the hypothesis about
the equal probability of requests (groups of requirements)
getting into any service zone with the same number j of
accessible service channels, we find that the intensities of
transitions between the states of two different tiers are the
same for all arcs of one direction, connecting the states of
these tiers and are equal:

1 1 1
Qo] Q02 =T 0 =
3 1 L
27\‘1 (11 +—12 +l3 +—l4)+11 . 27\.,.,
2 4 r=2
1 1 1
A2 =Q513 = =03 =

L
:}\‘1 (ll +212 +§Z3 +%l4)+(ll +12)' z}\'l”

r=2 (14)

1 1 1
0125123 = Q25124 = =03 =Ap-(f +

L
+%12 +213 +%l4)+(11 +212 +l3)' 27\.,.,
r=2
1 | 1
012351234 = 0l[2451234 = =04 = Ay ([ +

L
+312 +3l3 +l4)+(ll +312 +3l3 +l4)' Z}\.r
r=2

The obtained expressions (14) in the general case take
the following form:

noJ-log L
1 _ J-1-i i
af =k Yl Yl G+
j=1 i=0%i+1

k-1 . L (15)
(Xl Gl 2k
j=0 r=2

Reasoning similarly for the graph arcs that transfer the
service process through one state, we find:
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5 1 1
ag12 =22 (012 +§'Q123 +§Q124 +

| L
+gQ1234)+Q12 DN
r=3
5 |
0123 =A2(023 + 0123 +§Q234 +
| . (16)
+§Q1234)+(Q12 +0123) 2 A5

r=3
2
251234 =h2 (O34 + Q134 + Op3a +

L
+01234) + (O34 + Q134 + 0234 + O1234) - DA,
r=3

Taking into account equality (4), expressions (16) will
take the following form:

2 2 2
Ao12 =A013 =--- =02 =
2 1 L
=hy (o +=h+—1)+1 - D s
3 6 r=3
2 2 2
A15123 = A5124 = =03 =
4 1 L (17)
:}\,2 (12 +—l3 +—l4)+(12 +[3). Zkr’
3 3 r=3
01251234 = 41351234 =--- =04 =

L
:}\.2 (12 +2l3 +l4)+(12 +2[3 +l4)' Z}\.r .
r=3

However, in this case, the general expression for the
transition intensity oc% is not obvious. To derive such an

expression, we introduce a model of one state at the k-th
level of the graph (Fig. 4).

n \
\%n—k%\
Vi kiky BiBa - Bak

This is the area of This is the uncertainty

certainty. Here the area. These channels
channels are already are free and can be
occupied by service. assigned for service.

l k l
This is the area of
occurrence of refusals upon
receipt of requirements

groups with 7 > 3, that is,
with 7»3,7»4,...,7\,L

Channel
numbers
— Y172 "

|<—k2—>|

Figure 4 — Model of a single state with & busy channels on the k-
th tier of none-full-accessible QS's graph

In this state y;7y,...yY4_2 k1 ko, the service channels
are busy and the (3;B,..,_; channels are free. The
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edge with the desired transition intensity oni leads from
the state with v y,...y,_, busy channels (the symbol y;
can correspond to any number of the real service channel,
provided that it occurs once in the set y;y,...Y;,_2 ) to the
marked state v y,...v5—2 k1 ko .

Thus, in the analyzed state there are three types of
channels:

v;— channels occupied in the previous and current

states;
ky ky— channels occupied during the transition from

previous states to the state under consideration;
B ; — unoccupied channels.
The transition to the state y;y,...Yy_» k1 kp can be

caused by a partial flow A, of requests consisting of 2
requirements, as well as by flows A ,. of requests with a

large number of requirements (7 > 3) in the request.
In the last case, these requests should not fall into
areas with channel accessibility B,B,...0,_x (Fig.4),

since this will lead to the inclusion of
B -channels and bypassing statey;y,...Yy_2kikp, in
consideration.

From the composition of each mentioned request A ,.
of flows (>3) only 2 requirements will get into the
channels K k,, the remaining (r-2)

requirements of each such request will be lost. Let us
denote the intensity of transitions caused by this part of

service

the flows with “refusals” by the symbol a,%** .

At the same time, the flow requests A, can also fall
into the areas of [ -channels. In this case, the probability
of including the channels kjk, with a simultaneous
transition to the analyzed state y;y,...Y4.» k1 k5 , although

it decreases, but exists and should be considered.
We will first conduct the analysis for the flow of
requests with the parameter A, , finding the intensity of

transitions oci*, and present the result of this analysis in a
compact notation:

1
1 s .
afe =yl 14l Y ——-CiT5-Cpy +

i=0Ci42

2 ] 2ei i

+ly =Gy Cpg oot
~c
lk2 i+2 (18)
_ 1 oy .

+1 - T-C,’C‘_ZZ’-C,;_,{+~~+
i=0Cito
"2 N2—i i

o 2 G Gyl
i=0Ci+2
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It can be noted that the last term is nonzero only at
i =n—k . The final expression for the transition intensity

a,zc* will take the following form:

2 A J=2-i i
O g 27»221] T'Ck_z 'Cn—k' (]9)
j=1 i=0“i+2

Let us consider the procedure for determining the
second, “refusal” component ai** of the desired
intensity.

When requests for streams with parameters A ,.,7r >3
are received, the transition to the state y, v, -+ y_o k1 k>

is possible only when such a request enters an area
accessible for servicing by channels k&, and
inaccessible for 3 -channels.

The number of such accessible areas for each value
[; (j=1,..,n) of the overlap coefficients of the service

devices accessibility zones is equal to:

) k=2 . L
— J
Ol fs = le+2'ck72 Z?\.r .
j=0 r=3

(20)

Combining (19) and (20) for £=2 we find the
desired transition intensity:

2 5Ny & ci i
afp=hy 2l D —— TGyt
j=1 i=0%i+2

@
k=2 . L
+ Yl CLy [ YA,
j=0 r=3

Reasoning similarly and comparing expressions (15)
and (21), we find the desired expression for the transition
intensity in the general case:

n

=9 1 o
af =g 2l 2 ——Cig " Coy +

j=l i=0C,
22
k—q ) L - o (22)
+ ZIJ-_H]-C]{_(] 'zkr» gq=Ln; k=Ln.
Jj=0 r=q+1

It should be noted that the arc with intensity OLZ
leaves the state y;y;...v;_q belonging to the tier of the
model graph with numberk —¢q, and enters the state
Y1Y2--Yk-q k1 k2. kj of the graph k-th tier.

To determine the final probabilities in the researched
non-fully accessible QS with a non ordinary input flow of
requirements groups, we will use the well-known [12]
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property of Markov graphs. According to this property, in
steady state, the total flow of movements along the ribs
entering any closed contour on the graph is equal to the
total flow of transitions along the edges leaving this
contour. In this case, the flow of transitions along a
separate edge of the graph is equal to the product of the
intensity of transitions along this edge, for example p for

the state S34 in Fig. 3, by the probability of the state from
which this edge comes out. Thus, for a state Ss34, the flow

of transitions along the outgoing edge can be obtained in
the form: p- pay.

Next, we will use the noted property and, for the
system of inserted contours in Fig. 3, we will compose
equations for the balance of transition flows. In this case,
for the probabilities of group (tiered) states, we use the
probability symbol P, and for the probabilities of states
within each tier, we use the probability symbol p and

take into account the ratio of group probabilities and
probabilities of states within each tier (Fig. 3):

By=po; P =p1+py+p3+prs

Py =p1o+ P13+ Pra+ Pz + P+ P3gs
Py = p123 + Proa + P134 + P234s

Py = p1o3s -

(23)

For the inner contour enclosing the vertex S, we
obtain:

Wpy +1po +Up3 +Upy = (24)

= (4(1} + 6oc% + 40@ + lai) Do -

Taking into account (23) and the number of channels

n=4, equality (24) can be represented in the following
form

WP =R (Clal+C2ad+Clod+Clad). (29

For the remaining contours in Fig. 3, we omit the

procedure for the transition from the probabilities of

internal states to the probability of the group state, noting

that such a transition did not require any hypotheses about
the values of the internal states probabilities, we obtain:

2uP, = B3ab +3a3 +1ad) +

+ By (603 +403 +1a3) = R(Cpjois + Copja3 +  (26)
+Cy102) + By(Cra + Cha3 + Cpag);

3uPR = Py(205 +10d) + A (303 +103) +

+ By(40d +1af) = B(Cl ol +C2 0D+ @7

2 2 3 3 3.3 4 4N .
+Pl(cn—la3 +Cn—1a4)+PO(Cna3 +Cn0”4) 5
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4MP4=P3-1a14+P2-1aﬁ+101.1ai+p0.1aj:
=5 Cn 30‘4+P2 Cn 2(14+P1 Cn 10L4+P C1 ‘(28)

In the general case, the equation for the balance of
transition flows will take the following form:

n—k+j

k
k'H.Pk:ZPk] Z

j=1

q
n k+j O'“kfjJrq : (29)

Next, we will take into account the need for
subsequent verification of correctness of the resulting
analytical description of an incompletely accessible QS
with input flow of non ordinary groups requirements, by
degenerating them into already known and verified
models, we will look for expressions for the final
probabilities of group states in a form convenient for such
verification:

k _
(pllc') Fis k=1 n;

Pk = PO N
1 (30)
[ $ 60" (m) ]
k=0
where for the functions Fj we’ll need formulas:

Ay —

py=—L, q=1 31)
U

To find an analytical calculation formula for the
probability P, deformation function Fj , we present the

expression for the transition intensity (22) taking into

account the transition probability d,? , and then we obtain:

Next, we substitute the expression for the final
probabilities (30) into equality (29), and we obtain:

(k J)' A

(33)

n—k+j
Z Cn —k+j " dk —Jj+q
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After elementary transformations we obtain:

k
(k=1)!
Fe=2Fpj—5——
=1 (p)’ (k=N
n—k+j _
Z Cg—kﬂ'pq'dlg—ﬁq’ k=1,n
q=j

(34)

In order to find the value of a function F,, we

substitute the value & =1 into expression (29), and then
we get:

n
WR=F- Y Cl -y df .
gq=1

(35)

Then we substitute the probability value P, from
equality (30) into equality (35) at £ =1, and we obtain:

n
By oy Fi =Ry X.Cf by df

(36)
q=1
From equality (36) and (31) we find:
1 n
Fi=—2Clp,-d] 37)
pl q:]

On the other hand, from equality (36) with the value
k =1 we obtain:

1 n
Fl :FO_ZCgpng .
1 q:l

(38)

Equating the right-hand sides of equalities (37) and
(38)

1 n
Z Pg-dd =Fo-—2Clpg-dd, (39
P1 g=1 P1 g=1

we find the value of the function F:

Fy=1. (40)

To check the correctness of expressions (22), (30) and
(34) of the obtained analytical description of the non-fully
accessible M, /M/n QS with a non ordinary input flow of
requirements groups, we’ll research the asymptotic
transition of its description into the specification of a
similar fully accessible M;/M/n QS with a non ordinary
input flow of requirements groups, and then into the
description of a similar non-fully accessible QS but with a
simplest requirements flow.

When the analytical description of a non-fully
accessible QS with a non ordinary input flow of
requirements groups degenerates into a fully accessible
QS, all values of accessibility probabilities for individual
groups of service channels become equal to zero, except
for the probability /,, :
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n
ly=—t=0, k<n; 1,="=n,=1. 41
Ck ! cy “h

Then expression (22) degenerates into equality (42):

n—q
o =iyl B Yl
i+q (42)

L P J—
+[lk]- Dhy, g=Ln; k=Ln.
r=q+l1

The product of the combinations under the sum sign in
equality (42) is different from zero and equal to one only
when the value i =n—k . Then expression (42) takes the
following form:

of =y by —— Zx

i+q r=q+l

(43)

When substituting the value i = k— j+ ¢ into equality
(43), we obtain:

1
=yl

L
lk' Z}"r

r=q+1

U jg (44)

q
Cn —k+j

Next, we substitute the value O‘Z_ i+q from equality

(44) into equality (29) and, taking into account conditions
(41), we find:

k n—k+j
k'M'szsz J° Z Cn —k+j ak Jj+q =
=
k n—k+j
=2 P Z
j=1

n k+j " (45)

+1 - Zx,].

r=q+1

iy -
q
Cn k+J
In the internal sum in equality (44), we select the last
term with the value ¢ =n—k+; and take into account
the conditions (41). Then expression (45) will take the
following form:

n—k+j—-1 c? . .
[xq n—k+j n
k q=] Cq k+j
k-wPB=%P_; ni (46)
=1
/ +0]+CIEH 0. Zx
r=q+1
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Finally, taking into account the accepted hypothesis
L=n,we find:

k L
k],lPk = zpk*j . Z?\.q .
J=1 q=Jj

(47)

Expression (47) completely coincides with the basic
equality for finding the final probabilities P, of group

states in the M, /M/n QS with a non ordinary input flow of
requirements groups (8).

Thus, when a found description of M;/M/n QS with
incomplete approachability of service devices degenerates
into the same system, but fully accessible, the found
description is automatically transformed into a known
description of QS M} /M/n with complete approachability
of service devices. The noted phenomenon testifies in
favor of correctness of the obtained analytical description
in relation to simpler M;/M/n QS, which is a simplified
version in relation to considered non-fully accessible QS
with a non ordinary input flow.

The M/M/n QS, with incomplete approachability of
service devices and with an ordinary (simplest) input flow
of requirements [4, formula (29)], taking into account the
designations of variables, is described by the equation (8)
of transitions flows balance (48):

kP = Pr_y - Cogar - 0

k=1n . (48)

In equalities (1) the probability #; =1 and all other
probabilities become equal to zero b, =0,r=2,..., L.

Then the parameters of the partial flows of
requirements will take the form
A =1; A, =0, forr>2, which will lead to changes in
the found analytical description (22), where for all values
g22 ol =0.

On the right-hand side of (29), the inner sum turns out
to be nonzero only when j=1, and expression (29) is
transformed to the form:

k n—k+j
k-w B = sz—j' > Cg—k+j 'OLZ—‘/#q =
J=1 q=Jj
(49)

| !
=B Cpps1 -0 -

J=1

which coincides with the description (48) of a non-fully
accessible M/M/n QS, with refusals and with an ordinary
(simplest) input flow of requirements. At the same time,

expression (22) for 0‘1? is transformed to the form:

n _
(xkzﬁ k=1n,

Jj=

Jj-1 1 . .
—1-
L Y5 Cok s (50)
1

i=0“i+1
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which completely coincides with the expression [4,
formula (29)] (see here formula (8)) for a non-fully
accessible M/M/n QS, with refusals and with a simplest
input flow.

As a result, when the found description of a non-fully
accessible QS with a non ordinary input flow of
requirements groups and with refusals degenerates into a
non-fully accessible system with refusals, but with a
simplest input flow, the found description is automatically
transformed into a known description of a non-fully
accessible M/M/n QS with refusals and with an ordinary
(simplest) input flow of requirements. The noted
phenomenon testifies to the correctness of the obtained
analytical description in relation to the simpler M/M/n
QS, which is a simplified version in relation to considered
incompletely accessible QS with a non ordinary input
flow. Thus, the application of the mathematical apparatus
for analysis the groups of states of Markov graphs [12]
made it possible to obtain analytical formulas for
calculating values of states’ final probabilities in process
of servicing a non ordinary flow of requirements groups
in a non-fully accessible system with refusals, which is a
general case of previous types of QS.

4 EXPERIMENTS

In order to test the operability of analytical description
of the incompletely accessible M} /M/n model, we use an
example from the topical sphere — of important objects air
defense (Fig. 5) by a grouping of four single-channel
SAM systems (Table 1, No. 1, 2-3) — “service devices”,
which should prevent a planned air blow of N,,,,; g, =15
enemy aircraft (Table 1, No. 2-8, 2-3) with a duration of
7,5 minutes and at intensity of 2 aircraft per minute
(Table 1, No. 2-8, 2-3). Let’s assume that shelling an
aircraft in a fire zone ends with its destruction.

W

¥

Figure 5 — An example of setting the task of assessing the
objects’ air defense effectiveness by the SAM systems’ using
the Ms/M/4 model of an incompletely accessible QS with input
flow of requirement groups
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To destroy an object covered, at least five aircraft are
required. Therefore, the task of SAM systems grouping is
considered fulfilled in the case when less than five aircraft
can break through to the object (N js50q <5 )-

In QS with incomplete approachability of service
devices, refusal to service the next requirement is possible
with any number of free devices. Therefore, to estimate
the service probability, it is necessary to use information
about the mathematical expectation of the occupied
devices number M, , and the performance p of QS' one

channel:

n
. w-Mpyg.
Mb.d.zzk'Pk: Poervice = .
k=0 1

(51

We also note that the mathematical expectation of the
enemy aircraft number that broke through to the target
(Nonissea) can be found (52):

Nmissed = Ntotal.En' (1 - Pservice ) (52)

To perform the calculations, we use the initial data
(Table 1 No. 1-24, 2-9), and the set of formulas (1), (41),
(14), (17), (31). To calculate the missing expressions for
the transition intensities, we use equality (22), and obtain:

| L
a3 =135 Tl 2
r=4

L
of =3l +1g)+ 1y DA,
r=4

L
ag=hg(ly)+1y- Y, .
r=5

Next, we use equalities (40) and (34). We find the
missing expressions for the deformation functions Fr—F)
of the final probabilities P, of QS states group using the

(53)

general recurrent expression (34), we obtain:

1
Fy=F, 'k—o(3a12 +303 +1a3) +
1

(54)
+ (“)2-(6a§+4a§+1a3);
1)
1 1 2 2p
F3=F2'—'(2'0L3+1'(X4)+F1' .
h ()
52 (55)
{(Graf +1ad)+ Foy -t (4-ai+1af);
1)
1
F4 ::F3';1'G£+F2'3 (H; '01.42‘4-
1) 1)
. 5 . 3 (56)
+Fy- (“)3 ~a§1+F0~ (“1 ~ocﬁ.
(A1) *)
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We will calculate the probabilities of QS states group
according to (30). To control the correctness of the
obtained model M; /M/n with incomplete approachability
of service devices, we’ll use the well-known formulas of
Erlang model [5]:

pk _ n pk -1
Pk ZPO'F; kzl,n; POZ e . (57)

Table 1 and Figures (Fig. 6-Fig. 9) present the
calculation results..

For ease of analysis, Table 1 and Figures 6-9
introduce an abbreviated designation for the compared QS
models, which allows us to establish a significant
difference in the probability distribution of group states of
the model developed in this research (Devel.) and known
models (Req.gr., Inacces. and Erlang).

The known models do not provide for simultaneous
consideration of the essential features of real QS —
incomplete accessibility of service devices and the group
composition of the input flow of requirements with an
unknown composition of groups in advance, which leads
to a significant distortion of the predicted results for QS
operation.

Thus, (Fig. 9 and Table 1 No. 37) the excess in the
assessment of the expected value of the efficiency
indicator P, ;.. » relative to the value obtained using the

developed model, turns out to be at least one and a half
times greater than the more realistic assessment using the
developed model.

As a result, all known models allow us to assume that
the SAM group will let through less than 5 enemy aircraft
and thus reliably perform its task (Table 1 No. 38).

However, simultaneous consideration of the
incomplete accessibility of service devices and the group
composition of requirements in the input flow more
objectively shows the significant inability of the SAM
group to perform its task, since more than eight enemy
aircraft can pass "without service" to the protected object
(Table 1 No. 38, 12).

At the same time, the result of the experiment
demonstrates the automatic degeneration of the
deformation functions (Fy—F,) into the functions of
incomplete accessibility (Table 1 No. 27-31, 13) and in
the function of non ordinary (Table 1 No. 27-31, 14), as
well as in a single value (Table 1 No. 27-31, 15) with an
automatic transition to the description of the final
probabilities QS (Table 1 No. 32-36) of group states in
the model with incomplete accessibility of service
channels, in the model with group arrival of requirements
and in the Erlang model.

The calculation expressions of the deformation
functions Fy—F, are recurrent, which allows automating
the calculation of their values for specific operating
conditions and the specific configuration of QS.
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Table 1 — Comparative assessment of service probability and task performance efficiency by the SAMS group (Fig. 5) using the developed
and previous types of QS models with refusals

Names and values of models’ parameters Types of models

# | Name Value # | Name | Value | # | Name Value # | Name | Devel.* |Inacces.* | (Req.gr.)* | Erlang*
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 n 4113 u 1|15 o' 0.087] 27 Fy 1 1 1 1
2 1 2114 P1 0.133] 16 o' 0.120] 28 F 5 1 5 1
3 A 0.667 15 L 5017 o' 0.164 ] 29 F 40.1 0.9 55 1
4 a 0.200] 16 A 0.133] 18 oy 0.340] 30 Fs3 372.204 0.486 912.5 1
5 a 0.200| 17 A2 0.133] 19 a’ 0.033] 31 Fy 3408.55 0.247 19637.5 1
6 az 0.200| 18 As 0.133] 20 s’ 0.056 | 32 Py 0.451 0.178 0.360 0.143
7 as 0.200] 19 Aa 0.133] 21 s 0.144] 33 P 0.301 0.356 0.240 0.286
8 as 0.200| 20 As 0.133]22 as’ 0.021] 34 P, 0.161 0.321 0.176 0.286

9| m 04] 21 L 0.1] 23| o 0.061| 35 Ps 0.066 0.115 0.130 0.190
0] m 03] 22 L 0.05]| 24| o, 0.037] 36 P, 0.020 0.029 0.093 0.095
11 T3 0.16| 23 5 0.04| 25| Mya 0.9] 37| Piewice 0.452 0.731 0.678 0.905
12] my 0.14| 24 Iy 0.14] 26| M, 3| 38| Nuissed 8.23 4.04 4.84 1.43

*Devel. — The developed QS M, /M/n with refusals with not fully accessible service channels and with input flow of requirements’ groups.
*Req.gr. — QS M, /M/n with input flow of requirements’ groups and with refusals. The functions F; automatically degenerate into known

non-ordinary functions [3, formula (18)].

*Inacces. — QS M/M/n with not fully accessible service channels and with refusals. The functions F; automatically degenerate into known

functions of incomplete accessibility [4, formula (28)].

*Erlang — QS M/M/n with refusals. The functions F; automatically become equal to one [5]

Py

0.5 4

0.4 o b

0.3 ﬁ

0.1 H I H

00— 2 3 I4 =

Figure 6 — Final probabilities Py of states’ groups in queuing
systems with refusals and under identical conditions:
a) the developed M /M/n model;

b) the well-known M/M/n model. *Inacces. — see (*) in Table 1,

(by=Lb,=0;A1 =LA, =0,forr>2)

Py
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01| [Tl I H
0oL i

1 2 3
Figure 8 — Final probabilities Py of states’ groups in queuing
systems with refusals and under identical conditions:
a) the developed M /M/n model;
b) the well-known M/M/n model. *Erlang — see (*) in table 1,

(ly=r, =L, =0,k<n;
by=Lb,=0;11=1; 4, =0,forr>2)

Py
0.5
0.4 ¥

03| Rt

0.2 ‘
|

1 2 3
Figure 7 — Final probabilities Py of states’ groups in queuing
systems with refusals and under identical conditions:
a) the developed M /M/n model;
b) the well-known M; /M/n model. *Req.gr. — see (¥)
inTable 1, (l, =7, =11, =0,k <n., (41))
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Figure 9 — Predicted value of performance indicator for a group
of SAM systems (Fig. 5), using QS models:
1) the developed M; /M/n model;
2) M/M/n model *Inacces. — see (*) in table 1;
3) M; /M/n model. *Req.gr. — see (*) in table 1;
4) M/M/n model. *Erlang — see (*) in table 1.

5 RESULTS M;/M/n with incomplete approachability of service
In the course of this research, analytical formulas for  devices were obtained for the first time, which makes it

calculating the values of final probabilities in Markov QS possible to evaluate and predict the values of all known
© Gorodnov V. P., Druzhynin V. S., 2025
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indicators of system efficiency. In this case, the
deformation functions (F}) of the states groups’
probability distribution in QS have a recurrent form (34),
which is convenient both for finding their analytical
expressions and for performing numerical calculations.
When the parameters of the QS operating conditions
degenerate, the resulting description automatically goes
into a description of one of a known QS: with refusals and
with incomplete accessibility of service devices (M/M/n);
into a description of a known QS with refusals, with full
accessibility of service devices and with non-ordinary
input flow of requirements groups (M/M/n), into a
description of a known Erlang QS with refusals. During
the numerical experiment, were obtained results (Table 1,
Fig. 6-Fig. 9) that testify in favor of this statement. Thus,
the noted types of QS turn out to be special cases of the
analytical description of the final probabilities of QS
M, /M/n with refusals, with partially accessible service
devices and with an input flow of requirements groups
with random composition obtained in this research.

CONCLUSIONS

In the course of the research, the analytical formulas
for calculating numerical values of final probabilities of
states in the M; /M/n QS with incomplete approachability
of service devices for the input flow of requirements
groups were received. The results of numerical
experiment testify in favor of correctness the analytical
formulas for calculating numerical values of final
probabilities and in favor of possibility of their practical
application in real QSs when solving problems of
forecasting efficiency, as well as analyzing and
synthesizing the parameters of real queuing systems.

The scientific novelty of the results obtained in
research lies in the creation of possibilities for forecasting
the effectiveness of known type of Markov queuing
systems with refusals, with incomplete approachability of
service devices and with an input flow of requirements
groups with random composition. The obtained
description (24), (27)—(29), (33) of a queuing system is a
general for known QS with refusals, with not full
approachability of service devices and with the simplest
input flow of requirements (M/M/n), for known QS of
My /M/n) type and for known Erlang model M/M/n.

The practical significance of the research results
consists in obtaining analytical calculation formulas for
performing rapid quantitative assessments of final
probabilities, as well as all indicators of the efficiency of
QS M;/M/n with incomplete approachability of service
devices and its less complex QS variants in the course of
solving practical problems of analysis, synthesis and
management of real objects, for which such models can
serve as a formal representation. The recurrent formulas
obtained for calculating the values of the deformation
functions of probabilities for states groups in QS are
convenient for performing quick practical calculations.

© Gorodnov V. P., Druzhynin V. S., 2025
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Prospects for further research may be a research
and development of an analytical description for final
probabilities in Markov models with incomplete
accessibility of service devices, with an input flow of
groups of requirements and with waiting.
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AHAJITHYHAN ONMUC ®THAJIBHAX IMOBIPHOCTEM CTAHIB Y HEITIOBHO JOCTYITHII CUCTEMI
OBCJIYT'OBYBAHH4 3 BIIMOBUMM I 3 BXI/IHUM IOTOKOM I'PYII BUMOT

I'oponnos B. II. — 1-p Bilicbk. Hayk, npodecop, npodecop Hauionansroi akanemii HarionansHoi reapaii Vkpainu, M. Xapkis,
Vkpaina.
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AHOTAULIA

AxTyanbHicTe. OCHOBOIO CTBOPEHHS Ta YNPABIiHHS PEAJbHUMH CHCTEMAaMH MAacOBOTO OOCIYyrOBYBaHHS € MOMJIUBICTH
NIPOrHO3y IXHBOI eeKTUBHOCTI. [ 3araJbHOTO BUIIAJKY TAaKHX CHCTEM 3 BIIMOBAaMH, 3 HENOBHOIO JOCTYITHICTIO IpPWIANiB
00CITyroByBaHHSI Ta 3 BHUIIQJKOBHM CKJIQJIOM TPYIl BUMOI y BXiJHOMY HOTOLI NPOTHO3 €(pEeKTHUBHOCTI X POOOTH 3alMINAEThCS HE
BUPIILIEHOIO IPOOIEMOI0.

Meton. [lns BumeBkazanux tumiB CMO HMOBIpHOCTI CTaHIB MOXXHA OIMCATH CHCTEMOIO [H(EepeHLialbHUX DPIBHSIHb
Konmoroposa, sika U1sl CTAlliOHAPHOTO BHIIAIKY IIEPETBOPIOETHCS B OAHOPIAHY CUCTEMY JIIHIHHO 3aJeKHUX anreOpaidHuX PiBHSHB.
Hns peanpanx CMO B cuctemMax 3B’A3Ky KUIBKICTh PIBHSHB MOXe OyTH OIliHEHAa MHOXXKHHOIO-CTYIIEHEM 1 JOCATAaTH KiTBKOX THCAY,
0 TOPOKYE MPOoOIeMy IX 3amucy Ta YHCENBHOTO PO3B’s3aHHS Ui KOHKPETHOTO HAOOpYy 3HA4YEHb MapaMeTpiB YMOB POOOTH.
[IporocTuyHa LiHHICTH TAaKOTO DIIIEHHS HE MEPEBHUINY€ HMOBIPHICTH BraJyBaHHS YHCIOBHX 3HAUCHb IapaMeTpiB yMOB poOOTH
CMO, a s mapaMeTpiB 3 Oe3nepepBHIMHU 3HAUCHHSIMU, HAIIPUKJIAM, IS BUMAIKOBHUX IHTEPBAJiB Yacy MiX BUMOTaMH, JOPIBHIOE
HYJIIO.

BukopucTtanuii MeTo] 3aCHOBaHMI Ha aHAIITHYHOMY Iepexoai 10 onucy rpyn craniB CMO 3 0IHAKOBOIO KINBKICTIO 3aHATHX
npuctpois. [Ipu npOMy nparHeHHs OTpUMATH KiHIEeBi IMOBIpHOCTI cTaHiB y ¢opmi, HabmmwkeHiit 1o Gopmyn Epnanra, 3anumaerses.
BB 3rajanux Buie BiactuBocTeit CMO MoOXHa JIOKaldi3yBaTH B OKPEMHX PEKYPEHTHHX (QYHKIIAX, SKi MYJIBTUILTIKATUBHO
CHOTBOPIOIOTH (hopmynu Epnanra.

PesyabTaTn. [{1s Bumesasnadenux tunie CMO Boepie 3HaiiIeHO aHATITHYHI pO3paxyHKOBI GOPMYIH IUIs OIIHKH (iHATEHUX
nmoBipHocTe craniB CMO, mo nae 3MOry IpOrHO3yBaTH 3HAYEHHS BCIX BIIOMHX ITOKa3HHUKIB €()EKTHBHOCTI CHCTEMH. Y LOMY
Bunanky ¢yskuii nedopmanii posmoniny #iMosipHocTel rpyn craHiB y CMO MaloTh peKypeHTHHH BHIJISN, IIO 3pYYHO SIK JUIS
3HAXOJDKECHHS X aHAIITHYHUX BUPA3iB, TaK 1 JUIsl YMCEIBHUX PO3PaXyHKIB.

Konu mapamerpu ymoB po6otn CMO BUPOIKYIOTBCS, pe3yJIbTYIOUHI OIMC aBTOMAaTHYHO NEPETBOPIOETHCS HA ONMHUC OJHIET 3
Bigomux CMO 3 BiamoBamu, ax 10 CMO Epnanra.

BucHoBku. 3HaiifieHi aHaNITHYHI PO3paxyHKOBi BHpa3u sl (QiHambHUX MHMoBipHOCTel Bumiesraganoi CMO BusiBHIHCS
3aCTOCOBHUMH 0 BCiX THmiB MapkiBcbkoi CMO 3 BigMOBaMu, IO MiATBEPHKEHO pe3yJbTaTaMU YHCEIBHOTO EKCIIEPUMEHTY. Y
pe3ynbTaTi CTajJo MOX/IMBHM IHPAaKTHYHO 3aCTOCOBYBAaTH OTPHMaHHil aHAMTHYHUH omuc po3ristHyToi CMO st omepaTHBHHX
OLIIHOK e(eKTHBHOCTI po3po0iieHoi Ta icHyro4oi CMO B MOKIMBOMY [Tiarma3oHi yMOB iX (yHKIIOHyBaHHS.

KJIIOYOBI CJIOBA: MapkiBcbKi CHCTEMH MacOBOTO 0OCITyTOBYBaHHS, TPYIIH BUMOT.
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ABSTRACT

Context. The practice of today’s problems actualizes the increase in requirements for the accuracy, reliability and completeness
of the results of time series processing in many applied areas. One of the methods that provides high-precision processing of time
series with the introduction of a stochastic model of measured parameters is statistical learning methods. However, modern ap-
proaches to statistical learning are limited, for the most part, to simplified polynomial models. Practice proves that real data most
often have a complex form of a trend component, which cannot be reproduced by polynomials of even a high degree. Smoothing of
nonlinear models can be implemented by various approaches, for example, by the method of determining the parameters of nonlinear
models using the differential spectra balance (DSB) in the scheme of differential-non-Taylor transformations (DNT). The studies
proved the need for its modification in the direction of developing a conditional approach to determining the structure of nonlinear
mathematical models for processing time series with complex trend dynamics.

Objective. The development of a method for determining the structure of nonlinear by mathematical models for processing time
series using DSB in DNT transformations.

Method. The paper develops a method for constructing nonlinear mathematical models in the DNT transformation scheme. The
modification of the method consists in controlling the conditions for the formation of a certain system of equations in the DSB
scheme to search for the parameters of a nonlinear model with its analytical solutions. If the system is indeterminate, the nonlinear
model is supplemented by linear components. In the case of an overdetermined system, its solution is carried out using the least
squares norm. A defined system is solved by classical approaches. These processes are implemented with the control of stochastic
and dynamic accuracy of models in the areas of observation and extrapolation. If the results of statistical learning are unsatisfactory
in accuracy, the obtained values of the nonlinear model are used as initial approximations of numerical methods.

Result. Based on carried-out research, a method for determining the structure of nonlinear models for processing time series us-
ing BDS in the scheme of DNT transformations is proposed. Its application provides a conditional approach to determining the struc-
ture of models for processing time series and increasing the accuracy of estimation at the interval of observation and extrapolation.

Conclusions. The application of the proposed method for determining the structure of nonlinear models for processing time se-
ries allows obtaining models with the best predictive properties in terms of accuracy.

KEYWORDS: data science, statistical learning, time series, nonlinear models, numerical methods, least square method.

ABBREVIATIONS H — segment of the argument on which the function
ARMA — autoregressive moving average; is considered;
ARIMA - autoregressive integrated moving average; k — ordinal number of the discrete spectrum;
DNT - differential-non-Taylor transformations; N — time series size (sample size);
DS — d1fferentlal spectrum; P{...}; —direct differential transformation;
DSB - is a balance of differential spectra;
EMA - exponential moving average; R? — determination coefficient of the model;
MA — moving average; t — function argument;
OLS — ordinary least squares. t - specific value of the argument at which the con-

version is performed;

A — linear deviaﬁglhggtlgg;OACEERE Yn — N-th dimension (element of the time series — di-
@ —OLS matrix algorithm; mension);
@i (t) —basis model functions. Z(t) — polynomial model;
a; — parameters of the nonlinear model; Z(t) — discrete argument function k =0,1,2,...;
¢; — free polynomial coefficients e.g. in the format of Z(t) - trained polynomial model;
a step basis; z (k), F (k) — images of models.

d - distance control;
f(t,a) —nonlinear model;
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INTRODUCTION

One of the fastest growing areas in the field of modern
information technology is undoubtedly Data Science.
Currently, methods and technologies of data research play
a key role in e-commerce software systems (trading, re-
tailing, aggregation), computer systems of automated and
automatic control (unmanned systems, traffic control sys-
tems), etc. [1, 4]. These applied fields often operate with
data in the time series format. Their processing is quite
illustratively presented: approximation methods (Moving
Average (MA) algorithms, Exponential Moving Average
(EMA), autocorrelation algorithms such as ARIMA); sta-
tistical learning methods (smoothing) — Statistical Learn-
ing (Ordinary Least Square Method (OLS), Kalman filter-
ing, etc.); methods of deep learning using artificial neural
networks [1-7].

Real data in the form of time series, as a rule, depends
on many factors that are difficult to describe. This intro-
duces errors into discrete measurements that are attributed
to the model randomness. Therefore, despite the success-
ful application of approximation and deep learning meth-
ods in practice, statistical learning methods are quite ef-
fective from the point of view of accuracy, reliability of
the result and productivity of calculations.

Traditionally, Statistical Learning methods use linear
models in the form of power polynomials. But the reality
is that most of the studied processes are non-linear in na-
ture, thus a priori limiting the possibility of using this
approach. That is why approximation and deep learning
methods are sometimes preferred, which, in fact, repro-
duce the stochastic process. There are quite a few ap-
proaches that allow us to partially solve the problem of
nonlinear smoothing (linearization, numerical methods)
[1-3]. Most of them consist in simplifying a nonlinear
model to a set of linear components or require initial con-
ditions for starting iterative processes of “fitting” the pa-
rameters of nonlinear models to the data. However, in
practice, such models lose both most of their nonlinear
information and their own predictive value.

Therefore, the task of developing an approach to de-
termining the parameters of a nonlinear model based on
the data of the time series format using statistical learning
methods is relevant.

The object of study is the process of determining the
structure of nonlinear mathematical models for processing
time series.

The subject of study is methods of processing time
series with nonlinear models in terms of parameters

The purpose of the work is to develop a methodol-
ogy for determining the structure of nonlinear mathemati-
cal models for processing time series using DSB in DNT
transformations.

1 PROBLEM STATEMENT
Suppose while observing a certain process, a time se-
ries is Y obtained that is described as:

Y=1{Y0,Y1>Y25--->¥Yn} - (1)
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This data may be heterogeneous, contaminated, and
have anomalous measurements, but all this must be ad-
dressed at the data preparation stage. Therefore, we fur-
ther assume that the time series (1) is homogeneous, and
its values are normally distributed with standard deviation
o (base random error).

The general form of the nonlinear approximating func-
tion is known:

f(t,a),a=ap,a),...,8j,-.-,8m » )

which with a high degree of adequacy describes the proc-
ess under study, represented by a set of discrete dimen-
sions (1). The task of processing the time series (1) by
statistical learning methods is to determine the parameters
a of the nonlinear model (2) with the requirement to re-
duce the random measurement error (1). The result is a
nonlinear mathematical model, consistent — “trained”
from measurements (1), which describes the law of trend
change of the process under study with reduction —
smoothing of the random error of the input data [12].

However, classical methods of statistical learning are
based on the use of linear models — polynomials. The
nonlinearity of such approaches is reproduced by adding
high-stage components to the structure of the model. This
approach shows good results within the measurement
sample (1), but the predictive properties in terms of accu-
racy (point and interval) and the forecast interval are not
the best. Nonlinear in terms of parameters models (2)
overcome these disadvantages of polynomial forms [7,
10, 11].

To determine the parameters of a nonlinear model, it
is proposed, first, to use OLS to train a polynomial

model Z(t) :

2(t) = D(y), 3)
2t) =Y cioi (1) “)

So, we have two models f(t,a) and Z(t) are, respec-

tively, theoretical and experimental, and the parameters of
the second are known. To determine the parameters of the
theoretical nonlinear model, it is necessary to perform its
approximation to the experimental one. That is, to transfer
the properties of one to the other: the certainty of the pa-
rameters 2(t), which are obtained from sample (1), on a
nonlinear model that is uncertain in terms of parameters
f(t,a) . One method to accomplish this is DSB.
The balance of differential spectra is based on the dif-

ferential transformations described in [7]. In general, they
can be presented as:

HX d*z)

200 = PO = 1= )
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2= 7 () 2(0). ©)

Expression (5) provides the ability to get an image
Z(k) from its original z(t) (direct transformation). In-

verse conversion (6) provides the ability to restore the
original z(t). Differential image Z(k) is called the dif-
ferential spectrum (DS) or a P-spectrum, and the value of
the Z(k) for specific values of the argument — DS dis-

cretes (P-discretes). The reconstruction of the original is
reduced to the summation of the discrete P-spectrum in
the form of a segment of the Taylor series. ex. (6) (basic
or differential-Taylor (DT) transformations). If the resto-
ration of DS is carried out on an arbitrary (non-Taylor)
basis, such transformations are called differential-non-
Taylor (DNT). It is possible to implement DNT by equat-
ing the discrete of the same name to the original function
Z (k) and functions from the selected basis, e.g. f(t,a).
This is the essence of the DSB method.

Combining the properties of an experimental model
2(t) and a nonlinear model f(t,a) according to the DSB

in the DNT scheme is carried out according to the model:
[P{2(t)} = Z(K)]=
=[P{f(t,a)};» = F(k,a)] (7)
— Z(k)=F(k,a).
Determination of the parameters a of a nonlinear

model f(t,a) is implemented by forming and solving a
system of equations:

Z(0)-F(0,a,)=0,
Z()-F(l,ay) =0,
Z(2)-F(2,a3) =0, (8)

Z(k)—F(k,ap)=0.

The processes described represent the essence of the
method of constructing nonlinear mathematical models in
the DNT transformation scheme [7].

The problem of the practical application of the DSB is
the need to comply with a number of requirements: DS
2(t) and f(t,a) must give a definite system of equations

(8); model Z(t) must be adequate to the dynamics of data
changes (1); model f(t,a) should not have zero discrete
for at the interval of existence of the DS model Z(t).
Such requirements can only be met in partial cases.

Therefore, the paper proposes the development of a
method for constructing nonlinear mathematical models
in the DNT transformation scheme by developing a condi-
tional approach to determining the structure of nonlinear
models for processing time series.
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2 REVIEW OF THE LITERATURE

The focus of the analysis of existing approaches to
the processing of time series with nonlinear models is
placed on the methods of statistical learning. It should
be noted that we will consider nonlinear models where the
reproduction of the nonlinearity (seasonality, fluctuations,
etc.) of the trend is ensured by introducing a nonlinear
function into the structure of the model — exponential,
logarithmic, trigonometric, differential components, etc.
In this case, nonlinear operations are implemented on the
parameters of the model, and the models are nonlinear in
terms of parameters. Otherwise, the models will be con-
sidered linear in parameters, although capable of repro-
ducing nonlinear time series. The advantage of nonlinear
models over linear ones is the smaller number of struc-
tural components of the former. That is, the reproduction
of the nonlinearity of data is assumed by a nonlinear func-
tion, and not a significant number, for example, of high-
degree polynomial elements.

Currently, there are quite a few approaches to repro-
ducing nonlinear models, but they can be divided into
three classes: linearization; calculation of parameters by
iterative numerical methods; operator methods. The best
efficiency was proved by methods based on operator
transformations. In this direction, [4, 6, 10, 11] proposes
an approach to determining the parameters of nonlinear
models using the method of differential transformations
[7]. However, its shortcomings lead to the possibility of
effective application to a rather narrow range of partial
cases.

This determines the formed goal of research on the
development of an approach that will unify the use of
operator methods to determine the parameters of nonlin-
ear models consistent with the time series of the format

).

3 MATERIALS AND METHODS

The use of DSB to determine the parameters of a
nonlinear model implements the transfer of properties
of a simplified polynomial model to a complex nonlin-
ear model. This means a priori that in the observation
area, or in the provided time series, this polynomial
must adequately describe the process itself sufficiently,
otherwise the transfer of low-quality characteristics
will be performed. That is, within the time series (1), the
characteristics of the curvature of the trend must be com-
parable with the radius of convergence of the polynomial
of the selected order, otherwise it simply cannot cope with
the nonlinearity of the process under study. Or vice versa,
for a time series with significant nonlinearity of trend and
volume, one should have a polynomial of comparable
radius of convergence, which is not always possible. Be-
cause in this case, the number of calculation operations
for statistical training will increase and random errors of
polynomial coefficients will accumulate. It should be
noted that the indicators of the radius of convergence will

OPEN a ACCESS
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have a wide range of variation depending on the shape
and physical essence of the process under study. For as-
ymptotic processes, the convergence of the model will be
supported by small degrees of the polynomial (up to the
third and fourth orders) trained on relatively small sam-
ples. For processes with seasonal repetitions, periodic
polynomials and polynomials with significant nonlinear-
ity that are acceptable due to computational complexity
will not give adequate processing results.

Such a limitation is critical for the DSB (7) and a pri-
ori makes it impossible to use some models that do not
have enough non-zero components in the differential
spectrum to form a certain system of equations (8). An
example of this is nonlinear models:

f (t.a) = ay sin(at) + a, cos(at), )

f(t,a)=ay+at+ae® . (10)

For models (9), (10) we have only three unknown pa-
rameters {a,,a,a,}, i.e., for a defined system of type
(8), three discrete DSs are sufficient and, accordingly, it is
sufficient to have a third-order polynomial. But such a
polynomial is effective only for a limited time interval

and trend curvature of a time series characterized by
models (8), (7).

y(t)’
i s

o 500 1000 1500 2000

t
Figure 1 — Periodic function charts: ideal y(t) and with

polynomial models Z(t) , trained according to the OLS

algorithm

Thus, the DSB in the DNT scheme (7) limits the re-
quirements for structural optimization of the approxima-
tion model with control of the concordance coefficient,
linear deviation, and high-order derivatives [1]. It is gen-
erally characteristic of periodic processes/functions to
have many cycles, and they can be represented within an
empirically assembled time series (1) as a superposition
of many processes (factors).

Fig. 1 shows graphs of reproduction of periodic time
series [8] by polynomial models trained by the OLS algo-
rithm. The periodic series was modeled as a perfect trend.

The presented results clearly demonstrate the obvious
consequences. Increasing the order of the polynomial
model to a certain value provides an increase in its ade-
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quacy (according to absolute deviation A and concor-

dance coefficient R> — see Table 1).

Table 1 — Results of model adequacy assessment

n 2 3 4 5 6 7
A 1.439 1.169 0.835 0.394 0.198 0.064
R2 9.050 0.500 0.559 0.927 0.983 0.998

At the same time, a significant increase in the struc-
ture of the polynomial model leads to a decrease in the
rate of improvement in the results of the use of OLS. This
is due to a decrease in the absolute value of the high-
degree coefficients of the polynomial, which gives “sensi-
tive” solutions from the standpoint of the accumulation of
calculation errors, the number of calculation operations
and the influence of random errors of input data. There-
fore, for a time series with any trend complexity, includ-
ing a periodic structure, it is potentially possible to deter-

mine the optimal (with a minimum A and maximum R?
and with acceptable estimates of accuracy) structure of a
polynomial model. For example, the optimal order of the
model m=6.

However, such a decision on the order of a polynomial
on the example of a nonlinear model with transcendental
functions (9) that reproduce the periodic properties of the
time series contradicts with the requirements of the DBS.
That is, the number of significant (all non-zero — seven)
discrete DSs of a polynomial model is greater than the
number of necessary and sufficient (three) discrete mod-
els (9). The loss of discrete DSs of a polynomial optimal
in terms of structure will lead to the negligence of the
positive properties of the nonlinear model in terms of pa-
rameters. Thus, we have a redefined system of equations
of the form (7).

These statements are explained by the following cal-
culations.

P2t} = Z(k) = {Z(0),Z(D),...,Z(D)} (11)
P{f(t,a)}t* = F(k,a)=
, (12)
={F(0,a),F(1,a),....,F(7,a)}
{Z(0)=F(0,a). (13)

To solve the redefined system of equations (11), it is
proposed to use an OLS with a numerical approximation
algorithm, which in general has a norm for minimizing
the quadratic residual:

m.2 . . 2 .
Zi=1[zi(')_ Fi(i,a)]” > min. (14)

Minimization of the quadratic form (14) with respect

to the parameters of the nonlinear model (see general

form of (2) and specific examples (9), (10) considering
the known parameters of the polynomial model (see (3),
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(4)) proposed to be carried out using the Leverberg-
Marhardt algorithm [2]. This algorithm is presented in
most software libraries with an interface for a wide range
of modern high-level programming languages. Impor-
tantly, the Leverberg-Marhardt algorithm gives stable
solutions of minimization forms (14) for approximation
models of any complexity. To establish initial approxima-
tions, it is proposed to choose the solution of the system
of equations (12), (13) with the constraints of the DSB
(7), (8). That is, as a solution for models (9), (10) of a
definite system of form (7) from three equations.

The use of numerical methods gives an approximate
and partial solution — the accuracy of which depends on
the computational costs of iterative calculation processes.
Therefore, such a solution is not productive, especially for
high-stage models and for large information arrays.

Consequently, the determination of the optimal poly-
nomial structure by the properties of the time series with
the control of the indicators in Table 1 is not always ac-
ceptable from the standpoint of the computational com-
plexity of the solution of the system of equations (12),
(13). Moreover, the goal of processing the time series in
the presented studies is a high-precision nonlinear model
(2), where the polynomial (3) is an intermediate result and
a means to achieve the goal [11]. At the same time, it is
possible to assume that the shortcomings of the polyno-
mial model (stochastic and dynamic errors) in transferring
its properties to a nonlinear model in the DSB scheme (7),
(8) can be partially compensated by the minimizing form
of OLS (14). Therefore, it is important to control not so
much the adequacy indicators of the polynomial model A
and R?, how many indicators of adequacy of a nonlinear
model in terms of parameters [12]. However, to imple-
ment such an operation, it is necessary to investigate,
identify and prove the dependence of the indicators of

adequacy of models f(t,a), Z(t) — A and R?:
A= 3 - 9?
- n—l i=0 yl yl >

f 12
R2-p-yn Wiz¥i) 16
iy 5 (o

)

Research conditions. To obtain the time series, an ad-
ditive mixture of an ideal trend with random noise is im-
plemented [9]. To model an ideal trend, nonlinear models
with the following parameters were used:

— Trigonometric:

—model: f(t)=2.2sin(0.01t);

— sample size: 1000 times;

— random noise parameters: normal law of dis-
tribution, standard deviation o =0.2c.u.
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— Exponential:
—model: f(t)=0.001t +e%0%01t;

— sample size: 10000 times;
— random noise parameters: normal law of distri-
bution, standard deviation ¢ = 5c.u.

The processing of time series was carried out by con-
structing nonlinear mathematical models in the DNT
scheme of transformations according to the DSB [6].

The dependencies of indicators (15), (16) for polyno-
mial models of form (4) and nonlinear models (9), (10)
were studied. The latter have an infinite DC, which makes
it possible to test polynomial models of any degree.

The research results are presented in Figs. 2—4 [8].

Fig. 2. The curves and realizations of dependencies
between indicators (15) and (16) for the polynomial
model (4) and the nonlinear transcendental model (9) are
depicted. On the axis y metrics are given for the non-

linear, and on the axis X for a polynomial model. For
research by the Monte Carlo method, 100 implementa-
tions of the method for determining nonlinear by mathe-
matical models for using DSB in the DNT scheme were
carried out. The result is the dispersion of the dependence
of indicators (15), (16) with a clear correlation.

Analogous dependencies for the nonlinear exponential
model (10) are shown in Fig. 3.

The above graphs clearly demonstrate the presence of
a correlation between the structural properties of the
polynomial and nonlinear models. The variation that is
present in the results is due to random errors in the data.
The graphs also show: the horizontal line is the median of
the scattering, and the arc corresponds to the quadratic
approximation of the resulting correlation dependence.
The latter visualizes the nature of the dependence of indi-
cators (15), (16), polynomial (4) and nonlinear models
9), (10).

Analysis of the graphs of Figs. 2, 3 proves that the
structure of the nonlinear model under study affects the
stochastic properties of scattering, i.e. the size of the con-
fidence domain.

Compared to the transcendental models (9), the expo-
nential model (10) demonstrates a high correlation be-
tween parameters (15), (16) (see Fig. 3 for a linear trend
with a slope) and a relatively small confidence interval of
scattering (concentration of realizations relative to the
linear trend from the comparison of Figs. 2, 3). In prac-
tice, this gives and explains the stability of the solution of
the DSB system in the DNT, including in the presence of
random measurement errors.

At the same time, the transcendental model (10) is

relatively unstable in terms of R? (see Fig. 2b).

As a result, we have the final confirmation of the in-
formativeness and the conditioned properties of indicators
(15), (16), which are suitable for the formation of the
structure of models for DBS in the DNT, as a requirement

for minimization A and maximization of RZ.
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Figure 2 — Depiction of the dependence of model parameters from DSB in DNT: a — indicator (15) for models (4) and (9),
b — indicator (16) for models (4) and (9)
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Figure 3 — Depiction of the dependence of model parameters from DSB in DNT: a — indicator (15) for models (4) and (10),
b — indicator (16) for models (4) and (10)

Thus, optimization of the structure of the polynomial
model with the control of indicators (15), (16) improves
the properties of the nonlinear model determined from the
DSB in the DNT scheme. However, optimization of a
polynomial model is possible, albeit with big data, but on
a limited time series (1). That is, the volume of the time
series through the composition of nonlinear oscillations
(seasonality) directly determines the order of the polyno-
mial. Therefore, it is worth investigating the influence of
the sample size (1) — the time series interval on the prop-
erties of the polynomial model.

Fig. 4 shows the results of studies of the dependence
of the indicator (15) — control of the dynamic error of the
model on the time series interval n for a polynomial of

A(Z(1)
100 4 .
.: \..
099 oo
.
[]
0381 o ...
aa7 . i
0964 oy * J b
- ,ﬁ
W
095 Fd -.
0 500 1000 1500 2000 n
a

the 6th (Fig. 4a) and 10th (Fig. 4b) orders. A perfect
(without random errors) sample generated by the follow-
ing model was subject to modeling: f (t) =2.2sin(0.00t) .
The choice of indicator (15) is due to its sensitivity to the
relationship between the structure of the model and the
sample size, while indicator (16) is responsible for the

probabilistic ratio — relative to the stochastic component
of accuracy.

We have the following local results. For a 6th-order
polynomial, the minimum A(Z(t)) is achieved for
n=780, and for a polynomial of degree 10 — for
n=2100. Therefore, the values of indicators (15) and
(14) should be correlated with the size of the time series.
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Figure 4 — Graph of the indicator A dependence on the size of the model the polynomial rank: a — 6th, b — 10th
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Based on the results of the research, it is possible to
formalize the methodology for determining the structure
of nonlinear models for processing time series using DSB
in DNT transformations.

1. Form a polynomial model (4), the order of which is
equal to the number of unknown parameters of the
nonlinear model (2).

2. Based on the results of step 1, using the classical
OLS, determine the parameters of the polynomial model
(3) from the input time series (1) and evaluate its indica-
tors (15), (16).

3. Repeat step 2 of the methodology for the polyno-
mial model above in the order specified in step 1, with the
control of indicators (15), (16). If the distance d (see
(17)) between its indicators and the previous ones (ob-
tained in step 2 of the methodology) decreases — continue
to increase the order of the model until the distance begins
to increase.

d = AZi (1) - Z; () [ x

1
x| R%i_1(t) - R%i(b)]. {17

Distance control (17) — indirectly allows you to con-
sider the volume of the time series.

4. If the polynomial model obtained under the condi-
tions of step 3 has an order equal to the number of pa-
rameters of the nonlinear model (3), then a system of
equations of the form (7) should be formed, which is
solved analytically with respect to the desired parameters
of the nonlinear model.

5. If the polynomial model obtained under the condi-
tions of step 3 is of an order of magnitude higher than the
number of parameters of the nonlinear model (3), then a
system of equations of the form (12), (13) is formed,
which is solved by the chosen numerical method. To es-
tablish initial approximations, a system of equations (7)
with DSB constraints is formed.

6. To implement the formation of a nonlinear model
(3) from the parameters specified in step 4 or 5.

7. To apply the nonlinear model (3) (because of step 6
of the methodology) to estimate the parameters of the
stochastic time series (1) in the observation area and in
the forecasting interval — the formation of the current and
forecast trend.

8. Evaluate indicators (15), (16) of the nonlinear
model.

9. If the results of step 8 do not meet the established
efficiency requirements — modify the structure of nonlin-
ear models (3) by adding polynomial and / or nonlinear
components with control of the fulfillment of one of the
conditions of steps.4 and 5. Repeat steps 1-8 of the meth-
odology for determining the parameters of the nonlinear
model.

10. If the results of step 9 are unsatisfactory, use the
results of steps 4 and 5 as initial approximations for any
numerical methods for solving nonlinear problems of time
series approximation.
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4 EXPERIMENTS

Evaluation of the effectiveness of the proposed ap-
proach was carried out by methods of mathematical mod-
eling. The time series was generated according to model
(9). Samples of different sizes were studied, which en-
sures the variability of the composition of seasonal
changes (fluctuations) [9]. Simulation configuration:

—model: f(t)=2.2sin(0.01t) + cos(0.03t) ;

— random noise parameters: normal law,6=0.2;

— training sample sizes: 500, 1000, 1500;

— the time series is generated from the training (ob-
servation area) and test (forecasting area) parts with a
volume of [0,n] and [n,2n]— respectively.

— nonlinear model for processing the form (9),
polynomial structure was used in accordance with the
results of the proposed technique.

5 RESULTS

The results of the research are presented in Fig. 5 and
Table 2.

The graphs of Fig. 5 contain: training data (blue);
ideal trend, relative to which the indicators given in Table
2 are calculated (orange); Trend restored using the pro-
posed technique (green color).

Table 2 contains data on model quality indicators (15),
(16) and standard deviations of the results of processing
the input time series with random noise. Characteristics of
the degree of the polynomial — record the result of the
proposed technique.

The results of the studies demonstrate the obvious
properties of statistical learning results — an increase in
seasonality in the data gives an increase in dynamic and
stochastic error. However, the discrepancy between the
estimation results, compared to the ideal trend, is com-
mensurate with the confidence interval of the forecasting
error. This confirms the compliance of the proposed solu-
tions with the basic provisions of the methods of process-
ing time series.

In favor of the proposed solutions should be attributed
the useful prognostic properties of nonlinear models,
which were obtained entirely by the methods of analytical
synthesis of the structure of nonlinear models in terms of
parameters and determination of their parameters. This is
ensured using positive properties of differential transfor-
mations in the proposed technique [4, 5].

6 DISCUSSION

In this paper the method of constructing nonlinear
mathematical models in the DNT transformation scheme
was further developed. The modification of the method
consists in controlling the conditions for the formation of
a certain system of equations in the DSB scheme to find
the parameters of a nonlinear model with its analytical
solutions. If the system is uncertain, the nonlinear model
is supplemented with components that are linear in pa-
rameters. In the case of an overdetermined system, its
solution is carried out using the least Squares. A defined
system is solved by classical approaches. These processes
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are implemented with the control of stochastic and dy-
namic accuracy of models in the areas of observation and
extrapolation. If the results of statistical learning are un-
satisfactory in terms of accuracy, the obtained parameters
of the nonlinear model are used as initial approximations
of numerical methods.

All these modifications are based on empirically
proven interdependencies of quality indicators of poly-
nomial models at the level of linear deviation and prob-

y, f(®

ideal
—— nonline

-2

0 500 1000 1500 2000 2500 3000 t

a

y, f(®

ability of approximation with the quality of the results of
synthesis and application of nonlinear models in terms of
parameters.

The proposed solutions are based on the analytical
synthesis of the structure of nonlinear models and the
determination of their parameters due to the positive
properties of the method of differential transformations.

y(@®. f ()

] 250 500 750 1000 1250 1500 1750 2000 t

b
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Figure 5 — Research results of the proposed methodology for samples: a — 1500, b — 1000, ¢ — 500

Table 2 — Results of the model experiment

Sample size Polynomial degree A R2 c
train 500 4 0.12747 0.98981 1.26074
test 500 4 0.13555 0.9643 0.71604
train 1000 5 0.23514 0.97291 1.42798
test 1000 5 0.71622 0.73303 1.3848
train 1500 7 0.46893 0.91643 1.62107
test 1500 7 0.9894 0.62647 1.61779

Practical processing of the synthesized data proved the
high predictive properties of the proposed approaches to
the construction of nonlinear models.

The practice of applying the proposed approaches is
possible in e-commerce software systems (trading, retail-
ing, aggregation), computer systems of automated and
automatic control (unmanned systems, traffic control sys-
tems) in the medical field and in other industries where
there are large amounts of data in the time series format.
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CONCLUSIONS

In this paper a conditional approach to analytical syn-
thesis and determination of parameters of nonlinear mod-
els is proposed. The obtained solutions are an alternative
and complement to the methods of numerical solution of
nonlinear problems for processing time series and belong
to the class of statistical machine learning methods.

The scientific novelty. The method of constructing
nonlinear mathematical models in the DNT transforma-
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METOJUKA BUSHAYEHHSI CTPYKTYPH HEJIHIMHUAX 3A TAPAMETPAMM MOJIEJIEN 1151 OBPOBKH
YACOBHX PANIB

IMucapuyk O. O. — 1-p TexH. HayK, npodecop, npodecop kadeapu 00UNCITIOBATIBHOI TEXHIKH, (aKynpTeTy iHpopMaTHKU Ta 00-
yucmoBanbHoi TexHiku, KIII im. Irops Cikopcskoro, Kui, Ykpaina.

Tyrancbkux O. A. — acnipasnT kadenpu 00UNCITIOBANBHOI TEXHIKH, (aKyIpTeTy iHpopMaTHku Ta obuncmoBanbHOl TexHiku KIII
im. Irops Cixopcerpkoro, Kuis, Ykpaina.

Bapan JI. P. — acnipanT kadenpu obumciioBanbHOI TeXHIKH, (akynabreTy iHGopMmaTHku Ta obuucmroBansHOI TexHikm KIII
im. Irops Cikopcskoro, KuiB, Ykpaina.

AHOTAIIS

AxTyanbHicTh. [IpakTrka 3a1a4 CbOrOJCHHS aKTyali3ye IMiJABUIICHHS BUMOT 10 TOYHOCTI, TOCTOBIPHOCTI i MOBHOTH pe3yJibTa-
TiB 00pOOKH YacoBUX psAiB B Oararbox mpukiagHux chepax. OIHUM i3 METOAIB, M0 3abe3redye BUCOKOTOYHY OOpOOKY 4acOBHX
PAAIB 13 BOPOBAKEHHAM CTOXaCTHYHOI MO BUMIPSIHUX MapaMeTpiB € METOAM CTATUCTUYHOrO HaB4YaHHA. OIHAK, CydacHI mixxo-
I 10 CTATUCTUYHOTO HABYAHHA 0OMEKYIOTHCS, 30e0LIBIIOr0, CIPOICHUMH — JIIHIHHUMHE 3a MapaMeTpaMy HOTiHOMIATEHIMHA MOJIe-
nsMu. [IpakTika JOBOAWTH, IO peanbHi JaHi HaidacTille MaloTh CKIagHy GopMy TPEHIOBOI CKIIaJOBOI, siIka HE MOXKe OyTH BiITBO-
peHa NOJIIHOMaMH HaBiTh BUCOKOTO CTyIeHs. 3IJIaJUKyBaHHS HENHIHHNX 3a ITapaMeTpaMy Mojeliell MOXKIMBO pealizyBaTH Pi3HUMHU
IiIX0JaM¥, HAaIIPUKJIAl METOAOM BH3HAUCHHS MapaMeTpiB HeNIHIHHUX Mojeneil 3 BUKOPUCTaHHAM OajlaHCy nudepeHIiabHUX CIIeK-
1piB (BJIC) B cxemi audepeHuiansHo-HeTenopiBcbkux nepersopens (JAHT). JocmimkenHs 1oBenu HeoOXiqHicTh Horo Moaugikanii
B HaNpsMKY PO3pOOKH 00YyMOBJICHOTO MiJXO/y 10 BU3HAYEHHS CTPYKTYPH HENiHIHHUX 3a TapaMeTpaMi MaTeMaTHYHUX MoJeneil ais
00pOOKH 4aCOBHX PSIIB i3 CKIIaJHOIO0 AUHAMIKOIO TPEHIY.

MeTo10 po60oTH € po3poOKa METOAWKHA BU3HAYCHHS CTPYKTYPH HENIHIMHUX 32 MaTeMaTHYHUX MOAened At 0OpoOKH 4acoBUX
psniB 3 BukopuctansasaMm BJIC B JIHT nepeTBopeHHSX.

Mertona. B crarTi oTpuMaB po3BHTOK MeTO OOYIOBH HENIIHIHHMX 3a IMapaMeTpaMu MaTeMaTuaHux Mozenei B cxemi JJHT mepe-
TBOpeHb. Momudikariss MeToy Hoysirac y KOHTpOJi yMOB (opMyBaHHS BU3HA4eHOI cucTeMH pPiBHSAHB B cxeMi BJIC mis momryky
napaMeTpiB HENiHIiHOT Mojemi 3 T aHATITUYHUM PO3B’si3KkaM. SIKIO cucTeMa HeBH3HAYCHA — HEJiHIHA MOJICIb JOMOBHIOETHCS Ji-
HIMHMMY 3a MapamMeTpamMy KOMIOHEHTaMH. Y BHIAJIKy HMEepeBU3HAYEHO! CHCTEMH — i PO3B’SI30K 3IIHCHIOETHCS 3 BUKOPUCTAHHIM
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HOPMH HalMEHIUUX KBaapaTiB. Bu3Ha4yeHa cucTeMa — po3B’sI3yeThCs KIACHYHUMHE MMiIX0aMHU. 3a3Ha4yeHi MpoLecH peai3yroThes i3
KOHTPOJIEM CTOXAaCTHYHOI Ta JIMHAMIYHOI TOYHOCTI MOJIeJIeH J1a AUISHKAaX CIIOCTEPEKEHHs Ta eKCTPANosLii. SIKIIo pe3ynpTaT cTa-
THUCTUYHOTO HAaBYAHHS € HE3aJOBUIBHUMM 33 TOUHICTIO — OTPHMAaHi 3HaYEHHs HEJIiHIHHOT MOZENi BUKOPUCTOBYIOTECS SIK ITOYATKOBI
HaOJIMKEHHS YHCEIIbHUX METOJIB.

Pesyabrart. Ha mifcraBa nmpoBefeHHX JOCHIIKEHb 3alPONOHOBAHO METOAMKY BH3HAYCHHS CTPYKTYypH HENiHIHHUX 3a mapamerT-
pamu Moperteit 1 06pobKu yacoBuX psziB 3 BukopuctanaaM BJIC B cxemi JIHT neperBopens. 11 3acTocysanns 3abe3nedye oGymo-
BJICHWH MiAXiJ O BU3HAYCHHS CTPYKTYPH MOJENEH i1 00poOKM YacOBUX PAIB Ta MiABUIIECHHS TOYHOCTI OLIHIOBAHHS Ha 1HTEpBai
CIIOCTEPEIKESHHS Ta eKCTPAIIOJISAIII.

BucHOBKH. 3aCTOCYBaHHS 3alPOIIOHOBAHOI B CTaTTi METOIMKU BHU3HAUCHHS CTPYKTYPH HENIHIHHMX 3a MapaMmeTpaMu Moelel
JU1s1 0OpPOOKH YaCOBHX PSJIB JO3BOJISIE OTPUMATH MOJIENI i3 KPaIlMU, 32 TOKa3HUKOM TOYHOCTI, IPOTHOCTHYHUMU BJIACTHBOCTSIMH.

KJIFOYOBI CJIOBA: Hayka mpo JaHi, CTATUCTUYHEC HABYAHHS, YACOBI MOCIIJOBHOCTI, HEMiHIAHI MOJEN, YUCEIbHI METOH,
METOJl HaliMEHIIIMX KBAAPATiB.
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MATEMATHYHE MOJEJIIOBAHHS BOVMOBMUX I 3 MOKJIUBICTIO
ITIEPEPO3IIOALTY BOMOBUX PECYPCIB MIK AIVISHKAMMU
SITKHEHHA TA PO3IIOALTY PESEPBIB

®ypcenko O. K. — kaHx. TexH. HayK, JIOL., 3aBijyBay Kadeapu BUILOI MareMaTUKH, XapKiBChbKUI HAI[lOHATbHUIN
yniBepcureT [loBitpsaux Cun imeni IBana Koxxeny0a, Xapkis, YkpaiHa.

Yepuosoa H. M. — crapmmii Bukiagau kadenpu BHIIOT MaTeMaTHKH, XapKiBCbKUI Hal[lOHAJILHUN YHIBEpCHTET
Iositpsiuux Cui imeni IBana Koxxeny6a, Xapki, YkpaiHa.

AHOTAULIA

AKTyanbHicTh. MaTeMaTH4HI 1 KOMIT IOTepHI MO TUHAMIKH OOHOBUX il € BaXKIIMBUM IHCTPYMEHTOM JIJIS IPOTHO3YBAaHHS X
pe3ynbTaty. Binmomi Mozeni 1laH9eCTEpiBCHKOTO THITY OyJIM iMiTalliifHUMH 1 He BpaXxOBYBaJIH KiHIIEBY METY i IEpepoO3NOALT pecypciB
B x0zi 00HOBHX 3iTKHEHb. B naHiii poOOTi NPONOHY€ETHCST ONTHUMI3ALIHA MO/IeNIb AUHAMIKK OOHOBUX il MiK cTopoHaMu A i B Ha
JIBOX IIJSIHKAX 3ITKHEHHS, B OCHOBY SIKOI ITOKJIQICHO METOJ| JUHAMIYHOTO NPOrpamMyBaHHS 3 MaKCHUMi3alli€lo HinboBol (QYHKINT sk
¢GyHKUii BTpaTr cynpoTuBHHKA. Po3pobiieHa MaTeMaTHuHa i KOMIT'IOTEPHA MOJEb TUIIOBOI Ul CydacHOi BiffHM cuTyauii BeIeHHs
6oiioBuX fiif Mixk cropoHamu A i B Ha 1BOX IiNsHKax 3iTKHEHHS 3 METOIO HAHECCHHs MPOTHBHHUKY MaKCHMalbHUX BTpAT 00HOBHX
pecypciB. JlocsraeTbes 1 MeTa MITSIXOM IEPEPO3NOIUTY pECYpCiB MK AIISTHKAMH 3ITKHEHHS 1 BBEJCHHS Ha LI AUISTHKA BiATIOBITHIX
pe3epBiB.

Merta po6otu. [ToOynyBati MaTeMaTHYHy i KOMIT FOTEpPHY MOJENi IWHAMIKHA OOHOBUX Aill Mixk cTopoHamMH A i B Ha 1BOX IinsH-
KaX 3ITKHEHHs, B SIKHX METOI0 CTOPOHH A € MaKCHMi3allis BTpaT CTOPOHH B IUISIXOM BUKOPHUCTaHHS TPHOX PECypciB (MEpLIMM Hapa-
METPOM € KiJbKiCTh OOHOBUX OAMHHIb, SIKY Ma€ MOXKIMBICTH CTOPOHA A PO3HOMUIMTH IO IUITHKAM 3ITKHEHHS B II0YaTKOBHII MO-
MEHT 4acy; JPYTUM IIapaMeTPOM € KiJbKiCTh OOHOBUX OJUHHIL, SIKY Ma€ NEPEKUHYTH CTOpOoHA A 3 OIHi€l MUJSIHKY Ha iHIIy B Je-
SIKAI HaCTYITHMH MOMEHT 4acy; TPeTili mapamerp — 1€ KiIbKiCTh OOHOBHX OJMHHIIb, SIKY Ma€ PO3HOAUINTH CTOpOHA A, BUKOPUCTO-
BYIOUH PE3epB) i IUIIXOM MOJEIIOBAHHS 3HAWTH ONTUMAJIbHI 3HAYCHHS LIUX IIapaMeTpiB.

Metoa. B ocHOBY MaTeMaTH4HOI MOZEII MOKIAAEHO METO TMHAMIYHOTO POrpaMyBaHHs 3 GYHKIIEIO Hidi K (QyHKIi€l0 BTpar
CYNpPOTHBHHKA, 2 TIAPAMETPAMH € OJMHHII GOHOBUX pecypciB Ha Pi3HHX [IUISHKAX 3iTKHEHHS. IX UMCIIO 3MIiHIOETHCS IUISXOM Mepe-
po3moalTy MK IUMH TUITHKAMH 1 BBEICHHSM PE3epPBHUX OOWOBHX OIMHUIG. BTpaTH MpOTMBHHKA BH3HAYAIOTHCA 33 TOMIOMOTOIO
cucreM audepeHLiaTbHUX piBHSIHb JlaHdecTepa. BpaxoByouH CKIIaAHICTh HIb0BOT QYHKLIT IUIsl HOIIYKY 1 MAKCHMYMY BUKOPHCTO-
BYETBhCS MOBa nporpamyBanHs Python.

PesyabTaTn. [IoOynoBana MaTeMaTH4YHa MOJIEIb 1 peasli3oBaHa y BUTASA/l aJrOpUTMy KOMITBIOTEpHA MOJIEb ITOCTABIICHOT 3a1a-
4i, sika 6a3yeThCsl Ha MOEJHAHHI METOa TMHAMIYHOIO IPOrPaMyBaHHs 3 PO3B’s3aHHAM CUCTeM JHdepeHIialbHUM PiBHSHD JHHAMI-
ku 6oto JlaHyecTepa 3 IEBHUMH [OYaTKOBUMH YMOBAMH Ha KOJKHOMY 3 TPhOX €TarliB 00:0. 3a JOMOMOT0I0 YHCEIBHOIO eKCIIePUMEH-
Ty MPOAHANI30BaHO JOMYCTHMICTh MapaMeTpiB 3aaadi (KiIbKOCTeH OOMOBUX OJMHHUIL CTOPOHU A, sIKi BiAIOBIJHO PO3MOIIISIOTHCS,
MEPEeKUAAIOTHCS 3 AUITHKH Ha TUITHKY a00 13 yucia pe3epBy Ha KOKHOMY eTarli 6010). B po0OTi 3aponoHOBaHO aNTOpUTM Y BUTIISIII
ONOK-CXEMH, KU T03BOJISE ISl OyIb-IKNX IMOYAaTKOBUX JaHUX JaBaTH BIATIOBIIb MION0 ONTHUMAIFHOTO PO3MOALILY PeCypCiB CTOpPO-
HU A, B TOMy YHCII i3 4nCIIa pe3epBy, Ha TPhOX eTamax 0Olo i mipaxoByBaTH BiANOBIAHI HAHOUIBII BTpaTH MPOTHBHUKA B 3aJaHUI
MOMEHT 4acy abo JaBaTH BiAIOBiIb, IO HEMA€e JOMYyCTHMHX 3HAa4CHb IapaMeTpiB 3a1adi, TOOTO 3a7aya MpH HNEBHUX ITOYATKOBHX
JAHUX HE Ma€ pO3B’sI3aHHI.

BucnoBkn. HaykoBa HOBHM3HA IOJIATa€E B TOMY, IO PO3POOJICHO MAaTeMaTUYHy i KOMII'IOTEPHY MOJENi AUHAMIKK OO0 Ha JIBOX
JIISIHKaX 3ITKHEHHs, B SIKill BPAaXOBYETHCSI IEPEPO3IOIi OOHOBUX PECYpCIB i pe3epBy 3 METOI HAHECEHHS IPOTUBHUKY MaKCUMallb-
HHUX BTpar. YucenbHE MOJEIIOBaHHS 33 JOIIOMOIOI0 PO3POOJICHOrO AIrOPUTMY a0 MOXIIMBICTH NMPOAHANII30BATH JOIyCTHMICTh
mapaMeTpiB IMepepo3moAlTy 1 pe3epBy. Ha OCHOBI pO3IMIAHYTHMX NPHUKIAAIB 3pOOJCHO BHCHOBOK, IO SIKIIO 3a/Jada HE Mae
PO3B’sI3aHHS MPH MEBHUX AaHUX, TO I O3HAJa€, M0 MOTPiIOHO 3MEHIIMUTH Yac Mepepo3noAlTy OOHOBHX OJWHHIL Ha OZHOMY abo
JEKIJIBKOX eTarax 000, TOOTO CKOPOTHTH TPUBAJICTh 000 HAa IEBHOMY €Talli, THM CaMHUM MOJHA IIPOTHO3YBATH 4ac Iepepo3NONiTy
0010BHX pecypciB i pe3epBy.

KJIFOUOBI CJIOBA: ¢yHkuis wini sk ¢QyHKIis BTpaT, AudepeHianbHi piBHIHHS AUHAMIKH «II0TaHOOPraHi30BaHOT0» 0010,
IOUISTHKA 3ITKHEHHSI, Hepepo3nonisl O0WOBUX OAWHHMIb, PO3MOIII pe3epBHUX OOHOBHX OIMHHUIL, €(EKTHBHA CKOPOCTPIIBHICTS,
MaKCHMIi3alis BTpaT, JOIyCTUMICTb ITapaMeTpiB epepo3NOoALTy i pe3epBiB.

ABPEBIATYPHU L —xinpKicTh O0HOBHX oguHUIL B Ha movaTky 00¥0;
BO — 0GoiioBi OAMHMII; M —pesepB A;
JI3 — minsiHKa 3ITKHCHHS K —xinpkicts BO A, mo po3noxaiiserbcs B MOMEHT
P — nudepeHnianbHi piBHIHHS,

yacy fn Ha JI3 I1;;
A — cTtopoHa A; 0 !

B — cropona B Ly —xinpkicts BO B, mo po3noainseTscss B MOMEHT

vacy ty Ha JI3 I1; ;
HOMEHKJIATYPA y fo wa /I3 T,

o —cepeans eexTuBHa cKOpocTpiibHicTE BO A Ha
to — Jac Io9aTKy 0010; 1 penss ed pocTp

f; —yac 3akiH4eHHs i -ro etamy 60w (i =1,2,3); nepuiomy erani 6oto Ha JI3 Iy i /13 T

K — kinmpKicTh OOWOBHX OJMHHUIL A HA IMTOYaTKy 0OOF0;
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o, — cepenns edexTuBHa ckopocTpinbHicTs BO B Ha
nepuioMy erami 6oto Ha JI3 I ;

o3 —cepeHs edexTuBHa cKopocTpiibHicTs BO B Ha
nepuoMy etami 6oro Ha I3 11, ;

K, — xinpkicTh HeymkomxeHux bO A, mo nepekuna-
erecst 3 [13 I} Ha I3 I1, B MOMEHT 4acy £ ;

K3 —xinpkicts BO A i3 uncia pesepBy, 10 PO3MOLI-
nserbest Ha I3 T1; B MOMEHT vacy 7, ;

o1 —cepenns edexTrBHA cKOpocTpibHICT BO A Ha
apyromy erami 6oto Ha 13 IT; ;

01, — cepenHs eeKTHBHA CKopocTplibHicTs BO A Ha
apyromy erami 6oto Ha /13 I1, ;

03 — cepenHs edeKTHBHA cKopocTpinbHicT BO A Ha
TpeTboMy erari 6oro Ha 13 11 ;

Ol14 — cepenHs eeKTHUBHA cKopocTpuibHiCTh O A Ha
TpeTboMy etami 600 Ha 113 I1,;

x1(t,K;) — cepenHs 4UCEbHICTh HeylKOoMKkeHUX BO
A B MoMmeHT uacy ¢ Ha [I3 I1; Ha nepmomy erami 60:0;

X (¢,K|) — cepelHs 4nCENbHICTh HEYIIKOKeHNX BO
B B momenT wacy ¢ Ha I3 I1; Ha nepmomy erami 600;

(¢, K|) — cepenHs 4MCENbHICTh HeyIIKOmKeHUX BO
A B MomeHT yacy ¢ Ha [I3 I1, na nepmomy erarmi 6010;

¥, (¢,K]) — cepenHs UNCENBHICTh HEYMKOMKEHUX bO
B B MomenT yacy ¢ Ha /I3 I1, Ha nepuiomy erami 6010;

x1(t, K ,Ky) — cepemHs YHCENBHICTh HEYIIKOKCHIX
BO A B momeHnrt wacy ¢ Ha /I3 II; Ha mpyromy erami
6010;

X5 (t,K{,K,)— cepelHsi YHCENbHICTh HEYIIKOKESHUX
BO B B momenT uyacy ¢ Ha [I3 Il; Ha apyromy erami
0010;

71 (¢,Ky,Ky) — cepemHs YHCENBHICTh HEYIIKOKCHIX
BO A B moment uyacy ¢ Ha [3 Il, Ha apyromy erami
0010;

P2 (t,K,Ky) — cepenHs YHCETbHICTD HEYIIKOHKCHIX
BO B B momeHT uacy ¢ Ha /I3 Il, Ha apyromy erami
6010;

Xt K,Ky,K3) — cepelHs YHUCENBHICTh HEYIIKO-
mxeanx bO A B momenT vacy ¢ Ha I3 I1; Ha TpeThoMy

erarri 00I0;
X (t,K1,K,,K35) — cepellHa YMCENbHICTh HEYLIKO-

mxenux bO B B moment vacy ¢ nHa I3 II; Ha Tperbomy

erai 0010;
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y(t,K,Ky,K3) — cepeqHs 4YUCENBHICTb HEYIIKO-
JoxkeHux bO A B momeHT vacy ¢ Ha JI3 I, Ha Tperbomy

erari 0010;
¥,(t,K,K,,K3) — cepeqHS YMCENBHICTh HEYIIKO-

mxeHux BO B B MmomenT yacy ¢ Ha I3 II, Ha TpeTbomy

eramni 6010;

w3(Kj,K,,K3)—BTparu B 3a Tperiii eran 6010;

W3(K;,K,)— naiibinpmi BTpaTd B 3a Tperiit eTan
0010;

Wy (K;,K,)—cymaphi BTpatu B 3a apyruii i Tperiit
eramu 0010,

W, (K,)— HaitOinbii BrpaTn B 3a gpyruil i Tperiit
eramnu 0010,

wy (K;)—BTpaTn B 3a Becs Oiif;

W — HaitOinbiui BTpatu B 3a Bech 0iid;
K ops —oNTHMANIBHE 3HAUCHHS NapameTpy K ;

K3 opy — ONTAMATIBHE 3HAUCHHS MapameTpy K ;
K3,p¢ — ONTHMANIbHE 3HAUYCHHS IapaMeTpy K ;
by — mpoMikHa 3MiHHa;
€| — IPOMIXKHA 3MiHHA;
b, —poMi>kHa 3MiHHa;
¢, —TIPOMDKHA 3MiHHA;
b3 — npoMi>kHa 3MiHHa;

¢3 — IPOMDKHA 3MiHHA.

BCTYII

OnHUM 3 BOXIHBHX (haKTOPIB, AKi BIUIMBAIOTh Ha pe-
3yJlbTaT OOMOBHX MiH, € OOIPYHTOBaHICTh HPHUHHATTS
YIpaBIiHCHKUX pillleHb. 30KpeMa, pillleHb KOMaH/IUPiB
PO ONTUMANBHHUNA PO3IOALT O0HOBHUX pecypciB MiXK pi3-
HUMH JUISTHKaMH 3ITKHEHHS 3 METOI0 HAaHECEHHS CYIpO-
TUBHHMKY MaKCHMaJbHHX BTpar. MaremaTudHe MOJelo-
BaHHA IMHAMIKM OOMOBHMX il Ja€ MOXKJIMBICTH 3arajioM
MPOTHO3YBATH iX Pe3yibTaT i THM CaMHM MOXXe OyTH of-
HHUM 3 IHCTPYMEHTIB B pPyKax KOMaHJHpPIB Ha PI3HHUX piB-
HiX. Po3poOka MaTteMaTHYHHMX Mojesel AuHaMikn Ooio-
BUX JIifl HAa KITPKOX AUISHKAX 31TKHEHHS, B IKHX BPaXxOBY-
€TBCS X MeTa 1 Tepepo3MOi PecypciB Al TOCATHEHHS
ii, € aKTyaJIbHOIO Ha CHOTO/HIIIHIN AeHb MTPOOIEMOIO.

O0’€eKT ToCaimKeHHs: IHHAMIKH 000 TBOX CTOPIH.

IpeamMer pocaigKeHHs: MAaTEMATUYHI 1 KOMIT IOTEpPHI
MoJieNl TUHAMIKK OOMOBUX Nili Ha NBOX IUISHKAax 3iTK-
HEHHS 3 MOXIIUBICTIO TIEpEpO3NOILTy OOHOBUX pecypciB i
BBEJICHHI PE3EPBY.

Mera poborM: po3poOHMTHM  MaTeMaTW4Hy i
KOMIT'FOTEPHY MOJICINTI JMHAMIKU OO Ha JBOX JIIJITHKAX
3ITKHEHHS, fKa Iependavae mepepos3noaiaz 00HoBUX OH-
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HUIb Ha TIEBHOMY €Talli i BBEJIEHHI B Oilf pe3epBy 3 Me-
TOI0 MaKcuMi3allii BTpaT NpOTUBHHUKA.

1 IOCTAHOBKA 3AJIAUI
Bimomi iMiTariiiHi MOEi JJaHYECTEPIBCHKOTO THITY, B
SIKMX HE BPaXOBY€ThCS MeTa OOHOBUX iH 1 mepepo3moin
pecypciB st ii mocsirHeHHA. B po3po0ieHux aBTOpaMu
onTUMizaliifHuX Monensix [1, 2] He BpaXxOBYETHCS MOXK-
JUBICTH BBEJICHHS Ha JUISHKHU 31TKHEHHS pe3epsiB. CBoe-
YacHe BBEICHHS PE3EpBiB € BAXKIMBHAM (HAKTOPOM, IO
YacTO BU3HAYA€ pe3ysbTaT 00r0. TOMy BaXIHMBO po3po-
OWUTH MaTeMaTH4HY 1 KOMIT'FOTEpPHY MOJeNb, sika O Bpa-
XOBYBaJla II0 MOXJIMBICT. OIUIIEMO CHOYATKy IIPOILEC

0O0HOBHX IiH, IKMH IIIJIATrac MOIEIFOBAHHIO.
1. Posrisgaerbes Oiif MK JBOMa yrpyInyBaHHSIMH.
3agano K, L, M . Croponu BorotoTh Ha n8ox I3 I i1

IT, . Bonu marots ogHopini BO, He 000B’s3K0BO OHO-

pigHi Mixk co6070.

2. B moMeHT yacy fy =0 posnoaingerscs K (Bigoma
oy )1 L (BinoMa a, ). Ha npyry nindauky po3nominsers-
cq, BignosinHo, K —K; BO A (36epiraetsest o) i L—1,
BO B (BizoMa o3 ). EekTHBHOIO CKOPOCTpLIBHICTIO 00-
HOBOi OJUHMIII HA3UBAIOTHh KUTBKICTh 11 YCHIIIHUX (BIydY-
HHX) TOCTPLJIIB 32 OJJMHUILIIO Yacy.

3. B MoMmeHT uacy # >ty posnonuisersca K, . Ilicna
nepeposnoaity bO A 3 neprioi I3 Ha Apyry BinOyBaeTh-
sl 3MiHa cepeHpol e)eKTUBHOI ckopocTpinbHocTi BO A,
cepenns eekTHBHA cKOpocTpiibHicTs BO B 3anumaers-
Csl He3MIHHOIO.

4. B MoMmeHT "acy f, > A posmofinse cBiif pe3eps
no J13: na nepmry I3 — K3 BO, a na apyry /I3 M —Kj;
BO. BinbyBaetbcs 3MiHa cepeHbOi e€PEeKTHBHOI CKOpPO-
ctpinbHOCTI BO A Ha 0060x /I3, cepenus e)eKTUBHA CKO-
poctpineHicTs BO B 3anumaersbes He3MiHHOIO.

5. Biii TpuBae 10 MOMEHTY Hacy t3 > t,.

6. Jlnst MOneNIOBaHHS JMHAMIKH OO0 BHUKOPHCTOBY-
o1bcs cuctemu [IP Jlanuecrepa. BBaxkaeTbes, Mo Mix
MOMEHTaMH uacy f# 1 t; (1-uil eTan 6or0), # 1 t, (2-mit
eramn 6010), #, i f3 (3-iif eran 6oto) Giif BinOyBaeThCs 3a
YMOB «IIOTaHOOPTaHi30BaHOTO OO0».

[MotpiOHO 3HANTH ONTUMAITEHI 3HAYCHHS MTApaMETPiB
Ki,K, 1 K3, 100TO Taki, 100 B Ha MOMEHT yacy #; Ma-

712 HAWOLIBIIi BTPATH, 1 3HAWTH i BTPATH.

2 OIJISIA JIITEPATYPU
B ocHOBy MaremaTnyHOi MOZETI MOKJIAIECHO METOX
JUHAMIYHOTO  NHporpamMyBaHHS B KOoMOiHamii 3
po3B’s3anHaM 3amad Komi mrs cucrem [P JlaHdecrtepa,
3a JOIOMOTO0 PO3B’S3KIB SKHUX MiAPAaXOBYIOTHCS KUIBKO-
cTi HeymikopkeHnX bO 000X cTopiH B OyIb-sIKHH J0MycC-
TUMUI MOMEHT Yacy i BHSBICHHSM JOIYCTHMOCTI Mapa-
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MeTpiB 3amaui. s KOMI'IOTEPHOTO MOJEIIOBaHHS TIO-
Oy/I0BaHO aJITOPUTM Ta CTBOPEHO MPOrpamy Ha MOBI MPO-
rpamyBanHs Python [3].

Mertox AMHAMIYHOTO MPOrPaMyBaHHs LIMPOKO 3aCTO-
COBYBABCSl IEpII 32 BCE B 3a/a4ax PO3MOAUTYy pecypciB
[4-6], ane He GoitoBux. CTOCOBHO OOHOBHX pecypciB BiH
BHepiie OyB 3alPOIIOHOBAaHMI aBTOpaMH ISl PO3B’3aHHS
Oimpmr mpocroi 3amadi [1, 2]. Momeni Jlanuectepa, sKi
BUHHKJIH Ha 1o4aTky 20-ro cropiuus [7], JOCHiIKyOThCS
1 Mo 11eH Yac, HanpuKiIay, B podorax [§—17]. B mux pobo-
Tax IMPOBOAATHCS CBOI JOCIIDKEHHS, aJle HE 3 TOUKH 30Dy
MakcHuMi3alii BTpaT CyNpOTHBHHKAa B 3aJIS)KHOCTI BiX
posmoiny 60HOBHX pecypciB, B TOMY YHMCII 1 pe3epBy, B
TIeBHI MOMEHTH 4acy, IO MPOIOHYIOTh aBTOPH JAHOI po-
6otu. 3ayBakuMo, II0 B JaHid poOOTI MK MOMEHTaMH
MEPEPO3MOIITY PECYpPCiB 1 pe3epBy PO3IISHYTO OIHY 3
HalimpocTimmx mMozaenel OoioBux il (Momens JlaHuec-
Tepa «moraHoopranizoBaHaHoro 6oro» [18]). biit HazuBa-
€TBCSl «IIOTAHOOPIaHI30BaHUM 00EM» 3aBISKH YMOBI:
iHdopMaIlisi PO BPaXKCHHSA MU JTOXOIUTH JO KOXKHOL
CTOPOHU HE MUTTEBO, TOOTO OOCTPLITIOIOTHCS 1 BXKE Bpa-
xeni BO.

3 MATEPIAJIX I METOHN

OCKIJTBbKH Ha TPhOX eTamax 000 BiOYBa€eTbCS Imepe-
po3moxain OOWOBHX pecypciB, TO IUIS MOJICIIOBAaHHS 3a-
CTOCYEMO METOJ AWHAMIYHOTrO mporpamyBaHHs. Ha xox-
HOMYy erani (TMOYMHAIOYM 3 OCTAaHHBOTO 3TIJHO METOIY
JMHAMIYHOTO NPOTrpaMyBaHHs) HOTPiOHO BUmHcaTh (yH-
KIIifO I[iTi, IO € cyMoro BTpaT B Ha nmBox /I3 B MOMeHTH
4acy f,t,t; BIANOBIAHO 1 MaKCUMi3yBaTu (DYHKIIO LAl
0 BIAMOBIZHOMY mapamMeTpy. IIpu mpoMy KiTBKICTH He-
yikopkeHnX bO 000X cTOpiH sIK (QYHKIlI 4acy 3HAXO-
JIITBCSL 32 JIOTIOMOTOIO BIJIOBIIHUX PO3B’SI3KIB CHCTEM
[P Jlanvectepa 3 3aJaHUMHU NOYaTKOBUMH YMOBaMH, IO
3anexaTh BiJ napametpis Ki,K; i K3.

PosrnsHeMO [neTanpHINIE IMOCTAHOBKY 1 PO3B’SI3aHHS
3anaui. CrioyaTky po3risiHeMo 1-wif etam 6010.

3riJHO YMOB «IIOTaHOOOPTaHi30BaHOTO 6oty [18] cu-
crema JIP JlaHuyecTepa BiTHOCHO CEpeIHBOI YUCEIBHOCTI
HeymkokeHHX bO yrpynyBaHb, BpaxOBYIOUH ITOYAaTKOBI
YMOBH, Ma€ BUTJISI:

Ha 13 I, : Ha 13 I1,:
/ oy ' o3

X Z—E?ﬁxz; Y1 Z—K_—Kl)ﬁ)@;
' o / o

X2 :_L_lxlxz; 2 :_L—LI Nras
x(0)=Kj; »(0)=K-Kj;
% (0) = Lj; 1) =L-1L.

Tyt napamerp K| 3a70BOJBHSIE HEPIBHICTD
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2<K <K-1,

TOOTO Ha Mepury AUIIHKY Mae OyTH PO3IOIUIEHO NpH-
HaiiMHi 1181 BO A (1106 npuHaiimai ogay BO MoxHa Oyio
mepekuHyTH Ha npyry 3 i mpuHaiiMHI OJHA OJXMHUIIL
mummiace Ha nepwiit [13) i Ha apyry /I3 mae Oytu pos-
moIijyIeHa puHaiMHi o1Ha BO.

ITo3naunmo
Ll (1,2 L—Ll 0,3
"V TR K
1V oy K-K;\oy

B ocrannix dopmynax b =5 (K;), ¢ =c(K), ane

3aJIeKHICTH BiJ mapaMerpy K| Hukde OyIeMo OIyCKaTH,

100 He YCKIIaIHIOBaTH (popMyITH.
Po3p’s3aBmm BkasaHi 3amaqi Komri, otpumaemo, 1o B
MOMEHT 4acy #; 3aJUIIMIACh HEYIIKOPKEHUMHU HACTYIIHA

kiaekicts 5O A,B:

Ha I3 I, :
2
-1
K bl( 1) , b=l
o o |b=b
x(,K)=| bie -1 .
KI;, b =1
1[@1(12114‘1
1_ 2
L _1b1 , b=l
\/alaz(bl —bl)ll 2
x4,K)= ¢ —bi . ©
LI;, b =1
1/&]@21‘14‘1
Haﬂ3 Hz:
n,K)=(K-Ky)x
2
-1
4 1 , #1
2 Q1G3(C1—Cf )11
x| cie -1 , (3)
L
0(1(13t1+1
(), Ky) =(L—L)x
2
1_101 , Cl?fl
x/“l%(cl —01)11 2
x| € —-q 4

1

e}
Joyosty +1

Cl=1
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Ane He Bci HatypanbHi K €[2;K —1] OynyTs pomyc-

THMHMU, TOOTO

Ky e[K;;Kp]c[2K-1],
BUXOJISIYU 3 YMOB

x(,K)22 1 y(,K) 21,

AKi MOTpiOHI sSK HeoOXigHa ymMoBa, MO0 MPOJIOBXKYBATH
06iif mami 1t A Ha 000X IUISHKAX, 1 yMOB

Xz(t],K]) > 0,1 1 yZ(tlﬁK]) > 0,1

(ockinbky, KO y MPOTHBHMKA — B y MOMeEHT uacy f
BO menme Bxe 0,1 (Hampukiam), TO TOTPiOHO BXKe Hami
He Bectu Oiif 3 B Ha upomy erani). 3ayBakumo, LIO
PO3B’S3KH PO3TILIHYTHX B poOOTI cucTeM andepeHIians-
HUX PIBHSIHB € CIaJHUMK (QYHKLISIMH 110 3MiHHIHN ¢ 1 1pn
t — 400 MOXYTh IIPSAMYBaTH 10 HyJisi. ToMy Bectu Oiit 10
TUX Tip, MOKM 3Ha4YeHHS WX (YHKIIH, M0 BUPaKaroTh
KimpKicTh Heymkomkennx bO B, Oyxe menme Hix, Ha-

MpUKIa, 1079 ne omrumanbHO i HEIOLIUIbHO. 3BIIKH
PO3TIISAAIOTHCS ISl CYNPOTUBHUKA YMOBH aTaku 3 OOKY
A, a came

X2(t1,K1)20,1 1 J’Z(tlaKl) > 0,1.

Jani B MoMeHT yacy # 3 nepwoi /I3 Ha apyry nepe-
kupaetbes Ky @ Ky €[0;x(f,Kq)—1]  Heymkomkennx
BO A (mo6 npunaiiMui ogHa BO 3amummnace Ha meprmii
J13 B MomenT vacy ). Cepenns edekTuBHA CKOPOCTpi-
abHicTs BO A nHa I3 Il 3MmeHmmThCA (1€ MOXKE BinlOy-

THUCSI, HATIPUKIIAM, 32 paXyHOK BinBenenHns bO Ha Hemepe-
JoBi no3uuii), a Ha JI3 I1, 3pocre (3a paxyHOK, Halpu-
kiaja, BuBeneHHs bO Ha Oumbin mepemoBi mo3wumii). [Ipu
4oMy, 3MiHa cepeTHbOi eeKTHBHOI ckopocTpinmsHOCTI BO
Oyzne mpsiMO TPOTOPITiiiHA KUTBKOCTI MEPEeKHHYTHX OJHU-
HALL K, 1 00EpHEHO NpOIOpLiiHA KITBKOCTI OJUHHIL

x(4,Ky) A, 1m0 3amummInch HEYMKODKeHUMU Ha J13

IT; . A came, Hexail

K K
o =0y | l-———=2—1|; ap=o0y|l+—2—1] (5)
xi (4, K1) xi (4, K1)

arp = (K,Ky),

aje 3aleXHICTh BiJ IMapaMeTpiB

B thopmymax %)
ap =02 (K,Ky),
K, K, Hmkue OyaeMo OIyCKaTH, 100 He YCKIIaIHIOBA-

TH (GOPMYIIH.
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Hani po3risinemo 0iii Ha npyromy erami. Cucrema JIP
JlaHdectepa BiIHOCHO CEpEIHBOI YHCEIBLHOCTI HEYIIKO-
mkeHux BO yrpymyBaHb, BpaXOBYHOUH MOYATKOBI YMOBH,
Ma€ BUTIBI;

Ha I3 I, :
. a . w
. T N@KD-K, e
. a -
T x (fllalK1) e
X (1) = x (1, K1)~ Ky;
X (f) = xp (1, Ky);
Ha I3 I, :
ot 3 55
N :_yl(tl,K1)+K2 Nr2s
o a . A
= ——y2 (tll,zKl) Nr2s
Ji(n) =00, K)+Ky;
Vo (t) = y2 (11, Ky).
[To3naunmo
by = X (1, Ky) \/OL_T’ o = Y2 (4, Ky) \/(1_73'
x (0, K- Ky \ oy nK)+ Ky Vg,
B OCTaHHIX bopmynax b, =b,(K;,K>),

¢ = (K, K3).
Po3B’s3aBmm BkasaHi 3agaui Komri, orpumaemo, 1mo B
MOMEHT 4acy #, 3aJIUIIMIACh HEYIIKOMXKEHUMH HACTyIl-

Ha KuUIbKicTh BO A 1 B:
Ha 13 I, :
31(ty, K1, Ko) = (x (61, Kp) - Ky ) %

b3 -1

by—b3 ' |(1y—
y bzze 0t110l2( n—by )(12 fl)_l ’ ©

! by =1

/OO0 (Zz —t1)+1’

X (t, Ky, Ky) = xp (41, Kp) %

5 b2¢1

2
_11_b2 , b2 #1
x/(m(lz(bz —bz)(tz—fl) _p2
x| € 2 , @)
! by =1

4/ 0110 (tz —ll)-l‘l’

Ha I3 I, :
P11y, K1, Ky) = (0 (1, K+ Ky ) %
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2
-1
9 , O #1
i
5 Ot120t3(02—62 )(fz—fl)
x| c5e -1 , (8)
1
5 (%) =1
Vo (=) +1
Vo(t2, K1, Ky) = 3y (11, K ) x
1_ 2
] “ , O #1
«/(112(13(02 —02)(f2—t1) 2
x| € ] . )
1
C’z =1

A/ 01203 (lz —tl)-f—l’

He Bci HeBin’emHi it K, € [O; X (tl,Kl)—l] OynyTh

JIOITyCTUMHUMH, TOOTO
Ky €[Kyp: Ky | < [05x (1, K)) 1],

BUXOJIYU 3 YMOB:

X (ty, K1, Ky) 21, 31(5,K,Ky) 21,
X (tp,K1,K7) 20,1, 3,(t,K,K7)>0,1.

[MosicHeHHs 1100 HEOOXIIHOCTI YOTHUPHOX OCTAHHIX
HEpIiBHOCTEH Taki cami, SIK 1 P MOSICHEHHI aHAJIOTIIHUX
HEpIBHOCTEH TpH 3’ACyBaHHI AOMYCTUMOCTI MapaMeTpy

K.
Tenep posrnsiHemo 6Oiit Ha 3-my erari. J{ns nocsirHeH-
Hs ycIliXy A B MOMEHT 4acy f, PO3HOALIAE CBOI pe3epBU

no [13: Ha nepmy JI3 — K3 0oiloBUX OIUHULL, TOAl Ha
apyry A3 — M — K3 BO. Bpaxaemo, mo cepenns edex-

THUBHA CKOpocTpiibHicTh BO A Ha 000X HiIsiHKAxX 3pocte
(3pocTe Ha BEMUYMHY, NHPSMO IPOMOPIIHHY KiTBKOCTI
po3noaineHnx Ha BiAnoBiaHy 3 onuHUIE i3 4ncia pese-
PBY 1 00epHEHO NPOIOPLIHHY KITBKOCTI BCHOTO PE3EPBY 3
ypaxyBaHHSM Ti€l KimpkocTi BO A, mo 3anuimuiuch He-
YIIKOKEHIMH Ha BimnosigHii /13). Hexai,

ap=oyp|l+ . ,
M+)C1(I2,K1,K2)
M-K
amzau@+ - 3 ]. (10)
M+ (1, K1, K7)

B ¢dbopmynax
ayq = 04 (K, Ky, K3).

Cucrema /1P Jlanuectepa BiIHOCHO CEPEIHBOrO YHCIIA
HeymkopkeHnx bO yrpymyBaHb, BpaxOBYIOUH IOYATKOBI

YMOBHU, Ma€ BUTJIAAL
OPEN 8 ACCESS
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Ha I3 11 :
~ (X2 ~
X == X1X25
x(f, Ky, Ky) + K3
, a .
b = §iE;
Xy (1, K, K5)
%1(t) = X(t, K1, Ky) + K33
% (1) =%, K.K,);
Ha 13 11, :
X - s
=" 125
N, K, Ky))+ M - Ky
~ 1 Ov]4 ~ o~
V) =WV
W (t,K1,K>)
1) =Ny, Ky, Ky)+ M = K3
Vo (tp) = (1, K1, K3).
ITo3naunmo

b3 — iz(t27K1’K2) (1_2
X(12, K1, Kp) + K3 \ o3

D2 (1, K1, K5)

o3
== —.
Vi(t2, K1, Kp) + M — K3 \ oy

by =b3(Ky, K3, K3),

B  ocranHix
3 =c3(K1, Ky, K3).

Po3B’s3aBim Bkasawi 3amadi Ko, oTpumaemo, 1110 B

bopmyax

MOMEHT 4acy f3 3aJIULINIACH HEYIIKO/KCHUMI HACTYIIHA
KIIBKICTH OMHHALG A,B:
Ha I3 II; :

%(13.K1, Ky, K3) = (%1 (1, K1, Kp) + K3 )

2
-1
b3 = , b3 #1
2 0t130€2(b3*b3 )(frfz)
<| bye -1 , (11
! , by =1
Vazon (-1 )+1
% (3, K1, Ky, K3) = X5 (1, K, Ky) %
2
155 by #1
Vo3 (@1*53 )(frfz) 2
x| € —b3 ) (12)
1 by =1

Ha 13 I1,:
J1(t5. K1, Ky, K3) = (91(1, Ky, Kp) + M = K3 )
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2
-1
3 , C3 #1
—1
2 0t140t3(03—03 )(13—12)
x| c3e -1 , (13)
1
. C3 =1
Jougos (5-1y)+1
P2 (t3,K1, K5, K3) = 0y (1, Ky, Ky ) %
_ 2
o < , €3 #1
\/014(13(03 *03)(%*12) 2
«| e -3 (14)
1
5 3 =1
Jougos (13—t ) +1

IMapamerp Kj3: Kj e[K31;K32]c[0;M], BUXOJA4U

3 YMOB

il(t3,K1,K2,K3)Zl, _)71(t3,K1,K2,K3) >1 5
iZ(t37K]aK25K3) 20’1 s J’;Z(t3’K19K27K3) 2 0:1-

Jlist po3B’si3aHHA 33ja4i MOTPIOHO 3HAWTH Taki 3Ha-
4eHHs mapametpiB K|, K, i K3, mo6 Brpatu B 10 mo-
MEHTY uacy f3 Oyiu HaifOinpmumu. Ilounemo 3 TpeTboro

erarry 6or0. Maemo
w3(K, Ky, K3) =% (1, K1, Kp) — %5 (13, K, Ko, K3) +
+35(ty, K1, Ky) = ¥, (13, K1, K7, K3)

BiamoginHo, 1inboBa QyHKIIis

Wy(Ki,Ky) = wy(K1,Ky,K3).  (15)

max
K3€[K313K37 ][ 0:M ]

Btparu B Ha apyromy erami 60r0 CTAaHOBIATH BEIUIHHY
xp (1, K1) =X (12, K1, Kp) + y2 (11, K1) = 12 (12, K1, K) -
Toxmi BpaxoByrouW, IO HA TPETHOMY €Tami OO BXKE
3HaliieHo MakcuManbHi BTpatu W3(K;,K,) B, T0 cyma-

PHI BTpaTH 3a OpyTWil i TPeTili eTamu CTaHOBIATH BEIU-
YHHY

W2(K1,K2) =x2(t1,K1)—fc2(t2,K1,K2)+
+y2 (1, K1) = 02 (12, K1, Kp) + W3 (K, K )

BianoginHo, ninboBa GyHKIIsI Ma€ HACTYHUIN BUTIIS

Wy (Ky) = wy(K1,K3).  (16)

max
Ko e[Kp1:Kap [ 05 (11.K1)-1]

Brpatu B Ha nepuomy erarni 6010 1OpiBHIOIOTh
L—xy(t,K) =y (11, Ky) -

Jlonaroun MakcHMalbHI BTPATH 3a OPYTHA 1 TpeTiid eTar

0010, OTPUMAEMO BEITUUUHY
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WI(KI) :L_XZ(tl’Kl)_yz(tl’Kl)+W2(K1)'

Omxe, KiHIIeBa LIbOBAa (PYHKIIS MO MiAPaxXyHKy cymap-
HUX MaKCHMaJIbHHX BTpaT CTOpPOHM 2 3a Bech Oilf Mae
BUIJISA:

W = wi (Ky). (7

max
Ky e[ Ky 3K | 2:K-1]

3ayBakumo, 1o pu ¢ > 0 Bci po3B’sa3ku 3amau Komri
st cucreM JIP, mo posrispaioTees B poOoTi, € aoaaT-
mumu. Tomy Bupasu B (1)—(4), (6)—(9), (11)~(14) € nona-
THUMH.

4 EKCIIEPUMEHTH

KoM’ roTepHa Moens MOCTaBIeHOI 3aadi IMOJsrae B
HACTYIHOMY aJITOPUTMI, SIKUI HaBeIeMO Yy BHUIJISAII OJIOK-
cxeMu Ha puc. 1-3. JlaHui aaropuT™M € HOBHM 3 TOYKH
30py JEMOHCTpaIlii peatizaiii MEeTOay JUHAMIYHOTO TPO-
rpaMyBaHHS B KOMOiHAIIil 3 MiAPaxOBaHUMH KiTBKOCTSIMH
HEYIIKO/KEHNX OOMOBUX OAMHUIL KOXXKHOI CTOPOHH B
KiHII TphOX eTariB 0010 3a nonomoroto cucrem [P Jlan-
yecTepa 3 NEBHUMHM IMOYaTKOBHMMHU yMmoBamu. Kpim Toro,
BKa3aHMU aJITOPUTM BifoOpaxkae MepeBipKy JAOIMyCTUMOC-
TI mapaMeTpiB 3aiadyi Ha KOXKHOMY erari 0oro. binblie

TOT0, 3aIPONIOHOBAHUI alTOPUTM B pa3i BiIACYTHOCTI I0-
MYCTMMHUX HapaMeTpiB 3ajadi Aae BiAnosinp: 1) abo mis
MIEBHOTO JIOITYCTHMOTO IIEPIIOro MapamMeTpy HeMae JI0Iy-
cTuMoro abo apyroro abo TPeThOTO mapamerTpis; 2) abo
IUIS IEBHUX JOMYCTHMHEX IEPIIUX JBOX NapaMeTpiB 3ala-
4i HEMa€e TPEThOro JOMYCTHMOTO napameTpy; 3) abo, B3a-
raji, HeMae JKONHOI TPIMKH JOIMyCTUMHUX MapaMeTpis,
TOOTO 3a7a4a po3B’I3aHHS HE MAE.

Ha puc. 1 HaBeneHO yacTuHY OJIOK-CXEMH, ITOB’s13aHOT
3 nepmuM napamerpom K. Ha mouatky BBOISTBCS daHi

3agaui. OCOONMBICTIO alNrOPUTMY €  «IHIUKATOp»

Kiopt = —1, SIKUI KOHTPOJIIOE: YM OYIyTh 3HAWICHO Hai
Tpiliku JoImycTUMUX napaMmeTpiB K, K,, K5, SKIIO Hi, TO
BHUBOJIUTHCS, IO «3a/1a4a pO3B’sI3aHHA HE Mae€», B MPOTH-
BHOMY pasi BUBOJSITECS K,,, Ta Wj. Kpim 1boro, B uii
YacTHHI OJIOK-CXEMH B IIMKJII 0 K| 3HaXOAATHCS KUIbKO-
CTi HEYIIKOPKEHHX OOWOBHX OAWHHUIL 000X CTOpPIH B
x (4, Ky), (4,Ky) ,

(4, Ky), »2(,K;) 13HaXon4Thcs OOIYyCTUMI 3HAYEHHS

KiHII ~Tlepmioro  eramy 0010

napamerpy K. Skmo K; € n0omycTumMum, TO IEPEXOIU-

MO 10 HaCTyHHOII. YaCTUHU OJIOK-CXEMH puc. 2.

IlouaTox

|

KsLsLlsMaalsaQ’a:S’tl’tz’t:’?

I/V] = OsKlopt =-1 Kl =2

/L(*)\‘
o K <K-1

Hi

TaK
3agaua

PO3B’sI3aHHs Kiope>-M
HE Mae

1
\K‘

by, x (1, K), %, (4, K)
L, (1, K1),y (4, Kp)

x(t,K) 22 1y (1, K) 21 i
XZ(tl,Kl)ZO,l I yz(tl,Kl)ZO,l

Pucynok 1 — Ilepmra yactiHa GJI0K-CXEMH aJITOPUTMY pealtialii MeToy AUHAMIYHOTO IPOTrpaMyBaHHI
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Ha puc. 2 HaBeneHo gacTuHy 6J0K-CXEMH, TTOB’sI3aHOT
3 JIOCIIKEHHAM 110 ApyroMy napamerpy K, npu ¢ikco-

BaHOMy K;. OcoOnuBICTIO Li€l YaCTUHU aNrOPUTIMY €
«inpukaropy K, =—1, skuil KoHTpomoe: 4 Oyne
3HalEeHO IpH (PIKCOBAaHOMY JOIYCTUMOMY K| JOIyCTH-
muit mapamerp K, i K3, AKIIO Hi, TO BUBOAUTHCS, IO
mpu 1boMy K; «ZIOIyCTUMHUX 3HAa4eHb Iapamerpy K,
abo K3 He Mae», B IPOTHBHOMY pasi BHBOIATECA Ky,
ta W,(K;). [Jani B yactuni anroput™my (puc. 2) miapa-

XOBYIOThCSI BTpaTH B 3a npyruid i Tperid eranu 000
wi(K;) 1 HaiiOineii BTpaTn B 3a nBa eranum Goro M.

Kpim 1poro, B wiif yacTui Gy10k-cXxemu B LIUKIL 10 K,

3HAXOIATHCA KIJTBKOCTI HEYIIKOKEHHX O0HoBHMX onu-
HUIIb 000X CTOpIH B KIHIIl JApPYyroro eramy 000

x (6, K1, K>y), X (,K1,K5), (), K1, K5),

¥5(t,K1,K,) 1 3HaXo#AThCs AOMYCTHMI 3HAYEHHs Ia-

L(*)
Kl :Kl"rl

K , mormyctuMux.

3HAa4YeHb napam. K,

abo K HeMmae

pametpy K,. fkmo K, € JOMyCTHMHUM, TO IEPEXOAUMO

IO HACTYITHOI YaCTHHU OJIOK-CXeMH puC. 3.
Hapernri, HaBegemo 3akiH9eHHS O0K-cxemH (puc. 3),

TOOTO MOCHI[KCHHS IO TPEThOMY Tapamerpy K; mpu
¢ikcoBaHMX 3HaueHHAX napamerpiB K|, K,. OcobnuBi-
CTI0O TPEThOI

YaCTHHH AaJTOPUTMYy € «iHAWKaToOp»

K3op; =—1, siknii KOHTpOmOE: 4n Oyne 3HaiifeHO mpH
¢ikcoBanux nomycrumux K;, K, nomycrumuil mapa-
merp Ks, SKIIO Hi, TO BUBOAUTHCA, WO npu 1ux K, K,
«JIOIyCTHUMUX 3Ha4Y€Hb NapaMeTpy K3 He Mae», B IPOTH-
BHOMY pa3i BUBOMATBCS K3, Ta W3(Ki,K;). Hani B
YacTHHI anropuTMy (pHc. 3) mIpaxoBYIOThCcA BTpaTH B
3a Apyruil i Tperiii eranu 6010 w,(Kj,K,) 1 HaiiOLibIi
BTpatd B 3a nBa eranu 6ot W, (K;). Kpim nporo, B miit
YacTUHI OJIOK-CXeMH B LUK 10 K3 3HAaXOIAThCA Kijlb-

KOCTI HEYIIKO/DKEHUX OOHOBMX OJMHHIL 000X CTOpIH B

W (K1) =0
K20pt =-1
K2 = 0

K2 <[x1(tl,K1)] K2:K2+1 ]
— Q11,912
l by, x1(17, K1, K3), %5 (12, K1, K3)
Kl’Kzopt’WZ(Kl) CZ’yl(t29K17K2)7y2(t27K1:K2)
I
wi (K1)
i x(ty, K1, Kp) 21 i
yl(lz,Kl,Kz)Zl i Hl1
Xz(tz,Kl,Kz) 20,1 i
TakK
2 (ty, Ky, K5) 20,1
WM =w (Kl)’Klopt =K
\_ K1:K1+1

*)

Pucynok 2 — IIpooBxkeHHs GJIOK-CXEMH AJITOPUTMY peaizallii MeToay IMHaMiYHOTO HPOrpaMyBaHHS
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KiHIll  TPEeThOro x(,K1,K,,K3),
xZ(t3sK1aK23K3)’ y](t3,K1,K2,K3),

¥5(83,K1,K5,K3) 1 3HaXomaTbCsl OOMYCTHMI 3HAYEHHS

erammy 0010

napamerpy K3 ; BUBOAMTBCS JIOIyCTHMA Tpilika mapame-

TpiB Ki,K,,K3 1 KiJbKOCTI HEYIIKOMKEHUX OoHoBHMX
OJIMHUIL 000X CTOPIH 32 TPH eTanu 00I0; MiIPaXxOBYIOTh-
cs1 BTpatu w3 (K, K5, K3) 1 Haiibinbmmi BTpaty B 3a Tpe-
Tiif eran 6or0 W3(K;,K>5) .

K2 =K2+1

)

l

K, K, , nomycTumMux.
3Ha4YeHb napameTpy Kj

W3(K1,Ky)=0
li30pt = —4,1(3 = 0

HeMae
| Hi
KisM >
Hi \'(‘
13,094
TaK by, x(t3,K1,K»,K3), x5 (3, K, K5, K3)
c3,01(83,K1, K5, K3), y2 (13, K1, K5, K3)
Ky, Ky, K30
W3(K1,K5)
b2 Ky=K;+1
| Xl(t3,K1,K2,K3)Zl i
1, K Ky, Ky) 21 i
wy (K1, K5) n(t, K, Ky, K3) 21 i
xz(t3,Kl,K2,K3)20,li
y2(13,K1,K2,K3)20,1
Hi
K, Ky, K3, x(t1,K), v (4, K1)
TaK

Wy (Kp) =w (K, K3)
KZopt =K,

x (11, K1), y2 (11, K1)
x(t, K1, K7), (8, K1, K>y)
Xy (t,K1,K5), yo (85, K1, K3)

l— K2 :K2+1 ‘J

x(t3, K1, Ky, K3\ (63, K1, K5, K3)
X (13, K1, K5, K3), v (13, K, K5, K3)

w3 (K, Ky, K3)

Hi

TaK

Ws(K1,Ky) =ws (K, K, K3)
K3opt = K3

Pucynok 3 — 3akiHueHHs OJOK-CXEMH allTOPUTMY peaiizamii MeToqy AMHAMIYHOTO MPOrpaMyBaHHs
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HaBenemo pesynbraTd 4HCEIbHUX EKCIIEPHMEHTIB
JUIS Pi3HMX 3HAYCHb IIOYATKOBUX JaHUX Yy BHUIJIAMI
tabn. 1. HaiiOunemi BTpatu B B mifi TabmuI OKpyriieHO
IO IIIJIOTO YHCIA.

OO6unciieHHs 3p0o0JIeHO A TOBUTBHUX JaHHX, aje X
MOXHa 3pOOHMTH 1 BHUKOPHUCTOBYIOYH, HPH MOXKIHBOCTI
nyOuikauii y BiIKpUTHX 3aco0ax iH(opmaii, peasnbHi
XapaKTEePUCTUKHN TEBHHUX BHUIIB 30pOi.

Tabmus 1 — YncenbHi 00YKMCIIEHHS IPOTrpaMH JUlsl Pi3HUX 3HAYEHb OYAaTKOBHX JaHHX

Nl K | Lty | M o |a |a |q ) 1 Kiopt Koopt K3opt m
120 |25 |15 |10 |25 |2 2 01 |02 |03 |9 0 10 13
2 |25 |20 |3 0 |25 |2 2 01 |02 |03 |22 13 0 16
3115 |30 |10 |5 25 |2 2 03 |04 |06 |3 2 2 10
4 140 |20 |12 |3 2 18 |16 |01 |02 |03 |22 0 8 18
5. 140 |30 |15 |10 |18 |25 |22 |02 |04 |05 |35 19 0 23
6. 160 |50 |20 |15 |3 28 |35 |01 |03 |04 |54 30 0 B3
7150 |60 |30 |10 |25 |4 3 02 |03 |05 |41 21 6 34
8 |50 |30 |15 |5 2 3 25 |01 |02 |03 |4 21 2 210
9. |50 |30 |15 |5 2 5 3 02 |04 |05 |44 26 0 27
10.140 |40 |20 |10 |2 3 3 02 |03 |04 |32 20 2 3
1. (40 |20 |12 |38 2 18 |16 |01 |03 |05 |35 10 5 20

IIpokOoMeHTyeMO, Halpukiaa, CbOMMM IPUKIAL 3
tabn. 1. OTxe, OTpUMAaNH: SIKIIO HA TTOYATKy 0010 A Mae
50 BO (cepenns edextuBHA cKOpocTpinbHiCTE BO 2,5
nocTpinu 3a roauny), B mae 60 BO i po3noninse Ha nep-
my /13 30 oxuHuIB (cepenHst e(eKTHBHA CKOPOCTPLIb-
Hicte BO 4 moctpinu 3a ronuny), a Ha npyry A3 tex 30
onuHUNG (cepemHsi epeKTHBHA CKOpOCTpuIbHICTE BO 3
MOCTPUIN 3a TOAMHY), TO JUIS JOCATHEHHS ycIixXy A mo-
TpiOHO B TMOYATKOBHI MOMEHT 4Yacy Ha IEpIIy IUITHKY
posnoxinutu 41 BO, a Ha npyry Toni — 9 BO, motim B
MomeHT vacy 0,2 roaunu 3 nepmoi /I3 Ha apyry nepeku-
Hyta 21 BO 3 tux BO, 10 3aIummiruch HeYIKOIKEeHH-
MH, a gani B MoMeHT 4acy 0,3 roxuan po3nonimuta 6 BO
i3 yrcaa pe3epBy Ha nepiry I3 i 4 BO i3 yncna pe3epBy
Ha apyry 3. B pesynbsrari B MoMeHT dacy 0,5 roxuHm
HaiOinbmi BTpati B cranoBmate 34 BO.

HaBenemo npukiaz, Kooy 3aada He Ma€ PO3B’° A3aHHS.

K=15 L=30, L;=10, M=5, a;=2,5,
o,=2, az3=3, 1=0,2, 1, =0,4, 13 =0,6. Toxi no-

Hexait

IyCTUMUX 3HaueHb napameTpis K, K,, K3 He Mae i 3a-

Jlada He Mae po3B’si3aHHs, TOOTO Oiff Ha OJHINA 3 AUITHOK
3aKiHUUTBCA A A panime vacy 0,6 rogmau. SKmo gac
Iepepo3noIiTy pecypciB abo pesepBy abo yac 3aKiHUEH-
HS TPETHOTO eTary 0010 3MEHIIUTH, TO TOI 3a/a4a MOXe
MaTtu po3B’s3aHHA. TobOro, mpm maHmx Kigbkoctsax BO
obox ctopin K, L, L, pesepBy M 1 naHuX cepeiix ede-
KTHBHHX CKOPOCTpiIbHOCTAX BO a,0,, 013 MOXHa, 3Mi-
HIOIOYM JaHI MOMEHTH yvacy t,l,t3, TNPOrHO3yBaTH pe-

3ynbTaT 00¥0.

5 PE3YJbTATHU
B naHiii poboTi 0OTpUMaHO HACTYIHE:
1. Po3pobriena maTeMaTH9HA MOJIETh AWHAMIKK OO0
Ha JIBOX TUIAHKAX 3ITKHEHHS SK 3a7adi AMHAMIYHOTO IIPO-
rpamyBaHHs 3 (QyHKILI€IO T K (QYHKIIEI BTPAT CyNpo-
TUBHUKA. B pe3ynpTari po3B’s3aHHS BiJIOBITHUX 33134
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Komri ms cucrem JIP JlaHuectepa OTpUMaHO KiBKOCTI
HeymKoKeHnX bO K0KHOT CTOPOHM B KiHIII KOXKHOTO 3
TppOX ertamiB Ooto, a came ¢opmymu (1)—(4), (6)—(9),
(11)—(14).

2. Bunncano uinboBi ¢ynkuii (15)—(17), mo nigpaxo-
BYIOTh BIINOBIOHO HaiiOinpmmi BTpatn B Ha TperhoMy
erami 0010, CyMapHi HaiOLIbIIi BTpaTH 3a TpeTiil 1 apy-
rHi eTany 000 1 cyMapHi HalOLIbIII BTpaTH 3a BeCh Oiid.
3’51COBaHO JIOMYCTUMICTh TapaMeTpiB 3a1adi.

3. [nsd KOMIBIOTEPHOTO MOZETIOBAaHHS pOo3poOiIeHO
AITOPUTM Y BUIJISLAI OJToK-cxemu (puc. 1-3), 1o peaisye
METOJl IMHaMI4HOTO mporpamyBaHHs. Lleit anroputm nae
3Mory 1) BHSBIIATH JOMYCTHMI 3HA4YCHHS MapaMeTpiB 3a-
Jadi abo JaBaTH BIAMOBIAb, IO 3aJava PO3B’sI3aHHS He-
Mae, TOOTO Ha 0JJHOMY a00 JEeKUIbKOX eTamnax 000 MmoTpi-
OHO 3MEHIIMTH 4Yac 3aKiHYeHHS BIATIOBITHOTO eTaly;
2) sKmo icHye xo4ya O oxHA NOIycTHMa Tpiiika mapaMer-
piB, aBaTH pe3yJbTaT ONTHMAIBLHOTO PO3MOALTY pecyp-
CiB 1 pe3epBy A MO AiNSHKAM 3iTKHEHHS UIS JOCSTHEHHS
ii ycmixy Ta HazaBaTH HAaWOUIBII BTpAaTH NPOTHBHHKA B
3aJJaHuil MOMEHT uacy; 3) IpPOrHO3yBaTH Ol Uil JaHUX
kigpkocteli BO 000x cropiH, pe3epBy A 1 BiIIOBIAHUX
e(eKTUBHUX CKOPOCTPLIHHOCTEH, 3MIHIOFOUH YacH 3aKiH-
YeHHS TPHOX eTalliB 00r10.

4. Ha ocHOBI 4YHCEIbHUX OOYMCIIEHb NpOrpamMu
(Tabn. 1) 3po0yeHO BHCHOBOK, IO PE3yJbTATH MOXYTh
OyTH HemepenbOadyBaHWMH, TOOTO MOTPIOHO MPOPAXOBY-
BaTH 32 JIONIOMOTOI0 TIPOTPaMHu.

6 OBI'OBOPEHHS

3ayBaKMMO, 110 MK MOMEHTaMH Iepepo3noniry 6o-
HOBHX pecypciB 1 pe3epBy MOKHA PO3TISIHYTH OyIb-sAKy
MoJieNib 0010 (I1e MOXIIUBO TOCTIPKCHHS HACTYITHHX PO-
0iT), aje roJOBHHMM € 3aCTOCYBaHHS JI0 TAaKOTO POXy 3a-
a4 aJropuTMmy, MO peaji3ye MeToJ TMHAMIYHOTO Ipo-
rpamyBaHHA. Taki 3amadi moTpeOyIOTh KOMII FOTEPHOTO
MOJICTIFOBaHHS, a caMe BHACHIZOK: 1) CKJIaJHOCTI 3HaXo-
JUKEHHST MaKCUMYMY LUIbOBHX (PyHKILIH, MPUIOMY Mak-
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CHMYM 3HAaXOIUThCA [0 OJHOMY NapaMeTpy NpH BiIoOBi-
nHO (ikcoBaHMX IHIIMX; 2) ypaxyBaHHs JOITyCTUMOCTI
mapaMeTpiB 3ajadi i 3HAXO/KCHHSM ONTUMAIIbHOI KiJlb-
KOCTi OOHOBHX pecypciB, ski Mae A posmoniista no J3
(B ToMy umcIi 1 pe3eps, MO XapaKTEPHO UL AaHOI 3aja-
4i); 3) CKIaJHOCTI CaMOro METOJa AWHAMIYHOTO Iporpa-
MYBaHHS, BPaXxOBYIOUH, IO eTarmiB 0010 Moxxe OyTH i 0i-
JBIIE TPHOX 1 MapaMeTpiB MEPepo3NOAiTy pa3oM 3 mapa-
METpaMu pe3epBy MOke OyTH OilIblIe TPHOX.

BUCHOBKHU

HaykoBa woBu3Ha. Po3poOrmeHo MaremaTHuHy i
KOMIT'IOTEPHY MOJENTI TUHAMIKH OO0 IBOX BOPOTYIOUHX
CTOPIH Ha IBOX IUISHKAaX 3ITKHEHHS, B sIKiif OJTHA 13 CTOPIH
3 METOI0 HAaHECEHHS! NPOTUBHHMKY MaKCHMAaJbHHX BTpar
MOJKEe TIEpEepO3IOIIIATH OOMOBI pecypcH Mo IUITHKAM 3i-
TKHEHHS 1 pO3MOAUATH 3 II€I0 METOI0 HAasIBHUH B HEl pe-
3epB. st IpOBENEHHS! YHCETIBHOTO EKCIIEPUMEHTY PO3pO-
0JIeHO BIINOBIHUI aJITOPUTM peaiizallii MeToy AUHaMi-
YHOTO [IPOrPaMyBaHHSI.

IMpakTnyna winHicTs. [Ipy BUKOpUCTaHHI peaIbHUX
XapaKTEPUCTHK OOMOBUX pECypCiB po3po0iicHa MOJENb
MOYKe BUKOPHCTOBYBATHUCS JUIsl IPOTHO3YBAHHS Pe3yibTa-
Ty OOMOBHX il Ha JBOX MUISHKAX 3ITKHEHHS.

IlepcnekTUBM MOAANBIIKX AOCHIIKeHb. B mojanb-
LIOMY CJIiJT I0OTIPaIioBaTH MOJIETh Ha BUMAJIOK OlTbIe 2-
X JUISHOK 3ITKHEHHS, a TaKOXX BpPaxyBaTH MOXIIUBICTh
301IBIIEHHS MOMEHTIB TIEPEPO3MOTY PEecypciB 1 po3mo-
nimy pesepBy. Kpim Toro, mMOHmiNBHO TakoX pPO3TISTHYTH
mozens 3 JIP Jlanuecrepa
«MiIIaHoro» 00¥0.

((BI/ICOI(OpFaHiBOBaHOI‘O)),

MNOISAKHU
JIsikyeMo KepiBHHITBO XapKiBCHKOTO HalliOHAIBHO-
ro yuiBepcurety [losiTpsanx Cun imeHi [Barna Koxemny6a
32 MOJKJIMBICTh IIPOBOANTH HAYKOBI1 JOCHIHKEHHS.
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MATHEMATICAL MODELLING OF COMBAT OPERATIONS WITH THE POSSIBILITY OF REDISTRIBUTING
COMBAT RESOURCES BETWEEN THE AREAS OF CONTACT AND DISTRIBUTING RESERVES

Fursenko O. K. — PhD, Associate Professor, Head of the Department of Higher Mathematics, Ivan Kozhedub Kharkiv National

Air Force University, Kharkiv, Ukraine.

Chernovol N. M. — Senior Lecturer of the Department of Higher Mathematics, Ivan Kozhedub Kharkiv National Air Force Uni-

versity, Kharkiv, Ukraine.

ABSTRACT
Context. Mathematical and computer models of the dynamics of combat operations are an important tool for predicting their
outcome. The known Lanchester-type models were simulation models and did not take into account the ultimate goal and
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redistribution of resources during combat operations. This paper proposes an optimisation model of the dynamics of combat
operations between parties A and B in two areas of collision, based on the method of dynamic programming with maximisation of
the objective function as a function of enemy losses. The article develops a mathematical and computer model of a typical situation
in modern warfare of combat operations between parties A and B in two areas of collision with the aim of inflicting maximum losses
of combat resources on the enemy. This goal is achieved by redistributing resources between the areas of collision and introducing
appropriate reserves to these areas.

Objective. To build a mathematical and computer model of the dynamics of combat operations between parties A and B in two
areas of collision, in which the goal of party A is to maximise the losses of party B by using three resources (the first is the number of
combat units that party A can distribute across the areas of collision at the initial moment of time; the second is the number of combat
units that party A must transfer from one area to another at some subsequent moment of time; the third is the number of combat units
that party A must distribute using the reserve) and by modelling the

Method. The mathematical model is based on the method of dynamic programming with the objective function as a function of
enemy losses, and the parameters are units of combat resources in different areas of the clash. Their number is changed by
redistributing them between these areas and introducing reserve combat units. The enemy’s losses are determined using Lanchester’s
systems of differential equations. Given the complexity of the objective function, the Python programming language is used to find
its maximum.

Results. A mathematical model of the problem has been constructed and implemented, based on a combination of the dynamic
programming method with the solution of Lanchester’s systems of differential equations of battle dynamics with certain initial
conditions at each of the three stages of the battle. With the help of a numerical experiment, the admissibility of the parameters of the
optimisation problem (the number of combat units of side A, which are appropriately distributed, transferred from area to area or
from the reserve at each stage of the battle) is analysed. The developed Python program allows, for any initial data, to give an answer
to the optimal allocation of resources of party A, including from the reserve, at three stages of the battle and to calculate the
corresponding largest enemy losses at a given time or to give an answer that there are no valid values of the problem parameters, i.e.
the problem has no solution for certain initial data.

Conclusions. The scientific novelty lies in the development of mathematical and computer models of the dynamics of combat in
two areas of collision, which takes into account the redistribution of combat resources and reserves in order to inflict maximum
losses on the enemy. Numerical modelling made it possible to analyse the admissibility of redistribution and reserve parameters.
Based on the examples considered, it is concluded that if the problem is unsolvable with certain data, it means that it is necessary to
reduce the time of redeployment of combat units at one or more stages of the battle, i.e. to reduce the duration of the battle at a
certain stage, thus allowing to predict the time of redeployment of combat resources.

KEYWORDS: objective function as a function of losses, differential equations of the dynamics of “poorly organised” combat ,
clash areas, redeployment of combat units, distribution of reserve combat units, effective rate of fire, maximisation of losses,
admissibility of redeployment and reserve parameters.
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ABSTRACT

Context. Fault diagnosis in rotating machinery, especially in aircraft, plays an important role in health monitoring systems. Early
and accurate fault detection can significantly reduce the cost of repair and increase the lifetime of the mechanism. To detect the fault
efficiently, intelligent methods based on traditional machine learning and deep learning techniques are used. The object of the re-
search is the process of detecting faults in aircraft based on vibration analysis.

Objective of the work is the development of a deep learning method for fault diagnosis in rotating machinery with a high accu-
racy rate.

Method. The proposed method employs Transformer architecture. The first stage of processing the vibration signal is the multi-
scale feature extractor. This stage allows the model to examine input signals in different scales and reduce the impact of the noise.
The second stage is the Convolutional Transformer neural network. The convolution was introduced to the Transformer to combine
locality and long-range dependencies feature extraction. The Self-attention mechanism of the Transformer was changed to Channel
Attention, which reduces the number of parameters but maintains the strength of the attention. To maintain this idea, similar changes
were made in the position-wise feed-forward network.

Results. The proposed method is tested on the aircraft vibration dataset. Two conditions were chosen for testing: limited data and
noisy environment. The limited data condition is simulated by selecting a small number of samples into the training set (a maximum
of 10 per class). The noisy environment condition is simulated by adding Gaussian noise to the raw signal. According to the obtained
results, the proposed method achieves a high average precision metric rate with a small number of parameters. The experiments also
show the importance of the proposed modules and changes, confirming the assumptions about the process of feature extraction.

Conclusion. The results of the conducted experiments show that the proposed model can detect faults with almost perfect accu-
racy, even with a small number of parameters. The proposed lightweight model is robust in limited data conditions and noisy envi-
ronment conditions. The prospects for further research are the development of fast and accurate neural networks for fault diagnosis
and the development of limited data training techniques.

KEYWORDS: fault detection, deep learning, rotating machinery, signal processing, transformer, neural networks.

ABBREVIATIONS MSFE is a Multi-scale Feature Extractor;

AP is an Average Precision; NLP is a Natural Language Processing;
CA is a Channel Attention; RNN is a Recurrent Neural Network;
CNN is a Convolutional Neural Network; SNR is a Signal-to-noise Ratio.
DL is a Deep Learning;
FD is a Fault Detection,; NOMENCLATURE
FFN is a Feed-forward Network; T is a time-series sensor output;
HUMS is a Health and Usage Monitoring System; tj is a datapoint of sensor output;
LMCT is a Lightweight Multi-scale Convolutional Y is a class label;

Transformer; D is a data set;
MHSA is a Multi-head Self-attention; M is a model;
ML is a Machine Learning; J is a classification metric;
MLP is a Multi-layer Perceptron; Ps is a signal power;
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P, is a noise power;

N, is a number of patches;

fin is a set of input features to the network module;

fout is a set of output features of the network module;

favg 1 a set of features from the average pooling layer
in CA module;

fnax 18 @ set of features from the max pooling layer in
CA module;

f" is a set of features from intermediate layers in net-
work modules.

INTRODUCTION

Rotating machinery is an integral part of mechanical
systems. It finds its applications in many industrial sec-
tors, including aircraft, wind turbines, pumps, car engines,
etc. In aircraft and helicopters, rotating components like
bearings, rotors, and gearboxes are critical for efficient
operations. HUMS are sensor-based systems designed to
monitor the health and performance of critical compo-
nents as they are often subject to potential failure due to
continuous mechanical stress (overload, overheating, lack
of lubrication, etc). The early FD of these parts ensures
the reliability and safety of the vehicle’s exploitation,
reducing the risk of critical failures and the repair cost.

Vibration-based analysis is a common FD technique
in rotating machinery. Traditional ML methods often em-
ploy hand-crafted features combined with statistical-based
algorithms like SVM [1], kNN [2], or decision trees [3].
While these methods can be used for fault prediction, they
still struggle to capture complex features and require the
complicated process of manual feature engineering. Re-
cently, DL methods have gained popularity in the field of
vibration analysis in FD [4], showing promising results in
solving this task. The main advantage is the ability of DL-
based models to capture complex data patterns and learn
features of the input data, which eliminates the need for
extensive feature engineering. (MLP [5] are commonly
used in classification, CNNs [6-8] and RNNs [9, 10].
Also, a combination of CNN and RNN can be used [11,
12] to better analyze both local and temporal features of
the sensor data. The recent popularity of the Transformer
architecture [13] in solving sequence-based problems
(including sensor data) stimulates the development of the
Transformer-based FD methods.

Despite the exceptional performance of the DL-based
methods for FD, these methods often need a large number
of layers and parameters to extract comprehensive fea-
tures, which can significantly increase the size of the
model, training, and inference time and make the usage
inefficient under limited resource conditions.

Moreover, one of the main issues with fault diagnosis
is the limited amount of data. Usually, the number of
positive samples (containing the fault) in the dataset is
much smaller than the number of negative samples
(healthy condition). This imbalance can significantly re-
duce the accuracy of the classification model, making
predictions unreliable. To address this issue, techniques
like zero-shot [14], few-shot [15], or transfer training can
be used.
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The object of the research is the process of detecting
faults in aircraft health monitoring systems.

The subject of the research is the deep learning
method to detect faults using vibration-based analysis.

The purpose of the research is to develop and evalu-
ate an efficient deep learning model to classify sensor
data from aircraft health monitoring systems.

1 PROBLEM STATEMENT

Let T= {t;|i=1...n} be a vector of real values tjof a
time-series sensor data. A class label Y € {0,1} represents
either an absence or a presence of a fault. Let D = {(T;, Yj)
| i=1...N} be a labeled dataset that contains ordered pairs
(Ti, Yi). The objective is to choose such model architecture
M that reaches the maximum classification accuracy, i.c.,
J(Yi, M(T;)) — max for each (Tj, Y;) € D.

2 REVIEW OF THE LITERATURE

DL methods are widely used in rotating machinery FD
tasks and have proven advantages over traditional ML
methods [16]. Among them, CNNs play a significant role.
Due to their strong feature extraction capabilities and lo-
cal receptive field, CNNs can be successfully applied to
solve vibration-based classification. As a vibration signal
is one-dimensional data, 1D CNNs are the common
choice. Vibration signals or other sensor data often con-
tain localized patterns that indicate anomalies and faults,
and by sliding 1D filters across the time-series data, 1D
CNNs can effectively capture local, time-dependent
changes that may signal an occuring fault. WDCNN
method [17], for example, uses 1D CNN with wide ker-
nels in convolutional layers, which helps to reduce noise
and extract features from the input signal. DSNR method
[18] employs deep residual architecture with soft thresh-
olding (shrinkable function) to suppress redundant fea-
tures and reduce the effect of the noise. Zhang et al. [19]
also use a deep residual 1D CNN model to extract local
data features to analyze faults. Here, residual learning
helps to design deeper architectures to extract more com-
plicated features. The authors of the AMMFN method
[20] proposed the use of multi-sensor input data (vibration
and current) processed by the 1D CNN model with the
special attention-based fusion module that helps to extract
features at different hierarchical levels and correlation
information between sensors’ signals.

Some methods combine 1D CNN with RNNs [11, 12].
This synthesis can improve the overall model perform-
ance by leveraging the strengths of each model type. This
hybrid approach allows the network to capture both local
patterns (via the CNN) and long-term dependencies (via
the RNN) in time-series data. While these methods can
achieve promising results, they require more training time
due to the sequential nature of the RNNss.

Two-dimensional CNNs can also be used for sensor
data analysis. To do this, the 1D signal is converted from
the time domain to the time-frequency domain, and the
obtained 2D spectrogram is used for further processing by
the network. Verstraete et al. [21] proposed the use of 2D
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CNN to analyze the Short-time Fourier Transform repre-
sentation of the vibration signal. Pham et al. [22] em-
ployed the VGG16 model to analyze faults under incon-
sistent working conditions, showing excellent results.
Although 2D CNN shows good performance, they require
more samples to train in order to defeat overfitting. More-
over, 2D CNN usually requires more layers to extract
deep features, which increases the model’s size and infer-
ence time.

In recent years, Transformer-based models have be-
come popular in many fields, including NLP [13], Com-
puter Vision [23], Time-series analysis [24], FD [25], etc.,
outperforming common deep learning techniques. The
main idea of Transformers lies behind the attention mech-
anism that allows focusing on the most relevant features
and learning long-range dependencies more effectively.
For example, the TST method [26] uses a 1D Transformer
to directly analyze raw vibration signal data without pre-
processing, showing high accuracy. The other studies [27]
use 2D Transformers, called Vision Transformers [23], to
analyze the spectrogram representation of the signal time-
frequency domain. For example, ECTN [28] combines
CNN and 2D Transformer to efficiently extract local and
global information of the input signal. Integrated ViT
model [29] decomposes the input signal with a Discrete
Wavelet Transform and then applies soft voting to com-
bine preliminary results.

Despite the advantages of the Transformers, they also
have several notable disadvantages, including quadratic
complexity of the attention mechanism and lack of intrin-
sic inductive bias [30], which makes them difficult to
train. To address this issue in FD, the convolution can be
introduced to Transformers [28, 31]. TWC method [32] is
used in aircraft engine bearing FD and applies convolu-
tional feature extraction layers to obtain features from raw
input signal before passing it to the Transformer back-
bone. In TCN [33], a combined model of convolution and
Transformer is trained with transfer learning technique.

Usually, the changes in vibration signal that refer to
faults can vary in scale. Thus, using single-scale signal
analysis, the fault can be easily overlooked. Multi-scale
analysis can be used with different DL models. MCF-
1DVIT [25] uses a Multi-scale Convolution Fusion Layer
to extract features at different time scales and pass them
to the Transformer. AM-CNN [34] employs a Multi-scale
convolutional block with CNN for the same purpose.
Chen et al. [35] proposed MCNN-LSTM model with low-
frequency and high-frequency feature extraction branches.
Saghi et al. [11] developed CNN with three-scale branch-
es followed by a bidirectional GRU model. These studies
show that multi-scale feature extraction can effectively
capture more information at different scales and enhance
the overall performance of the method.

Recent studies demonstrate the potential of DL-based
methods for FD in rotating machinery. However, further
improvements are needed to reduce model complexity
and the amount of noise in the input signal, achieve scale
invariance, and improve local and global feature extrac-
tion, emphasizing the relevance of the proposed method.
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3 MATERIALS AND METHODS
To solve the above challenges, the novel FD method
called LMCT was developed. The proposed method main-
ly consists of two parts: MSFE and Transformer encoder.
Fig 1. depicts the overall architecture of the neural net-
work.
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Figure 1 — Architecture of the proposed method

Both MSFE and Transformer encoder employ CA
[36]. CA allows model to adjust the importance of each
channel, by helping it to focus more on the informative
ones while paying less attention to those that contribute
less. The architecture of the CA module is show in Fig 2.
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Figure 2 — Architecture of CA

Formally, the CA block used in this method is the fol-
lowing (1-3):

favg = Conv(RELU (Conv(AvgPool( fiy))), (1)
fmax = Conv(RELU (Conv(MaxPool( fjy))) , )
fout = Sigmoid (fayg + frmax) - fin - 3)

The MSFE (Fig. 3) module extracts preliminary fea-
tures from the input signal at different scales, which
makes the model more invariant to changes in the scale of
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fault occurrence. Inspired by [25], it consists of 3 branch-
es, each enhanced by CA. The kernel sizes of each branch
B, in MSFE are: 301, 401, 501. Wide kernels help to re-
duce the influence of the noise that might be present in
the input signal. The outputs of the branches are then con-
catenated and processed by the convolutional layer to
effectively merge important information.

GELU
A BN

Concat

A

|k=301 k=401 |k=501
branch1  branch2 branch3

Figure 3 — Architecture of MSFE module

MSFE module is defined as follows (4):
fout = GELU (BN (concat[B, (fin); By (in):B3(fin)))-  (4)

After the processing by MSFE, the signal is split into
N, patches before passed to the Encoder. First, each patch
is encoded with convolutional embedding module to en-
rich them with more information. Then, positional encod-
ings are added to the patches to preserve the information
about the relative position of each patch. After that, the
information is passed to the Encoder blocks.

The Encoder block (Fig. 4) follows the standard archi-
tecture [13] but with several changes. MHSA was re-
placed with CA, which treats each patch as a channel. It
allows to significantly reduce the number of parameters
while keeping the attention mechanism in the model. Po-
sition-wise FFN (Fig. 5) was made fully convolutional
containing depth-wise convolution. These changes also
reduce the complexity of the model while fusing the in-
formation from each patch.

>

h ' A
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FN ||| i | [ DConvFFN
t i f
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MHSA | [ ea |
AL A : 0
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A ' 3
__ —~7 i\ —~
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Figure 4 — A comparison of the Ivanilla Transformer block (left)
and the proposed Transformer block (right)
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Figure 5 — Architecture of Position-wise FFN

Mathematically, the whole proposed Transformer
block is defined as follows (5-6):

f* = CABN(fin)+fin, (5)

fout = DCONVFFN(BN(f 7)) +f". (6)

Inspired by [31], the output of the Encoder is then
passed through an average pooling layer and classification
head to predict the type of the signal (healthy or faulty).

Table 1 describes the selected hyperparameters of the
model that was used in the experiments.

Table 1 — The description of proposed model hyperparameters

Parameter Value
Input size 1024
N, 16
Patch embedding channels 64
Number of encoder blocks 6
FFN convolutional channels 64
Number of multi-scale branches 3
Branches’ kernel sizes (301,401, 501)

4 EXPERIMENTS

To evaluate the performance of the proposed model,
the aircraft fault dataset was used. This dataset contains
1158 samples of vibration signal, divided into two clas-
ses: 0 (healthy state) and 1 (fault). The amount of healthy
and fault states is 865 and 293, respectively. Each sample
is a vibration signal that contains 93752 datapoints. For
training and testing, each sample was divided into chunks
of length 1024 without overlapping, thus each sample
provides 91 chunks. Each sample was scaled into the
range of (-1, 1) before splitting into chunks.

To analyze the performance of the proposed module
under limited data constraints, the number of samples in
the training set was chosen to be much smaller than in the
test set. More precisely, several training sets were created
with 1, 2, 5, and 10 vibration signal samples of each class.
The rest of the data was split between validation and test-
ing sets. The information about created datasets is shown
in Table 2. For example, the subset “Train 10” contains
20 randomly selected samples (10 samples for the positive
class and 10 samples for the negative). Each sample was
divided into chunks of 1024 datapoints, thus “Train 10”
subset split contains 1820 chunks in total.
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Table 2 — The distribution of the created data subsets

Dataset split Samples Classes (0/1) Chunks
Train 1 2 1/1 182
Train 2 4 2/2 364
Train 5 10 5/5 910
Train 10 20 10/10 1820
Validation 113 89/24 10283
Test 1025 766/259 93275

To compare the proposed model with the existing
methods, several models were chosen: MCNN-LSTM
[35], WDCNN [17], MSCNN [37], MRACNN [38],
MAIDCNN [39], ResNet18 (1D) [40].

Each model was trained for 30 epochs in 5 independ-
ent runs. After that, the results of each run were averaged.
The batch size of the training phase is 128. AdamW was
chosen as an optimization algorithm with a learning rate
0f 0.001. The loss function is binary cross-entropy.

To evaluate the accuracy of the proposed method un-
der a noisy environment, the Gaussian white noise was
added to the raw signal to get the signal with different
SNR (7) values. In these experiments, noise with SNR
from —9dB to 9dB with the step of 3dB was added.

SNR :IOIOgIO%. (7)

n

For comparing results, AP was chosen as a metric. AP
is a metric commonly used in binary classification, espe-
cially when dataset is highly imbalanced. It is essentially
the area under the precision-recall curve, providing a sin-
gle score that summarize the precision-recall trade-off
across various thresholds. The range of AP metric values
is (0—1), where 1 means errorless classification.

5 RESULTS

Table 3 shows the results on the test dataset of differ-
ent methods. Each model is trained on datasets with a
different number of vibration samples to evaluate the per-
formance in limited data conditions. Also, the number of
parameters of each model is included. The results repre-
sent the value of AP metric. The results show that the
proposed method (LMCT) trained on a subset of 20 sam-
ples (“Train 10”) outperforms the chosen existing meth-
ods (AP 0.9941) while having a relatively small number
of parameters (0.097M).

Table 3 — The prediction results of selected methods trained on different
dataset sizes

N samples per class N

Method 1 2 5 10 p‘”}ﬁ;‘s
MCNN-LSTM | 0.3154 | 0.4016 | 0.4342 | 0.5421 0.093
WDCNN 0.3455 | 0.6399 | 0.8322 | 0.9216 0.041
MSCNN 0.3337 | 0.7790 | 0.7998 | 0.9511 13.78
MRACNN 0.3372 | 0.5732 | 0.9182 | 0.9699 0.599
MAIDCNN 0.3174 | 0.8043 | 0.8626 | 0.9094 0.323
Resnetl8 (1D) | 0.3346 | 0.6631 | 0.8982 | 0.9556 3.84
LMCT 03133 | 0.7314 | 0.9105 | 0.9941 0.097
(proposed)

Note that these results represent the performance of
the models on the dataset that is collected from samples’
chunks. To analyze the whole vibration sample, the aver-
age prediction of each chunk can be used.

© Didenko Andrii Y., Didenko Artem Y., Subbotin S. O., 2025
DOI 10.15588/1607-3274-2025-1-7

Table 4 shows the ablation study results to evaluate
the performance and the importance of proposed changes,
especially the MSFE module and new Convolutional
Transformer Encoder block. The baseline model, the 1D
Transformer, follows the standard Transformer architec-
ture. The hyperparameters in the baseline were chosen to
make it as close to the proposed method as possible.

Table 4 — The ablation study of the effect of proposed improvements
N samples per class

Method 1 2 5 10
1D Transformer 0.3122 | 0.2976 | 0.2963 | 0.3919
1D Transformer + MSFE 0.3122 | 0.3904 | 0.4869 | 0.6063
LMCT w/o MSFE 0.3137 | 0.6335 | 0.7523 | 0.8056
LMCT 0.3133 | 0.7314 | 0.9105 | 0.9941

Figure 6 shows the results (AP) of the selected models
under noisy environment conditions (SNR from -9 to 9).
For that, models that were trained on 20 samples (subset
“Train 10”) were chosen.
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Figure 6 — The results under different SNRs of Gaussian noise

The visualization of the learnt features (featurs from
the last layer of the network) using t-SNE method is show
in the Fig. 7.
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Figure 7 — Distribution of features visualized with t-SNE
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6 DISCUSSION

The results from Table 3 show that the proposed mod-
el achieves almost ideal accuracy (AP 0.9941). Moreover,
the number of parameters of the proposed model is rela-
tively small (0.091M) compared to the existing ap-
proaches, which means that a small model is able to
achieve good results in vibration-based FD tasks. This can
be explained by the fact that the proposed methods em-
ploy a combination of convolution and attention mecha-
nisms, which allows the model to examine local features
as well as long-term dependencies.

The results of the ablation study in Table 4 suggest the
importance of the proposed modules. The MSFE module
significantly improves the performance, which means that
it is able to extract valuable deep features from the input
signal. The Transformer backbone is able to process these
features more accurately than the raw input signal. Also,
the vanilla Transformer model is not able to accurately
classify aircraft sensor vibration signals. It can be explained
by the fact that each signal can contain local patterns that
can influence the overall prediction results. To extract these
patterns, the strength of convolutional inductive locality
bias is needed.

Figure 6 shows that the proposed model can be used in
noisy environments effectively. The proposed model
achieves AP of 0.9783, 0.9821, and 0.9842 at SNR values
of 3dB, 6dB, and 9dB, respectively. When SNR is higher
than 0, it means that the energy of the original signal is
higher than the energy of the added noise and vice versa. In
cases when the energy of the noise is higher than the en-
ergy of the original signal, classification is difficult to per-
form. The results, obtained under different SNR values,
indicate that wide kernels in MSFE help the model to re-
duce the impact of the noise in the signal.

Figure 7, which shows the 2D representation of ex-
tracted features, suggests that the model is able to learn the
feature distribution by extracting patterns and dependencies
between similar entries. The fault features and healthy fea-
tures are clustered, which means that model can separate
between both clusters.

CONCLUSIONS

In this paper, the problem of fault diagnosis of aircraft
rotating machinery is being solved by applying deep
learning method.

The scientific novelty. The conducted experiments
show that proposed method can achieve high accuracy
having small number of parameters. The proposed chang-
es made to Transformer architecture significantly increase
model's performance while reducing it's size. Moreover,
the results show that FD methods can be effectively
trained with limited size of the data which is important in
the field of aircraft FD where fault data samples are ex-
tremely rare.

The practical significance. The obtained model al-
lows diagnosing faults in aircraft with high accuracy and
can be applied to other rotating machinery FD tasks that
use vibration-based analysis.
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The prospects for further research lie in developing
more efficient model and testing with other limited data
training techniques like zero-shot or few-shot learning.
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JIETKOBICHMIA BAFﬁ&TOMAC].HTAEHPIfI 3rOPTKOBUI TPAHC®OPMEP JJISI JIATHOCTHUKH
HECHPABHOCTEM JITAJTBHIUX AITAPATIB 3A JJOIIOMOT OO BIBPAIIITHOT'O AHAJII3Y

Hdinenko Anapiii €. — acnipanT kadenpu nporpaMHuX 3aco0iB HaI[lOHAIBEHOTO yHiBepcHTeTy «3amopi3bka IloniTexHika», 3a-
nopixoksi, YkpaiHa.

Hinenko Aptem €. — acmipant kadenpu NporpaMHuX 3aco0iB HAIIOHAIBHOTO yHiBepcHTETy «3amopisbka [lomitexHikay, 3a-
nopixoksi, YkpaiHa.

Cy66otin C. O. — 1-p TexH. HayK, npodecop, 3aBigyBad kadeapu mporpaMHUX 3aco0iB HaliIOHAIBHOTO YHIBEPCHTETY «3aropi-
3bka [lomitexHikay, 3anopixoks, YKpaiHa.

AHOTAIIA

AxTyanbHicTh. /liarHOCTHKA HECTIpaBHOCTEH 00E€pTOBUX MeEXaHi3MiB, 0COOJMBO B aBiamii, BiJlirpae BaXJIMBY POJIb B CHCTEMax
MOHITOpHHTY cTaHy. CBO€yacHe i TOUHE BUSBJICHHS HECIIPaBHOCTEH MOXKE 3HAYHO 3HM3UTH BAPTICTh PEMOHTY i 30UIBIIUTH TEPMiH
ciryx6u MexaHizMy. sl eeKTHBHOTO BHSIBICHHS HECIIPAaBHOCTEH BHKOPHCTOBYIOTHCS IHTEIEKTYalIbHI METOMH, sIKi 0a3ylOThCsl Ha
TPaJULiHHUX METOAaX MAIIMHHOIO Ta TIMOMHHOro HaBuaHHA. OO0'€KTOM JIOCIIIDKEHHS € INpOLEC BHSBJICHHS HECIPAaBHOCTEH B
aBialiffHUX amapaTax Ha OCHOBI aHai3y BiOpaLliii.

MeTto10 po60oTH € po3poOKa METOAY TTHOMHHOT HABYaHHS IJIS AIarHOCTUKU HECHPAaBHOCTEH 00EPTOBUX MAIUH 3 BUCOKOIO TOY-
HICTIO.

Mertona. 3anpornoHOBaHUI METO BUKOPUCTOBYE apXiTeKTypy TpaHcdopmepa. [lepmmm eranom o6pobku curnary Bibpamii € 6a-
raromaciuTabHe BUIyYeHHs o3Hak. Lleif eram 103BoJIsi€ MO PO3IJIAAaTH BXi/(HI CHTHAIM B Pi3HUX MacliTabax i 3MEHIINTH BILIH-
BY 1IyMy. Jlpyruii etan — 3ropTKoBa HEHpOHHA Mepexa 3 TpaHCOpMepoM. 3ropTka Oyina JozxaHa 10 TpaHcdopmepy, mo0 noeaHaTH
JIOKJIBHICTD 1 BUJIyYCHHS O3HAK JAJeKUX 3aJIe)KHOCTeH. MexaHi3M caMoyBaru TpaHcopmepy OyJio 3MiHEHO Ha MEXaHi3M KaHaJbHOI
yBaru, 110 3MEHIIy€e KUTbKICTh HapaMeTpiB, aje 36epirae cuny yBaru. 1106 miacumuTy 1o ifero, aHanoriyxi 3Minu Oy 3pobieHi B
MO3UIIHHINA MEpeXi MPSIMOTo MOLIUPEHHSL.

Pe3ysibTaTi. 3anponoHOBaHUI METOI MPOTECTOBAaHO HAa HA0Opi JaHUX 3 BiOpauisMu aBiamiitHoro amapaty. [l TectyBaHHS Oy-
710 00paHo IBi YMOBH: OOMEXKEHICTh 00CATY JaHHX Ta 3allymieHe cepenoBuiie. OOMEKeHICTh 00CATY JaHHUX IMITYy€ThCS HUITXOM
BHUKOPHCTAHHS HEBEJOI KIJIbKOCTI BUOIPOK /IO HaBYAILHOrO Habopy maHmx (MakcumyM 10 Ha Ki1ac). YMOBa 3alIyMIJICHOTO CEpeso-
BHIIA IMITYEThCS IIUISIXOM JOJIaBaHHS rayCcCiBChKOTO IIYMY JI0 BHXiJHOrO CUTHaNY. 3TiJHO 3 OTPHMAaHHMH PE3yJIbTaTaMH, 3alpoIo-
HOBaHUH METOJI J0Csrae BUCOKOI CepeTHbOI TOYHOCTI MPH HEBEJMKil KiIbKOCTI TapamerpiB. ExcriepiMeHTH Takok MOKa3yIoTh BaX-
JIMBICTH 3aIIPOIIOHOBAHHMX MOJYJIB i 3MiH, MIITBEPKYIOUHN MIPUITYIIEHHS PO MPOIIEC BUIIyYESHHS O3HaK.

BucHoBKkH. Pe3ysbTaTi NpoBeICHHX €KCHEPUMEHTIB MOKa3yI0Th, 110 3allPONOHOBAHA MOJENIb MOXKE BHSBIIATH HECIIPABHOCTI 3
Maiike i1eaabHOI0 TOYHICTIO, HAaBiTh TP HEBENHUKIiH KIBKOCTI mapaMeTpiB. 3anpornoHoBaHa JISTKOBICHA MOJIEITb € CTIHKOI0 B YMOBax
00MEKEHOTo 00CSTY IaHUX Ta 3alllyMJIEHOTO cepeoBHILa. [IepcreKTHBaMU MOAANBIINX JAOCII/DKeHb € pO3po0Ka MBUAKUX 1 TOYHHX
HEHPOHHHUX MEPEeX VIS TIarHOCTHKH HECIIPaBHOCTEH Ta po3poOKa METO/IiB HaBYaHHS HAa 0OMEXKEHHX 00csATax JaHuX.

KJIFOYOBI CJIOBA: ananiz HecnpaBHOCTEH, TTHOMHHE HAaBYaHHsI, 00EPTOBI MeXaHi3MH, 00poOKa CHTHAJIB, TpaHchopmep,
HEWPOHHI MepexKi.
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ABSTRACT

Context. The actual problem of effective intelligent diagnostics of malfunctions of rotating equipment is solved. The object of
study is the process of data dimensionality reduction and defect classification based on vibration analysis for maintenance of rotating
machines. The subject of study is the methods of dimension reduction and defect classification by vibration analysis.

Objective. Development of an approach to data dimensionality reduction and defect classification based on vibration analysis for
maintenance of rotating machines

Method. The comprehensive approach to data dimensionality reduction and defect classification based on vibration analysis is
proposed, which solves the problem of data dimensionality reduction for training classifiers and defect classification, and also solves
the problem of building a neural network classifier capable of ensuring the speed of fault classification without loss of accuracy on
data of reduced dimensionality. The approach differs from the existing ones by the possibility of using optional union and
intersection operators when forming a set of significant features, which provides flexibility and allows to adapt to different contexts
and data types, ensuring classification efficiency in cases of large-dimensional data.

A denoising method allows to preserve important information, avoiding redundancy and improving the quality of data for further
analysis. It involves calculating the signal-to-noise ratio, setting thresholds, and applying a fast Fourier transform that separates
relevant features from noise. Applying the LIME method to a set of machine learning models allows to identify significant features
with greater accuracy and interpretability. This contributes to more reliable results, as LIME helps to understand the influence of
each feature on the final model solution, which is especially important when working with large datasets, where the importance of
individual features may not be obvious. The implementation of optional operators of union and intersection of significant features
provides additional flexibility in choosing an approach to defining important features. This allows the method to be adapted to
different contexts and data types, ensuring efficiency even in cases with a large number of features.

Results. The developed method was implemented in software and examined when solving the problem of defect classification
based on vibration analysis for maintenance of rotating machines.

Conclusions. The conducted experimental studies confirmed the high efficiency and workability of the proposed approach for
reducing the dimensionality of data and classifying defects based on vibration analysis in the aspect of maintenance of rotating
machines. Prospects for further research will be directed to the search for alternative neural network architectures and their training to

reduce training time.

KEYWORDS: dimensionality reduction, significant features, defect detection, MobileNetV2.

ABBREVIATIONS

CBM is a Condition-based Maintenance;

PM is a Predictive Maintenance;

ISO is an International Organization for Standardiza-
tion;

CNC is a computer numerical control;

CNN is a Convolutional Neural Network;

MSVM is a Multiclass Support Vector Machine;

PdM-CNN is a Predictive Maintenance using
Convolutional Neural Network;

VMD is a Variational Mode Decomposition;

CWT is a Continuous Wavelet Transform;

SVM is a Support Vector Machine;

CWRU is a Case Western Reserve University;

KNN is a K-Nearest Neighbors;

LIME is a Local Interpretable Model-agnostic
Explanations;

FTX is a FeaTure eXtractor;

NNT is a Neural Network Trainer.
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NOMENCLATURE

x is a set of vibration characteristics of machines;

v is a corresponding classes that include “with fault”
and “without fault”;

F is a structure of the model, which allows to reduce
the dimensionality of the vibration data;

w is a model parameters to be optimized;

x'is a selection of characteristics from the original set
X3

xs is a represents individual vibrational characteristics;

y" is a corresponding classes for the training data
subset;

ys 1s a corresponding class for characteristics xs;

MLset is a set of machine learning models;

ML, is a first machine learning model in MLset;

ML, is a g-th machine learning model in MLset;

SNR is a signal-to-noise ratio;

SNRw is a percentage threshold value for denoising;

n is a number of models from MLset to generate a list
of numbers of significant features;
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q is a total number of machine learning models;
nk is a total number of features in the sample x7;
| is an arithmetic mean value of the features for the

sample x;

xry is a first feature in the sample xr;

xr; is a i-th feature in the sample xr;

Xy 18 a nk-th feature in the sample xr;

T is a threshold value;

FTis a Fourier transform function;

X is a signal with Fourier transform;

X'is a signal with Fourier transform filtered
according to the 7 threshold;

wy is a weight of the first feature in the sample x7;

w;is a weight of the i-th feature in the sample xr;

wyis an average value by characteristics;

Sf'is a set of numbers of significant signs;

Op is a set of optional operations;

Sf; is a first important feature;

Sf; is a j-th important feature;

Sf, is a last important feature;

Sf,es 1s a set of important features;

Accuracy is a metric the proportion of correct predic-
tions made by the model across the entire dataset;

TP is a number of correctly identified positive
instances;

TN is a number of correctly identified negative
instances;

FP is
instances;

FN is a number of incorrectly identified negative
instances.

Precision is a metric the proportion of 7P predictions
among all positive predictions made by the model;

Recall is a metric also known as sensitivity or 7P rate,
metric the proportion of 7P predictions among all actual
positive instances;

F1 is a metric that balances is a metric that balances
Precision and Recall.

a number of incorrectly identified positive

INTRODUCTION

Complex mechanical systems such as rotating
machines require expensive maintenance to prevent
accidents that can cost lives or cause serious damage to
the system itself [1]. Every year, the industry spends
billions of dollars on maintenance, which can account for
up to a third of production costs. Improved maintenance
can significantly reduce the overall cost of the system
over its lifetime. One of the modern approaches to
maintenance in complex rotating machinery based on
condition-based maintenance techniques is the use of
vibration analysis [2]. In this approach, vibration sensors
are installed near the rotating components of the system,
and signal processing algorithms are used to detect faults
and classify their sources.

The object of study is the process of data
dimensionality reduction and defect classification based
on vibration analysis for maintenance of rotating
machines.
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The subject of study is methods of dimensionality
reduction and defect classification by vibration analysis.

The purpose of the work is to improve the quality of
maintenance of rotating machines by reducing the
dimensionality of the data, which will allow to reduce
computational costs and improve the speed of data
processing without deteriorating the accuracy of
diagnostics.

1 PROBLEM STATEMENT

In today’s rotating machinery maintenance industry,
vibration analysis is critical for timely defect detection
and accident prevention. However, processing large
volumes of vibration data can be challenging due to the
high dimensionality, which complicates the defect
classification process.

The problem is formulated as follows: given a set of
precedents <x, y>, it is necessary to develop a structure of
the model F(), which allows to reduce the dimensionality
of the vibration data, while preserving the information
important for the classification of defects.

Optimize parameters w of the model based on <x', y*>,
where x'c {xs}, ' = {ys | xs ex'}, which makes it
possible to achieve the best results in the classification of
defects in two classes: “with a fault” and “without a
fault”.

Conduct a comparative analysis of model results to
confirm the effectiveness of the data dimensionality
reduction approach in defect classification tasks.

The task of this study is to develop an effective
method of data dimensionality reduction, which will
ensure the accuracy and speed of fault classification, thus
improving the quality of maintenance of rotating
machines.

2 REVIEW OF THE LITERATURE

Vibration measurements are critical for fault diagnosis
in industrial equipment because they provide information
about the condition of rotating equipment. A review [3]
documents state-of-the-art deep learning methods for
equipment health monitoring based on vibration signals.
Numerous studies from two leading databases, Web of
Science and Scopus, were selected for review. After
careful analysis, 59 studies were selected and
systematically analyzed. The purpose of the review is to
provide researchers with an in-depth understanding of
fault diagnosis techniques that use deep learning to
process vibration signals.

A study [4] discusses the importance of creating an
effective maintenance system, in particular CBM and PM
that complement each other. The use of CBM and PM in
the study focuses on the case study of three pumps in a
chili sauce factory in Jakarta, Indonesia, demonstrating
that vibration analysis using accelerometers is an effective
method for condition monitoring of rotating machinery.
Calculation of Root Mean Square and comparison of the
result with ISO 10816 allows to determine the current
state of the engine, and the fast Fourier transform helps in
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grouping vibrations by frequencies for damage analysis.
The study shows that technology-enabled service is
affordable for small and medium-sized businesses, and
the use of machine learning will improve future
predictions.

In [5] and [6], the importance of bearings for CNC
machines and their role in ensuring the reliable operation
of machines is considered. Signals in the conditions of
faulty and normal bearings are analyzed, emphasizing the
importance of early diagnosis of faults. Despite the
importance of the topic, the problem is complicated by the
insufficiency of bearing fault databases and the presence
of noise in the vibration and acoustic signals, which
makes automatic fault identification difficult. A CNN was
applied to extract high-level features from vibration and
acoustic signals, which enabled the training of MSVM.
Experimental analysis showed that the proposed method
can diagnose bearing faults of CNC machines with a
classification accuracy of 98.9% based on the combined
features of vibration and acoustic signals.

The use of the PAM-CNN model is proposed for the
automatic  classification of rotating equipment
malfunctions and recommendations on the need for
maintenance [7]. The paper uses data from only one
vibration sensor mounted on the bearing on the drive side
of the motor, which is the most common location in
industry. The study was carried out under controlled
conditions with variations in rotational speed, load levels
and fault intensities to test whether it is possible to build a
model capable of classifying such faults using only one
set of vibration sensors. The results showed that the
accuracy of the PAM-CNN model was 99.58% and 97.3%
when applied to two different public databases.

Research [8] proposed a hybrid bearing fault diagnosis
method based on VMD, CWT, CNN, and SVM, which is
suitable for processing small samples. First, the resampled
data are subjected to VMD processing, after which the
reconstructed IMF data are overlaid and sampled to obtain
a 2D time-frequency image using CWT. Next, a CNN
model is created with the selected hyperparameters, and
training samples are fed into the CNN to train the model.
A pre-trained CNN model is used to stepwise train test
samples to extract fault features, and SVM is used instead
of the Softmax function to identify and classify faults.

The effectiveness of the proposed method is
confirmed using the vibration data of the CWRU bearings
and the test bench for testing the spindle device, where
the classification accuracy was on average 99.9% for the
former and 90.15% for the latter.

However, the need for a large amount of training data
for training neural networks can be noted as a problem for
effective intelligent diagnosis of malfunctions of rotating
equipment [9, 10]. In addition, this data may not contain
samples to identify rare types of damage, so it is advisable
to choose pre-trained neural networks that can take
advantage of Zero-Shot Learning as fault detection
models.

Another problem is the high dimensionality of the
data, a large part of which is uninformative. This leads to
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an increase in the time of diagnosis and training of
models.

3 MATERIALS AND METHODS

To implement the approach to data dimensionality
reduction and defect classification based on vibration
analysis for the maintenance of rotating machines, the
following tasks must be solved:

1) data dimensionality reduction for classifier training
and defect classification;

2) construction of a neural network classifier capable
of ensuring the speed of fault classification without loss
of accuracy on data of reduced dimensions.

The general scheme of the approach to data dimen-
sionality reduction and defect classification based on vi-
bration analysis is shown in Figure 1.

)

@ Feature
) [ dimensionality [—r" Dimensianally
Dataset reduction reduced dataset
@ Trained @ Neural network
. . — neural network — model
model training
L
ﬂ \ Effect: reduced |
""""""""""""""""""""" ' training time

/
i Effect: fast classification without loss of

i

' accuracy

i

Figure 1 — Scheme of the proposed approach

Figure 1 shows the key points of the proposed ap-
proach to data dimensionality reduction and defect classi-
fication by vibration analysis. The approach primarily
solves the problem of reducing the dimensionality of the
data for further training of the neural network model,
which allows to achieve the effect of reducing the time
spent on training without loss of accuracy. In the future,
the trained neural network is able to classify defects based
on significant features based on vibration analysis.

To solve the problem of reducing the dimensionality
of data for training classifiers and classifying defects, a
method of reducing the dimensionality of data is pro-
posed, the scheme of which is shown in Figure 2.

The input data of the dimensionality reduction method
is the dataset provided within the framework of the com-
petition “All-Ukrainian competition of young scientists in
the field of intellectual IT” (https://zp.edu.ua/vkiit/), the
set MLset (1):

MLset = {ML,,... ML}, (1)

SNRw (determined empirically, by default equal to 0.9),
an optional operation to create a dataset of significant
features based on union or intersection, as well as n
models from MLset to create a list of significant feature
numbers.
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~
Input data:
- The dataset
- A set of machine leaming models MLset
- MNoise removal threshold SNRw percentage value
- Opuonal dataset forming operation Op (union or intersection))
- nnumber of models from MLset for dataset formation (n <= size(MLset)) )
17
Step 1. Dataset loading and preprocessing
Y
| Step 2. Dataset division into tran/test samples and balancing |
¥
Step 3. MLset classifiers training
Y
| Step 4. Top-n model selection for feature selection |
¥
Step 5. Usage of LIME models to extract important features from top-n MLset models
¥
Step 6. Applying optional operation on the result of used LIME models, which comrespond
to top-n models from MLser
[

Cutput data:
- Reduced dataset, formed from important features

Figure 2 — The method of data dimensionality reduction

The following model architectures were used in the
study: SVM, Naive Bayes, RandomForest, Gradient
Boosting and KNN. Within these architectures, different
sets of models can be created by changing the
hyperparameters specific to each model.

In step 1, labels and their corresponding files with
vibrations are loaded. Vibration signals are often
expressed as noise from various sources, such as electrical
interference, environmental factors, and measurement
errors. To solve this problem, various methods of signal
processing were developed, one of which is the Fourier
transform [11]. The loaded dataset is preprocessed by
denoising all samples using transformations (2—6). For
each sample, a signal-to-noise ratio (2) is calculated:

1 nk
_ X¥

__ ki
SNR(x) =— , )

1 2
LS -
k5

2

which is then divided by the user’s desired ratio in order
to set a threshold that would discard noise and not affect
potentially important data.

The threshold value T is
transformation (3):

determined by

— oo, if SNRw=0,
T= min(|xrl-|)wherexrl- #0, if SNRw=1, 3)
max(|xr;|) x SNR x (1 - SNRw), if 0 < SNRw < 1.

Next, the fast Fourier transform FT7 [12] (4) is
calculated for each sample:

X(f)=FT(xr). 4)
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After that, the coefficients are filtered according to the
T threshold (5):

XN [X(N|=T,

X'(N=
/ 0,if | X(f)|<T.

&)

For the filtered coefficients from (5), the inverse
Fourier transform is calculated to obtain the filtered
signal (6):

X)) =F 1 (X'(f)). (6)

In step 2, the dataset, where the transformation (2—6)
was applied to each element, is divided into training and
validation samples in the ratio of 80/20. If the dataset is
unbalanced, SMOTE balancing is additionally applied to
the training sample [13].

In step 3, models are trained from the set MLset. Pa-
rameters can be modified within each architecture.

In step 4, the top-n models are selected for further
obtaining a list of significant features. The selection takes
place according to the criterion F1 of the metric [14] in
descending order.

In step 5, a set of LIME models, the number of which
is equal to n, is used to obtain a list of significant features
for the models selected in step 4 from the MLset, since
LIME can be applied to any model, regardless of its type
[15]. The LIME model focuses on explaining individual
predictions by generating locally linear models around the
prediction point [16]. This allows for detailed analysis of
why the model made the prediction it did for a particular
case, which is useful for identifying significant features.
Significant features are selected according to the condi-
tion “if the weight of the feature w; is greater than or
equal to the average value w; for the entire set of features,
it is important”, features with a lower weight are
discarded. At this step, the set Sf is obtained from the
numbers of significant features (7):

{8 =1, | wizws}. )

In step 6, provided that n >= 2, an optional operation
is performed on the result of the » LIME models used
from the set Op {u,m} — defined by the user at the input

data stage. For all possible pairs of sets of LIME models,
sets with numbers of important features are formed by
transformation (8):

(55} =0p,. ®)
<

The output is a reduced dimensionality dataset, where
each sample has size{Sf.,}, formed from a list of
significant feature numbers. Accordingly, the created
dataset will be used as input data to solve the second task
of the research — the construction of a neural network
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classifier capable of ensuring the speed of fault
classification without loss of accuracy.

The method of obtaining a fault classification model is
shown in Figure 3.

-
Input data:
- Dimensionally reduced dataset
- MobileNetV2 convolutional neural network model
]
Step 1. Textual data conversion o graphical format
[
Step 2. Graphical data loading and preprocessing
Y
I Step 3. MobileNetV2 training |
[
Step 4. Evaluation of neural network performance by metrics

Output data:
- Trammed neural network model for binary classification of vibration data

Figure 3 — The method of obtaining a fault classification model

The input data is a reduced dimensionality dataset and
a pre-trained MobileNetV2 convolutional neural network
model.

MobileNet-v2 is considered to be an efficient CNN
model for mobile devices (or embedded systems) with the
potential characteristics of small size, low latency, and
low power consumption [17], which are important charac-
teristics for vibration analysis defect classification for
rotating machinery maintenance. MobileNet-v2 is opti-
mized to achieve high accuracy with significantly reduced
computational costs. This is achieved through the use of
depth-distributed convolutional layers and inverted
residual blocks.

In step 1, the reduced-dimensional text dataset is
transformed into a graphical one by plotting the data of
each sample on a graph, where the ordinal numbers of the
features are on the X axis, and their values are on the Y
axis (or in another way: time moments are on X, and
powers of vibrations at given moments of time are on Y).
An example of the transformation of step 1 is shown in
Figure 4.

In step 2, the generated graph dataset is loaded and
each sample is processed using the MobileNetV2
convolutional neural network image preprocessor
(mobilenet_v2.preprocess_input).

L

- U «x

e s

Figure 4 — Converting a text representation into a graphic
representation
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In step 3, the neural network is trained. MobileNetV2
model, using transfer learning. A neural network is
retrained for the task of binary classification of vibration
graphs. The pre-trained MobileNetV2 model is used only
for feature extraction from images, instead additional
GlobalAveragePooling2D and Dense layers are trained
(Figure 5).

At step 4, the trained neural network model is
evaluated according to the following metrics: Accuracy,
Precision, Recall, F1 [18].

The Accuracy is calculated by formula (9):

TP+TN
TP+TN+FP+FN '

Accuracy=

®

The Precision is calculated by formula (10):

P

Precision=————.
TP+ FP

(10)

The Recall is calculated by formula (11):

P

Recall=———.
TP+ FN

)

And the F1 is calculated by formula (12):

Fle2 Precision-Recall

)

Precision+ Recall

input_layer_1

GlobalAve...Pooling2D

Dense

kernel {1280=128}
bias {128}

Activation

Dense

kernel {128x1)
bias {1

Activation

dense_1

Figure 5 — Architecture of the neural network used

The output of the method is a trained model of the
MobileNetV2 convolutional neural network for binary
classification of vibration graphs.

So, within the framework of the developed approach
to data dimensionality reduction and defect classification
based on vibration analysis for the maintenance of
rotating machines, the problem of data dimensionality
reduction was solved by using agnostic LIME models,
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and the problem of building a neural network classifier
based on the MobileNetV2 architecture, capable of
ensuring the speed of fault classification without loss of
accuracy.

4 EXPERIMENT

Based on the proposed approach, a software complex
was developed in the form of three applications with a
command line interface and a web page. The software
implementation and instructions for deployment and use
are available on GitHub
(https://github.com/Pravetz/mmdv_vkiit). The interaction
between the components of the software complex and
data flows is shown in Figure 6. The language for creating
the components of the software complex is Python.

“FTX” is an application for the problem of reducing
the dimensionality of the data set. It uses libraries sklearn
(for training classifiers, dividing the dataset into samples)
[19], imblearn (for SMOTE-balancing of the training
sample, it happens by default and is not controlled by the
user through console parameters) [20], lime (creating
explanations, extracting important features) [21], scipy
(auxiliary functions for the algorithm for extracting
important features) and numpy (working with data
arrays) [22].

——

- Nose filtening threshold
- Untrained classifiers set
MLset

0

FTX

A set of trained
classifiers from
MUIset

Reduced
textual
dataset

User’s
dataset

- Noise filtening
threshold

Graphucal

- Balancing
dataset

directive

NNT
Textual data
(from user)
Y

Web application

- Dimensionality Reduction,
- Visualization of significant features,
- Fault detection through vibration analysis

MobileNetV2
model

|.7

Graphical data
(from user)

Figure 6 — Interaction between components of the software
complex and data flows

The application for performing the task of building a
neural network classifier (starting from step 2) “NNT”
also does not have a graphical user interface. In the model
training mode, the program loads the dataset from the
specified path, processes it with the MobileNetV2 neural
network image preprocessor, then trains the model for a
user-specified number of epochs, evaluates its
performance, and saves the trained model according to the
specified path.
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Libraries such as tensorflow (for training the
MobileNetV2 model, loading the dataset) [23], sklearn
(dividing the dataset into samples, evaluating the model
according to the main metrics), numpy (for working with
data arrays) [24] and matplotlib (for saving model training
history) [25] are used by it.

The “Plotmaker” application for converting a text
dataset into a graphic one performs step 1 of the task of
building a neural network classifier.

This application is the smallest of all and performs the
preparation of graphical data for MobileNetV2 training.
From the libraries, imblearn is used here for SMOTE-
balancing of the dataset, graphs are drawn by transferring
drawing data using a pipeline to the gnuplot program [26].

The console applications described above were
created to be used in the form of a “pipeline”: first,
“FTX” creates a dataset of reduced dimensionality, then
the created dataset is passed to “Plotmaker”, which
creates a graphical data set, which in turn is passed to
“NNT” for training a neural network classifier.

The web application (Figure 7) serves to demonstrate
the results of the console applications and allows: to use
trained versions of the MobileNetV2 model trained on
different versions of the dataset (full, reduced by union of
significant features, intersection of significant features) to
determine the state of the machine component according
to the vibration graph, provided by the user; view the
important features for each of the classifiers from the
MLset on an interactive graph, where for each feature its
number and weight are written during decision-making.

Vibration data classification using MobileNetV2

Classification result

- Fire 7 balication interface

Based on the developed software complex, a study of
the effectiveness of the proposed approach to data
dimensionality reduction and defect classification based
on vibration analysis for maintenance of rotating
machines will be conducted.

The plan for researching the effectiveness of the
proposed approach:

1. Study the influence of the application of noise
cleaning on the classification of defects of parts of
rotating machines.
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2. Study significant features for classifiers from the set
MLset, and find the optimal top-n for the selected sample
in which the F1 metric will be as close to 1 as possible.

3. Study the ability of MobileNetV2 neural network to
learn on data with different numbers of significant
features.

During the experiment MLset of length 5 was formed,
which includes the following models: Gradient Boosting,
Random Forest, Naive Bayes, SVM, KNN. These models
were trained on the base dataset in 2 variants: without
applying transformations (2)—(6) and with their
application. The results by metrics are shown in Table 1.

The transformation (7)—(8) is applied to each model
from MLset, which is included in the top-n. The results
for values of # from 2 to 4 are shown in Table 2.

5 RESULTS
Within the dimensionality reduction task, a set of
MLset classifiers was trained, the data of the experiment
according to the Accuracy, Precision, Recall, F1 metrics,
as well as the training time in seconds are shown in
Table 1.

Table 1 — Evaluation of classifiers from MLset by metrics

Metrics Gradient | Random | Naive SVM KNN
Boosting Forest Bayes
Original dataset
Accuracy 0.784 0.776 0.780 0.797 0.224
Precision 0.761 0.602 0.829 0.776 0.05
Recall 0.784 0.776 0.780 0.797 0.224
F1 0.711 0.678 0.688 0.780 0.082
Training 3670 6 2 109 1
time
(seconds)
Datasets with transformations (2)—(6) applied
Accuracy 0.978 0.974 0.961 0.853 0.970
Precision 0.98 0.977 0.967 0.861 0.970
Recall 0.978 0.974 0.961 0.853 0.970
Fl1 0.979 0.975 0.962 0.829 0.970
Training 3643 6 2 56 1
time

Table 2 shows the data of the dimensionality reduction
experiment with the original dataset (without applying
transformations (2)—(6)). Number of features in the input
dataset: 93752.

For n=4. Top-4 models by F1 score:

1. SVM.

2. Gradient Boosting.

3. Naive Bayes.

4. Random Forest.

The minimum score of the top-4 model according to
F1 metric: 0.678. Table 2 shows the pairwise application
of the optional operators “intersection” and ‘“‘union”
between the classifiers included in the top 4 on the dataset
with noise.
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Table 2 — Application of “intersection” and “union” operators to
reduce dimensionality (without (2)—(6))

SVM Gradient Naive Random
Boosting Bayes Forest
For “Intersection” operation
SVM 39930 16875 16951 16995
Gradient 16875 39627 16946 16804
Boosting
Naive Bayes 16951 16946 39838 16962
Random Forest 16995 16804 16962 39758
For “Union” operation

SVM 39930 62682 62817 62693
Gradient 62682 39627 62519 62581
Boosting
Naive Bayes 62817 62519 39838 62634
Random Forest 62693 62581 62634 39758

The intersection of the top 2 models (SVM, Gradient
Boosting) reduced the number of significant features to
16875. The intersection of the top 3 models (SVM,
Gradient Boosting, Naive Bayes) reduced the number of
significant features to 7221. The intersection of the top 4
models (SVM, Gradient Boosting, Naive Bayes, Random
Forest) reduced the number of significant features to
3097. At the same time, the application of the “union”
operator for the top 2 models (SVM, Gradient Boosting)
reduced the number of features to 62682. The union of the
top 3 models (SVM, Gradient Boosting Boosting and
Naive Bayes) reduced the number of features to 75844.
Combining the top 4 models (SVM, Gradient Boosting,
Naive Bayes and Random Forest) reduced the number of
features to 83390.

Table 3 shows the data of the dimensionality reduction
experiment with the denoised dataset (using
transformations (2)—(6)). Number of features in the input
dataset: 93752.

Table 3 — Application of “intersection” and “union” operators to
reduce dimensionality (with (2)—(6))

Gradient Random | KNN Naive
Boosting Forest Bayes
For “Intersection” operator
Gradient Boosting 39676 16835 16728 17655
Random Forest 16835 39730 16844 17643
KNN 16728 16844 39868 17659
Naive Bayes 17655 17643 17659 41704
For “Union” operator
Gradient Boosting 39676 62571 62816 63725
Random Forest 62571 39730 62754 63791
KNN 62816 62754 39868 63913
Naive Bayes 63725 63791 63913 41704

Top-4 models by F1 score:

1. Gradient Boosting.

2. Random Forest.

3. K-Nearest Neighbors.

4. Naive Bayes.

The minimum rating of the top-4 model according to
the F1 metric: 0.962. Table 3 shows the application of the
“Intersection” and “union” operators among the top 4
classifiers on the noise-free dataset.

The intersection of the top 2 models (Gradient
Boosting and Random Forest) reduced the number of
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significant features to 16835. The intersection of the top 3
models (Gradient Boosting, Random Forest and Naive
Bayes) reduced the number of significant features to
7061. The intersection of the top 4 models (Gradient
Boosting, Random Forest, K-Nearest Neighbors and
Naive Bayes) reduced the number of significant features
to 3102. Combining the top 2 models (Gradient Boosting
and Random Forest) reduced the number of features to
62571. Combining the top 3 models (Gradient Boosting,
Random Forest and Naive Bayes) reduced the number of
features to 75928. Combining the top 4 models (Gradient
Boosting, Random Forest, K-Nearest Neighbors and
Naive Bayes) reduced the number of features to 83834.

The next experiment was a study of learning the
MobileNetV2 neural network on the obtained datasets.

The performance of MobileNetV2 at the intersection
of the top-n models on the dataset with noise (without
transformations (2)—(6)) and without noise, with and
without SMOTE balancing is shown in Table 4. These
results highlight MobileNetV2’s robustness under varying
noise conditions and balancing techniques, offering
insights into its reliability across different data scenarios.

The performance of MobileNetV2 on the full dataset
with and without noise, with and without SMOTE
balancing is shown in Table 5. Number of significant
features: 93752.

Table 4 — Evaluation of MobileNetV2 with intersection and union operators of top-n models by metrics

Dataset without (2)—(6)
“Intersection” operator, size{Sfres}: 3097 “Union” operator, size{Sfres}: 83390
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.8996 0.9071 0.9986 1.0000
Precision 0.9012 0.8333 0.9985 1.0000
Recall 0.8818 0.7570 0.9971 1.0000
Fl 0.9215 0.9267 1.0000 1.0000
Training time (sec) 33.41 23.57 34.24 23.57
n=4 Dataset with (2)—(6)
“Intersection” operator, size{Sfres}: 3102 “Union” operator, size{Sfres}: 83834
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.8996 0.9071 0.9892 0.9946
Precision 0.9012 0.8333 0.9891 0.9892
Recall 0.8818 0.7570 0.9884 0.9913
Fl 0.9215 0.9267 0.9898 0.9871
Training time (sec) 34.60 24.19 34.63 24.57
Dataset without (2)-(6)
“Intersection” operator, size{Sfres}: 7221 “Union” operator, size{Sfres}: 75844
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.9487 0.9579 0.9993 1.0000
Precision 0.9493 0.9099 0.9993 1.0000
Recall 0.9327 0.9801 0.9985 1.0000
Fl 0.9666 0.8491 1.0000 1.0000
Training time (sec) 31.75 24.20 32.56 24.27
n=3 Dataset with (2)—(6)
“Intersection” operator, size{Sfres}: 7061 “Union” operator, size{Sfres}: 75928
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.9487 0.9546 0.9451 0.9968
Precision 0.9473 0.9005 0.9416 0.9935
Recall 0.9681 1.0000 0.9984 0.9957
Fl 0.9273 0.8190 0.8910 0.9914
Training time (sec) 34.43 23.91 33.86 24.30
Dataset without (2)—(6)
“Intersection” operator, size{Sfres}: 16875 “Union” operator, size{Sfres}:62682
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.9393 0.9741 0.9884 1.0000
Precision 0.9395 0.9483 0.9886 1.0000
Recall 0.9588 1.0000 0.9943 1.0000
Fl 0.9209 0.9016 0.9831 1.0000
Training time (sec) 34.57 23.96 32.30 23.23
n=2 Dataset with (2)—(6)
“Intersection” operator, size{Sfres}: 16835 “Union” operator , size{Sfres}: 62571
Metrics Balanced data Unbalanced data Balanced data Unbalanced data
Accuracy 0.8844 0.9526 0.9566 0.9569
Precision 0.8750 0.9076 0.9560 0.9123
Recall 0.9790 0.9310 0.9939 0.9811
Fl 0.7910 0.8852 0.9209 0.8525
Training time (sec) 33.10 24.42 34.77 24.06
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An experiment was also conducted to study the
effectiveness of the dimensionality reduction method with
the smallest number of features obtained — 3102 with
noise removal (n=4, classifiers: Gradient Boosting,
Random Forest, K-Nearest Neighbors, Naive Bayes)).
The experimental data are shown in Table 6.

All experiments were conducted on a system equipped
with an Intel Core i7 processor and 16 GB of RAM,
supported by a 32 GB swap file to manage memory-
intensive operations. The software environment included
Python version 3.10.15, utilizing libraries such as sklearn,
imblearn, tensorflow, keras, lime, flask for data
processing, modeling, and web functionalities, and
Gnuplot 6.0.0, all running on Linux Mint 22 Xfce OS
(kernel version 6.8.0—38-generic).

Table 5 — Evaluation of MobileNetV2, noisy and noise-free
dataset by metrics

Dataset without transformations (2)—(6)

Metrics Balanced data Unbalanced data

Accuracy 0.9942 1.0000

Precision 0.9944 1.0000

Recall 0.9888 1.0000

Fl1 1.0000 1.0000

Training time 35.15 25.70
(sec)

Dataset with transformations (2)—(6)

Accuracy 0.9566 0.9612

Precision 0.9575 0.9280

Recall 0.9602 0.9062

Fl1 0.9548 0.9508

Training time 35.18 24.73
(sec)

Table 6 — Evaluation of classifiers from MLset by metrics with
the number of significant features 3102

Metrics Gradient Random Naive KNN
Boosting Forest Bayes
Original dataset

Accuracy 0.99 0.98 0.96 0.97

Precision 0.99 0.98 0.96 0.97

Recall 0.99 0.98 0.96 0.97

F1 0.99 0.98 0.96 0.97

Training time 115 <1 <1 <l

(sec)

The “Discussion” section details the obtained data
from Tables 1-6.

6 DISCUSSION

As can be seen from Table 1, before applying
transformations (2)—(6), the metrics show results of less
than 83% on all metrics for all models from the MLset.
The worst results are observed for the KNN model. This
is due to the susceptibility of KNN to problems in high-
dimensional spaces where the distance between points
becomes less informative.

After applying transformations (2)—(6), the metrics
significantly improved their performance for all classifiers
from the MLset set. After denoising for the KNN
classifier, the distance between the points became more
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informative, which allowed us to obtain metrics at the
level of 97%.

However, taking into account the specificity of the
problem of defect classification by vibration analysis, the
obtained accuracy indicator is not a benchmark and needs
improvement.

It is known, that neural networks better track complex
dependencies, therefore the MobileNetV2 neural network
was chosen as a classifier, which was studied on the
obtained data sets by applying the optional operators
“intersection” and “union” of significant features selected
using LIME models without transformations (2)—(6)
(table 2) and with their application (table 3).

The smallest number of features obtained using the
optional intersection operator is 3097 without denoising
and 3102 with denoising, which is a 30.27-fold reduction
in dimensionality.

From the conducted experiment with n=4 for
classifiers from the MLset (table 6), it was observed that
reducing the dimensionality by more than 30 times does
not worsen the result, but on the contrary, for most
classifiers it improves the values of the metrics (compared
to the results of table 1). Gradient Boosting managed to
improve all metrics to 0.99, while reducing training time
from 3643 seconds to 115 (31.67 times).

However, this reduction in dimensionality leads to a
loss of accuracy of the MobileNetV2 neural network
classifier (table 4).

The corresponding results of the experiment are
shown in Table 4. From which it can be seen that,
compared to the best F1 indicators of 0.99 for Gradient
Boosting, it was possible to raise not only the metrics to 1
on the validation and training data, but also to reduce the
training time to 23.23 seconds (compared to 115 seconds).

Such metric results were achieved when applying the
optional “union” operator for n=4, 3 and 2 in the absence
of SMOTE-balancing on the dataset without applying
transformations (2)—(6). This is explained by the fact that
the MobileNetV2 neural network is capable of reducing
the dimensionality and determining meaningful data.
However, with n=2 for the “union” operator, the number
of significant features was reduced to 62,682 (compared
to the initial number of 93,752), which in turn contributed
to the reduction of the learning time to 23.23 (table 5),
compared to 25.70 with the initial dataset in 93752
features.

Compared with analogues, it was possible to improve
the accuracy from 0.989 in [6] and from 0.996 in [7] to 1.

CONCLUSIONS

The actual problem of effective intelligent diagnostics
of malfunctions of rotating equipment is solved.

The scientific novelty consists in creating a method
of reducing the dimensionality of data by applying a
complex approach that combines:

— cleaning from noise (transformation (2)—(6)), allows
to save important information, avoiding redundancy;

— use of the LIME method on MLset to determine sig-
nificant features, which allows to obtain interpreted re-
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sults and ensure greater reliability in determining impor-
tant features;

— the use of optional operators, which provides flexi-
bility in choosing an approach to determining important
features, which can be useful in different contexts and for
different types of data, especially in large datasets with a
large number of features.

The proposed approach differs from the existing ones
by the possibility of using optional operators of union and
intersection when forming a set of significant features,
which provides flexibility and allows to adapt to different
contexts and types of data, ensuring the efficiency of
classification in cases of large-dimensional data.

On the basis of the created datasets of reduced
dimension, a neural network classifier was built, which
reached the values of 1 according to the Accuracy,
Precision, Recall and F1 metrics.

The practical significance is that software has been
developed that implements the proposed approach to data
dimensionality reduction and defect classification based
on vibration analysis for maintenance of rotating
machines. The results of the experiments show that the
developed approach is effective and allows reducing the
dimensionality of the data by more than 30 times without
losing classification accuracy.

Prospects for further research will be aimed at
finding alternative neural network architectures to reduce
training time.
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M. XMENbHULIbKUH, YKpaiHa.

AHOTAULIA

AKTyaJbHicTb. Bupimyerscs aktyanbHa mpodiaeMa e(eKTHBHOI IHTENEKTYaIbHOI JIarHOCTHKK HECTIPABHOCTEH 00epTOBOTO 00-
nagHaHHA. O0’€KTOM JOCHIKEHHS € TPOLIEC 3MCHIICHHS PO3MIPHOCTI JaHUX Ta Kiacudikamii nedeKTiB 3a aHaIi3oM BiOpamiid uis
TEXHIYHOTO OOCIyroBYBaHHS 0OEpTOBHX MamIMH. IIpeqMeToM MOCTIPKEHHS € METOJW 3MEHIICHHS PO3MIpHOCTI Ta Kiacuikarmii
nedexTiB 3a aHATi30M BiOparii.

MeTa poGOTH — CTBOPEHHS MiJXOMy IO 3MEHILICHHS PO3MIPHOCTI JaHMX Ta Kiacu¢ikanii geekTiB 3a aHaIi30M BiOpawii s
TEXHIYHOTO 00CIyroBYBaHHs; 00EpPTOBUX MAIINH

Mertopa. 3anponoHOBaHO KOMIUIEKCHHI MiIXiA 4O 3MEHILICHHS PO3MIpHOCTI AaHHUX Ta kiacudikauii gedekTiB 3a aHamizoM Bibpa-
LiH, o BUpINIye 3a7ady 3MEHIICHHS PO3MIpHOCTI JaHUX AJIs HAaBYaHHS Kiacu(ikaTopiB Ta Kiacudikamii gedekTiB, a TakoXK BHPi-
[ICHO 3a[ady MoOyZ0BH HEHpoMepekeBOro KiacugikaTopa, o CIIPOMOXKHUH 3a0€3NeUNTH IMBUAKICTE KiIacu}ikaiii HecripaBHOCTEH
0e3 BTpaTH TOYHOCTI Ha JaHUX 3MEHIIEHOI po3MipHOCTI. ITinXix Bigpi3HAETHCS BiJ] iCHYIOUNX MOXJIMBICTIO 3aCTOCYBAHHS ONIIHHUX
orepaTopisB 00’ €THAHHS Ta MepeTHHY NpH (GopMyBaHHI MHOKHHH 3HAUYIIUX O3HAK, [0 HaJa€ THYYKICTh Ta JJO3BOJISE aaNTyBaTHCh
JI0 pI3HUX KOHTEKCTIB Ta THUIIIB IaHUX, 3a0e3IeuyIoud e()eKTUBHICTD KiIacu(ikalil y BUMaAKaX JaHUX BEJIUKOI PO3MipHOCTI.

Mertoz [u1sl OUMIICHHS Bij IIyMy J03BOJISIE 30€piraTi BaXIUBY iH(OPMAIlilo, yHHKAIOYH Ha UTHIIKOBOCTI Ta HOKPAIYIO4H SKIiCTh
JaHMX JUIS TIOJAJIBIIOro aHani3y. Bin nepenbayae 004YMCICHHS CHIBBIAHOIIEHHS CUTHAN/IIYM, BCTAHOBIICHHS TIOPOTOBUX 3HAYEHb Ta
3aCTOCYBaHHS IIBHAKOro neperBopeHHs Pyp’e, 1o 3abe3neuye BUOKPEMIICHHS PEIeBAHTHUX O3HAK BiX IIyMmiB. BUkopucTaHHs Me-
toxy LIME no MHOXMHM MoJeleil MallMHHOTO HABYaHHS J03BOJISIE BU3HAYUTH 3HAYYII O3HAKH 3 OUTBIIOI0 TOYHICTIO Ta iHTEpIIpe-
TOBaHICTIO. Lle crpuse OTpuMaHHIO HAAIHHIIINX pe3yibTaTiB, ockinbku LIME nomomarae 3po3yMiTv BIUIMB KOKHOI O3HAKH Ha KiH-
[IeBE PilIeHHS MOJENI, IO 0COOIMBO BAXKIMBO IPH pOOOTI 3 BETUKIMHU JaTaceTaMH, ¢ BaKIUBICTh OKPEMHUX O3HAK MOXe OyTH He-
OUYEeBHAHOIO. BIipoBamKkeHHs ONIIHHUX onepaTopiB 00’ €IHAHHS Ta NMEPETUHY 3HAUYIINX O3HAK HAJlA€ JOJATKOBY I'HYUKICTh y BHOOpI
MiAXOMy 0 BU3HAYEHHS BaXIMBUX O3HAK. Lle 103BOJIsIE amanTyBaTH METOZ A0 Pi3HUX KOHTEKCTIB Ta THUIIB JAHUX, 3a0€3MeUyloun
e()eKTUBHICT HABITh Y BUNAJKaX 3 BEJIMKOIO KiJBbKICTIO O3HAK.

PesyabTaTn. Po3pobieHuit MeTo 1 peanizoBaHo MPOrpaMHoO i JOCHTIPKEHO NPU BUPIIICHHI 3a1a4i Kiacudikailii nedekTis 3a aHa-
J1i30M BiOpaLiii A1 TEXHIYHOrO 00CITyTrOByBaHHSI 00SPTOBUX MAIIIHH.

BucHoBku. IIpoBeneHi ekCepUMEHTANbHI JOCIIKEHHS MATBEPHIA BUCOKY €pEeKTHBHICTh Ta Mpane3faTHICTh 3alpOoloHOBa-
HOTO MiIXOAy JUIA 3MEHIIECHHS PO3MIPHOCTI TaHWX Ta Kiacudikamii aedekTiB 3a aHanizoMm BiOpaliil B aCHEKTi TEXHIYHOTO 00CIyTo-
ByBaHHs 00€pTOBUX MalIuH. [IepcHeKkTHBY MOJANBIINX JOCHIUKEHb OyIyTh HAIpaBJCHI Ha TOLIYKH albTEPHATUBHUX Helpomepe-
JKEBHX apXiTeKTyp Ta iX HaBUaHHs JUIsl 3HIKCHHS Yacy HaBYaHHS.
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ABSTRACT

Context. Keystroke dynamics recognition is a crucial element in enhancing security, enabling personalized user authentication,
and supporting various identity verification systems. This study investigates the influence of data distribution on the performance of
one-class classification models in keystroke dynamics, focusing on the application of a nine-variate prediction ellipsoid. The object
of research is the keystroke dynamics recognition process. The subject of the research is a mathematical model for keystroke dynam-
ics recognition. Unlike typical approaches assuming a multivariate normal distribution of data, real-world keystroke datasets often
exhibit non-Gaussian distributions, complicating model accuracy and robustness. To address this, the dataset underwent normaliza-
tion using the multivariate Box-Cox transformation, allowing the construction of a more precise decision boundary based on the pre-
diction ellipsoid for normalized data.

The objective of the work is to increase the probability of keystroke dynamics recognition by constructing a nine-variate predic-
tion ellipsoid for normalized data using the Box-Cox transformation.

Method. This research involves constructing a nine-variate prediction ellipsoid for data normalized using the Box-Cox transfor-
mation to improve keystroke dynamics recognition. The squared Mahalanobis distance is applied to identify and remove outliers,
while the Mardia test assesses deviations from normality in the multivariate distribution. Estimates for parameters of multivariate
Box-Cox transformation are derived using the maximum likelihood method.

Results. The results demonstrate significant performance improvements after normalization, reaching higher accuracy and ro-
bustness compared to models built for non-normalized data. The application of the nine-variate Box-Cox transformation successfully
accounted for feature correlations, enabling the prediction ellipsoid to better capture underlying data patterns.

Conclusions. For keystroke dynamics recognition, a mathematical model in the form of the nine-variate prediction ellipsoid for
data normalized using the multivariate Box-Cox transformation has been developed, which enhances the probability of recognition
compared to models constructed for non-normalized data. However, challenges remain in determining the optimal normalization
technique and selecting the significance level for constructing the prediction ellipsoid. These findings underscore the importance of
careful feature selection and advanced data normalization techniques for further research in keystroke dynamics recognition.

KEYWORDS: keystroke dynamics recognition, multivariate Box-Cox transformation, prediction ellipsoid, normalizing trans-
formation.

ABBREVIATIONS Zjisa j-th Gaussian variable that is obtained by trans-
BCT is the Box-Cox transformation;
SMD is the squared Mahalanobis distance;
TP is true positives;
FP is false positives;
TN is true negatives; B, is a multivariate kurtosis;
FN is false negatives;
NGD is a prediction ellipsoid for non-Gaussian data;

forming the variable;
o is a significance level;

B, is a multivariate skewness;

X%,a is the chi-square distribution quantile with m

ND is a prediction ellipsoid for normalized data. degrees of freedom and significance level o ;

y is a vector of multivariate normalizing transforma-

NOMENCLATURE tion.

p is a number of variables;
m is a number of degrees of freedom,; INTRODUCTION
N is a number of data points; In recent years, keystroke dynamics, also known as
Sx is a sample covariance matrix for initial data; keystroke biometrics or typing biometrics, has emerged as
Sz is a sample covariance matrix for normalized data; a viable method for biometric authentication. It leverages
} is a non-Gaussian random vector; the unique patterns and rhythms individuals exhibit while
X is a vector of sample means of the X; variables; typing on a keyboard, capturing characteristics such as

keystroke duration and inter-key intervals [1]. These fea-
tures enable the creation of a distinctive typing profile for
Z is a Gaussian random vector; each user.

Z is a vector of sample means of the Z j variables; Unlike traditional biometric methods such as finger-
prints or facial recognition, keystroke dynamics offers a
non-intrusive and continuous form of user authentication
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[2]. This makes it particularly attractive for applications
in online banking, secure login systems, and access con-
trol. A low probability of authenticating individuals can
have negative consequences in terms of security and per-
sonalization. Therefore, there is a need to develop and
improve keystroke dynamics recognition methods.

A significant limitation of existing methods in key-
stroke dynamics recognition is their sensitivity to non-
normal data distribution. Many statistical and machine
learning techniques assume multivariate normality in the
underlying data, which is often not the case in real-world
keystroke dynamics datasets [4]. Non-normal distribu-
tions can adversely affect the performance of these tech-
niques, leading to suboptimal recognition results. There-
fore, it is necessary to enhance mathematical models to
accommodate deviations from the multivariate normal
distribution of data.

The object of study is the process of keystroke dy-
namics recognition.

The keystroke dynamics recognition process includes
several important steps to ensure accurate and reliable
user authentication. First, a suitable dataset containing
keystroke data, such as keypress and release times, is
identified. From this raw data, characteristics such as key
hold time and key spacing are extracted to represent the
unique typing patterns of individuals. Next, outlier detec-
tion is performed to identify and remove anomalous data
points that may skew the analysis [3]. This step is crucial
for refining the dataset and improving the accuracy of the
model. Finally, classification is carried out, with the accu-
racy and efficiency largely depending on the specific
model.

The subject of study is a mathematical model for
keystroke dynamics recognition. One of the frequently
employed methods in pattern recognition involves build-
ing decision rules based on prediction ellipsoids.

The purpose of the work is to increase the probabil-
ity of keystroke dynamics recognition by constructing a
nine-variate prediction ellipsoid for normalized data using
the multivariate Box-Cox transformation (BCT).

1 PROBLEM STATEMENT
Assume we have an original data sample set consist-
ing of nine keystroke timing features, with a multivariate
distribution that is not Gaussian. In this case, there exists
a bijective nine-variate normalizing transformation

Y= {\uy ,wl,wz,...,\v9}T that converts the non-Gaussian

Xo '
Z9}T is given by:

random vector X:{Xl,Xz,..., into a Gaussian

random vector Z = {Zl,Zz,...,

Z=y(X). (1)

It is required to build the prediction ellipsoid for nor-
malized data in the form:

J— T _ J—
(2-Z) s7(2-Z)=+3.. @)
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where

—ﬁ%(zi 7z, 7]

Also, it is required to construct a prediction ellipsoid
for keystroke dynamics recognition based on equation (2)
and the transformations (1).

2 REVIEW OF THE LITERATURE

Mathematical modeling methods are utilized in key-
stroke dynamics recognition, encompassing the process of
constructing and refining mathematical models to enhance
accuracy and reliability. Recent advancements in this field
have employed a range of techniques. Key methods in-
clude tree-based methods, such as random forests [5, 6],
build hierarchical models that classify data by learning
feature splits to effectively separate different classes; sup-
port vector-based approaches [7-9], establish optimal
decision boundaries by maximizing the margin between
classes; neural network-based models [10-12] capture
complex patterns in keystroke data through multiple lay-
ers of interconnected nodes and others classifiers.

However, in developing user authentication systems,
one-class classification is more typical for keystroke dy-
namics because it focuses on verifying whether a typing
pattern belongs to a known user [13]. The primary goal is
to create a model based on the unique typing patterns of
an individual, and the target class, and then identify
whether new typing patterns match this known profile.
This is especially useful for authentication, where the
system needs to continuously confirm that the current user
is indeed the registered individual, rather than distinguish-
ing between multiple users. One-class classification is
connected with outlier detection [14]. The model is
trained on data from a target class and does not have ex-
plicit knowledge of other classes. It identifies whether
new data fits within the learned target class pattern, flag-
ging deviations as potential outliers [15].

Popular approaches to one-class classification in key-
stroke dynamics recognition include one-class support
vector machine [16—18], which identifies a boundary that
separates target data from outliers; neural network-based
classifiers such as autoencoders [19, 20], which learn to
reconstruct input data and identify anomalies based on
reconstruction errors, and GANs [21], which use genera-
tive adversarial networks to model target data and detect
deviations. Currently, the mathematical modeling of pre-
diction ellipsoids is widely used for pattern recognition,
particularly in one-class classification systems [22, 23].
This technique employs statistical methods to define a
multivariate ellipsoid that encompasses the target data
points.

The construction of the ellipsoid is based on the as-
sumption that the data follows a multivariate normal dis-
tribution. One promising solution to address this limita-
tion is the application of normalizing transformations
[24-26]. In the study [27] it was observed that the predic-
tion ellipsoid for normalized data outperformed machine
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learning methods such as one-class SVM, isolation forest,
and autoencoder in one-class classification for face rec-
ognition tasks. We propose applying this mathematical
model to keystroke dynamics recognition systems.
Normalization techniques can convert non-normal da-
ta into a distribution that more closely approximates mul-
tivariate Gaussian distribution, thereby improving the
effectiveness of statistical analyses and machine learning
models. While univariate normalization techniques trans-
form each feature independently, multivariate normaliza-
tion techniques consider the relationships between multi-
ple features simultaneously. In this study, we employ the
multivariate BCT to normalize keystroke dynamics data,
aiming to enhance the overall recognition performance.

3 MATERIALS AND METHODS

In the context of keystroke dynamics-based recogni-
tion, the dataset used plays a pivotal role in the effective-
ness and accuracy of the algorithms. A keystroke dynam-
ics dataset typically consists of detailed records of an in-
dividual’s typing behavior, capturing various temporal
aspects of keystrokes such as the duration of key presses
and the intervals between key presses and releases.

The CMU keystroke dynamics dataset used in this
study provides a detailed record of typing from 51 sub-
jects, each of whom typed a static password string:
“.tieSRoanl”. The dataset includes various keystroke tim-
ing features, recorded in seconds, such as the duration a
key is held down and the time between key presses.

Data collection involved eight separate sessions per
subject, with at least one day between each session. Dur-
ing each session, subjects typed the password 50 times,
resulting in 400 repetitions per subject. This setup pro-
vides a comprehensive dataset with a total of 20,400 sam-
ples across all subjects.

The dataset is structured with a subject identifier, ses-
sion number, repetition number, and a total of 31 timing
features. It includes columns with specific naming con-
ventions to represent various keystroke timing metrics.
Columns labeled as H.key indicate the hold time for a
particular key, capturing the duration from when the key
is pressed to when it is released. DD.key1.key2 columns
represent the time interval between pressing two consecu-
tive keys, known as keydown-keydown time. Similarly,
UD.keyl.key2 columns denote the keyup-keydown time,
which measures the interval between releasing one key
and pressing the next. It is important to note that UD
times can sometimes be negative, and the sum of H times
and UD times corresponds to the DD time for a given
digraph.

To simplify the model, it was decided to focus on 9
key properties, so the feature vector takes the form:
X={Ht Hi,He,H5 HR,Ho,H.a, Hn, H1}.

After extracting feature vectors, the next crucial step is
outlier detection. Identifying and removing anomalies is
essential because they can significantly skew the analysis
and degrade the accuracy of the recognition model. By
detecting outliers, the dataset is refined, ensuring that the
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model is trained on data that truly represents typical user
behavior.

One popular method for anomaly detection is based on
the squared Mahalanobis distance (SMD). A known
limitation of the SMD method is its reliance on the
assumption that the data follows a multivariate Gaussian
distribution. To address this, it is essential to first evaluate
the data’s normality using statistical tests such as the
Mardia test.

The Mardia test is employed to assess whether a data-
set adheres to multivariate normality, which is crucial for
methods assuming a multivariate Gaussian distribution.
This test also applied in the study [27], evaluates two key
dimensions of normality: multivariate skewness B; and
multivariate kurtosis ;.

Skewness measures the asymmetry of the data distri-
bution. When skewness is scaled by N/6, it follows a chi-
square distribution with p(p+1)(p+2)/6 degrees of free-
dom, where p is the number of variables and N is the
sample size.

Kurtosis assesses the tailedness of the distribution or
the extent to which the tails differ from those of a normal
distribution. The Mardia test calculates kurtosis coeffi-
cients and compares them to a normal distribution with a
mean of p(p+2) and a variance of 8p(p+2)/N.

If the data deviates significantly from multivariate
normality, it is imperative to apply a normalizing
transformation (1) on a non-Gaussian random vector

X= {Xl, Xoyeen X9}T to convert it into a Gaussian ran-

dom vector Z = {Z],Zz,...,ZQ}T .

Normalizing transformations are essential tools in
statistical analysis and machine learning, primarily
because they help stabilize variance, reduce skewness,
and align data more closely with a multivariate Gaussian
distribution. This process is particularly critical for
methods that rely on the assumption of multivariate
normality, as such transformations can greatly enhance
the validity and interpretability of the results. There are
two main types of normalizing transformations: univariate
and multivariate.

Univariate transformations include methods like the
logarithm and the univariate BCT. The logarithm is
commonly employed to stabilize variance, especially in
data with positive skewness. On the other hand, the
univariate BCT offers greater flexibility by addressing
both positive and negative skewness through the selection
of an optimal parameter A. However, this method can be
more complex to implement due to the need for parameter
estimation, which may also be sensitive to outliers.

In contrast, multivariate transformations, such as the
multivariate BCT, overcome the limitations of univariate
methods by considering the interrelationships between
multiple variables. While univariate transformations are
more straightforward, they can fall short in situations
where the interdependencies among variables are
significant. Multivariate transformations provide a more
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comprehensive approach but come with increased
computational complexity.

The multivariate BCT builds on the principles of the
univariate BCT approach but extends its application to

multiple variables simultaneously.

}L.
X —1| /i, n =0;
zjszj%:( j )/ R (3)
(x;[ ;=0
This transformation maintains the correlations

between variables while normalizing their distributions,
making it especially effective for multivariate data.
However, applying this transformation demands
considerable effort due to the complexity of the required
parameter estimation. A widely used approach for
estimating parameters for each feature in a set involves
maximizing the log-likelihood of the transformed data, as
described in the study [27].

Applying the multivariate BCT can greatly improve
the approximation of the data’s distribution to normality.
After normalization, it’s crucial to run the Mardia test
again to assess the transformation’s success. If the test
confirms that the data now follows a multivariate normal
distribution, the dataset is ready for further analysis. If
not, further adjustments or alternative methods may be
necessary to meet the assumptions required for
subsequent statistical procedures.

The next step is the construction of the prediction el-
lipsoid. A prediction ellipsoid is a tool in multivariate
analysis used to determine whether a data point belongs to
a specific target class. This method involves calculating
the squared Mahalanobis distance for each point, which
corresponds to the left side of the comparison. This
distance is then compared against a critical value from the
chi-square distribution, representing the right side of the
equation:

(X _i)T X (X - §)= 15, 0.005 4)
where

=ﬁ§& ~X)x; -XJ .

The SMD follows a chi-square distribution with
degrees of freedom equal to the number of features in the
data, in our case is 9. This connection allows the
determination of a critical value based on the desired
significance level, for one-class classification tasks, a
common choice is 0.005. Specifically, if a data point’s
SMD exceeds the critical value from the chi-square
distribution, it is classified as an anomaly (an instance of
another class). Conversely, if the distance is below the
critical value, the data point is classified as an instance of
the target class.
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In cases where the data is non-normal, following the
normalization process, a nine-variate prediction ellipsoid
is constructed based on (4):

(Z - Z)T Sz (Z - Z) = 13.0.005 - Q)

The chi-square distribution quantile value is 23.59 for
9 degrees of freedom at a significance level of 0.005. If
the SMD falls below the chi-square critical value, the
point is considered to lie within the ellipsoid, indicating
its membership in the target class.

4 EVALUATION METRICS

In one-class classification, where the goal is to distin-
guish between target and anomaly instances, evaluation
metrics such as accuracy, specificity, precision, recall,
and the F1 score play an important role in evaluating
model performance [28]. These metrics are derived from
classification outcomes categorized as true positives (TP),
false positives (FP), true negatives (TN), and false nega-
tives (FN).

In this context, true positives (TP) indicate correctly
identified anomalies, while false positives (FP) represent
cases mistakenly classified as anomalies or false alarms.
True negatives (TN) denote correctly identified target
instances, and false negatives (FN) reflect cases where
actual anomalies were incorrectly classified as targets.

Accuracy measures the overall correctness of the clas-
sification, considering both target instances and anoma-
lies: Accuracy=(TP+TN)/(TP+TN+FP+FN).

Specificity evaluates the model’s capacity to correctly
classify target instances. It measures the proportion of
identified target instances relative to all target instances:
Specificity=TN/(TN+FP).

Precision focuses on the reliability of the model when
identifying anomalies, showing the proportion of true
anomalies among all instances that the model classified as
anomalies: Precision=TP/(TP+FP).

Recall (sensitivity) assesses the model’s ability to de-
tect all actual anomalies, it measures the proportion of
true anomalies that were correctly identified out of all
existing anomalies: Recall=TP/(TP+FN).

The F1 score offers a balanced evaluation by calculat-
ing the harmonic mean between precision and recall:
F1 score=2*(Precision*Recall)/(Precision + Recall).

5 EXPERIMENTS

Data with the identifier s015 was randomly selected to
construct the prediction ellipsoid. Meanwhile, s004 was
employed in testing to verify the recognition of keystroke
dynamics from a different individual.

It is essential to identify and remove outliers, which
requires verifying whether the data follows a multivariate
normal distribution. The Mardia test indicated that the set
with the identifier sO15 shows deviations from multivari-
ate normality, as the test statistic for multivariate skew-
ness Nf;/6 measuring 391.54, exceeds the chi-square dis-
tribution threshold of 215.53 for 165 degrees of freedom
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at a significance level of 0.005. Similarly, the test statistic
for multivariate kurtosis B, with a value of 113.32, sur-
passes the normal distribution quantile of 102.62, given a
mean of 99, variance of 1.98, and 0.005 significance lev-
el. Suggesting that further normalization is needed before
proceeding with analysis.

The initial step in normalization involves determining
the optimal parameters. Through the application of the
maximum likelihood method, the following parameter

estimates were obtained: il =0.9939, 712 =1.3605,
Ay =12202, hg =1.7521, Ag =2.2965, iy =1.0447,

Ay =1.6466, Ag = 1.3512, hg =2.0599.

After applying the nine-variate BCT, the resulting set
with components (3) was analyzed using the Mardia test.
The test statistic for multivariate skewness Nf,/6, which
is 212.07, is below the chi-square distribution’s critical
value of 215.53 for 165 degrees of freedom at a 0.005
significance level. However, the test statistic for multi-
variate kurtosis 3,, with a value of 109.01, remains above
the normal distribution quantile of 102.62, given a mean
of 99, variance of 1.98, and 0.005 significance level.
Despite the transformation, the set still exhibits non-
normality, primarily due to the influence of outliers, that
distort the distribution and prevent normalization.
Nevertheless, using the normalized set is preferable, as it
brings the distribution closer to multivariate normality,
improving the performance of the Mahalanobis distance
method.

Next, the SMD is computed for each feature vector to
identify potential outliers. The calculated distances are

compared against the chi-square distribution critical value
of 23.59 for 9 degrees of freedom at a significance level
of 0.005. Any vectors exceeding this threshold are
considered outliers. In this iteration, the vector with
number 295 with the maximum SMD of 37.44 is removed
from the set.

This iterative process continues until all outliers are
removed from the set. After removing 6 outliers, the test
statistic for multivariate kurtosis of the normalized set,
according to the Mardia test, falls below the critical value.
This highlights the significant impact of outliers on the
set’s distribution.

Table 1 presents the SMDs and corresponding indices
for each outlier that was removed. This iterative process
continued until no further significant outliers remained,
resulting in a dataset that was more refined and less
influenced by extreme values.

Table 1 — Removed outliers

Ne SMD Index Ne SMD Index
1 37.44 295 6 26.963 323
2 36.962 160 7 26.868 45
3 30.742 306 8 25.776 263
4 28.833 388 9 24.515 294
5 28.662 214 10 23.972 204

As a result of the iterative outlier removal, the set with

the vector of means X = {0.07525; 0.07022; 0.07823;
0.063; 0.06911; 0.08829; 0.08605; 0.07505; 0.0751} was
retrieved. The covariance matrix of the final set is pro-
vided in Table 2.

Table 2 — The covariance matrix of the set after removal of outliers

0.0°19 | 0.026 | 0.0'54 | 0.0°13 | 0.0°49 | 0.0°12 | 0.026 | —0.0°6 | —0.0*17
0.026 | 0.021 | —0.0°19 | 0.0°51 | 0.0°82 | 0.0°14 0.04 | —0.01 | 0.0°14
0.0'50 | —0.0"19 | 0.0°25 0.0°1 0.0°35 | 0.0°11 | —0.026 | 0.0%27 0.0°1
0.0°13 | 0.0°51 0.0°1 0.0°19 | 0.0'16 | —0.0°52 | 0.0*31 | -0.0*18 | —0.0°57
0.049 | 0.0°82 | 0.0°35 | 0.0%16 | 0.0°13 | 0.0°14 | —0.0°62 | 0.0°56 | 0.0°48
0.0°12 | 0.0'14 | 0.0°11 | —0.0°52 | 0.0°14 | 0.0°12 | —0.0°36 | 0.0°36 | 0.0°86
0.026 0.0'4 | —0.0%26 | 0.0°31 | —0.0°62 | —0.0°36 | 0.0°35 | —0.0°38 | 0.0°19
-0.0°6 | -0.0'1 | 0.027 | -0.0"18 | 0.0°56 | 0.0°36 | —0.0'38 | 0.0°27 0.0°7
-0.0*17 | 0.0°14 0.0°1 | —0.0°57 | 0.0°48 | 0.0°86 | 0.0°19 0.0°7 0.0%2

The resulting sample was randomly shuffled to ensure
that the data points were distributed evenly across the
training and test sets, reducing any potential bias due to
the order of the data. After shuffling, the dataset was split
into training and test sets, each containing 50% of the
data, equating to 195 vectors per set. The training set is
used to construct the prediction ellipsoid, allowing the
model to learn patterns and relationships from the data.
The test set, on the other hand, is used to evaluate the
model’s performance on a distinct subset of the data that
was not seen during training. This approach helps in
achieving a representative evaluation of the model’s per-
formance by providing an unbiased assessment of how
well the model generalizes to new, unseen data.
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Table 3 displays the covariance matrix of the training

set, which has a vector of means X = {0.07635; 0.07052;
0.07875; 0.06254; 0.06955; 0.08806; 0.08752; 0.07447,
0.07495}.

Based on the Mardia test results, the multivariate dis-
tribution of the training sample shows deviations from
multivariate normality. The test statistic for multivariate
skewness NB;/6 is 286.99, which exceeds the critical val-
ue of 215.53 from the chi-square distribution for 165 de-
grees of freedom at a 0.005 significance level. The test
statistic for multivariate kurtosis B, is 105.43, which ex-
ceeds the critical value of 104.19 for a normal distribution
with a mean of 99, a variance of 4.062, and a significance

level of 0.005.
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Table 3 — The covariance matrix of the training set

0.0%2 0.0'16 | 0.0%2 | 0.0%42 | 0.0°53 | 0.0°71 | 0.0'38 | 0.0°14 | -0.0°75
0.0'16 | 0.021 | -0.0*19 | —0.0°26 | —0.0°35 | 0.0*14 | 0.0%62 | -0.0'1 | 0.0°15
0.0%62 | —0.0°19 | 0.0°26 | —0.0°84 | 0.0°11 | 0.0°71 | —0.0°51 | 0.0°99 | 0.0*17
0.0%42 | —0.0°26 | —0.0°84 | 0.0°21 | 0.0%24 | —0.0°75 | 0.0'37 | -0.028 | —0.0°87
0.0°53 | —0.0°35 | 0.0°11 | 0.024 | 0.0°13 | 0.0'12 | —0.0°36 | —0.0°53 | 0.0°72
0.0°71 | 0.0°14 | 0.0°71 | —0.0°75 | 0.0°12 | 0.0°12 0.0°1 0.0°16 | 0.018
0.0'38 | 0.0'62 | —0.0'51 | 0.0'37 | —0.0°36 | 0.0"1 0.0°36 | —0.0%1 | 0.0°69
0.0°14 | —0.0°1 | 0.0°99 | —0.0"28 | —0.0°53 | 0.0°16 | —0.0%1 | 0.0°27 | 0.023

-0.0°74 | 0.0°15 | 0.0°17 | —0.0°87 | 0.0°72 | 0.0°18 | 0.0°%9 | 0.023 | 0.0°22

The training set is normalized using a nine-variate
BCT. Optimal parameters for this transformation are de-
termined through the maximum likelihood method:

A =13676, Ay =14807, Ay =1.078, i, =17393,
hs =2.1004, A =1.1498, Ay =1.566, ig =1.1685,

As a result of applying the BCT to the training set
with components (3), the resulting sample has a vector of
means: Z = {0.70932; 0.66184; 0.86764; —0.57016; —
0.47427; 0.81642; 0.62417; —0.81443; —0.47084}. The
covariance matrix of the normalized sample is presented
in Table 4.

Ao =2.1146.
Table 4 — The covariance matrix of the normalized set

0.029 | 0.0°14 0.02 0.0%2 0.0°13 | 0.0°21 | 0.0°39 | 0.0773 | —0.0768

0.0°14 | 0.0'16 | —0.048 | —0.0'21 | 0.0771 | 0.0°27 | 0.0°43 | —0.0°16 | 0.0731

0.02 | —0.048 | 0.0°18 | —0.0%42 | 0.0°43 | 0.0°42 | —0.0*11 | 0.0°51 | 0.0%5

0.02 | —0.021 | —0.0°42 | 0.0°31 | 0.0°15 | —0.0°15 | 0.0°14 | —-0.0°2 | —0.0"32

0.0°13 | 0.071 | 0.0°43 | 0.0°15 | 0.0°33 | 0.0°58 0.0% | —0.0°17 | 0.0°13

0.0°21 | 0.027 | 0.0°42 | —0.0°15 | 0.0°58 | 0.0°55 | 0.0°15 | 0.0°92 | 0.0°72

0.0°39 | 0.0°43 | —0.0°11 | 0.0°14 0.0°8 0.0°15 | 0.0'22 | -0.0'1 | 0.012

0.0’73 | —0.0°16 | 0.0°51 | -0.02 | —0.0°17 | 0.0°92 | —0.0°1 | 0.0°11 | 0.0°89

—-0.0’68 | 0.0731 | 0.0°66 | —0.0732 | 0.013 | 0.0°72 | 0.0712 | 0.0°89 | 0.0°57

According to the Mardia test, the normalized training 6 RESULTS

set conforms to the multivariate normal distribution. The
test statistic for multivariate skewness NB1/6 is 175.47,
which is below the critical value of 215.53 from the chi-
square distribution with 165 degrees of freedom at a 0.005
significance level. Additionally, the test statistic for mul-
tivariate kurtosis f2 is 99.76, which does not exceed the
critical value of 104.19 for a normal distribution with a
mean of 99, a variance of 4.062, and a significance level
of 0.005.

After applying the normalization, nine-variate predic-
tion ellipsoids were constructed for both the non-Gaussian
data (NGD) (4) and the normalized data (ND) (5). The
computer program implementing the constructed models
was developed to conduct experiments. The program was
written in the Python language.

Table 5 presents a comparative analysis of the per-
formance metrics for prediction ellipsoid models in one-
class classification.

Table 5 — The covariance matrix of the training set

Model | Accuracy | Specificity
NGD 0.9412 0.9795
ND 0.9782 0.9949

The metrics for the nine-variate prediction ellipsoids
for non-Gaussian data reflect good performance, which is
likely attributed to the effective keystroke dynamics rec-
ognition. However, the nine-variate prediction ellipsoid
for normalized data significantly outperforms it. Normali-
zation has led to better detection of anomalies, reduced
false positives, and improved overall classification per-
formance. The results highlight the importance of apply-
ing normalization techniques to achieve a more reliable
and accurate model for keystroke dynamics recognition.

© Prykhodko S. B., Trukhov A. S., 2025
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Precision | Recall | FI score

0.9893 0.9225 0.9547

0.9974 0.9700 | 0.9835
7 DISCUSSION

The results demonstrate that applying the nine-variate
BCT significantly improved the model’s performance,
underscoring the importance of normalization in address-
ing non-Gaussian data distributions. Choosing the appro-
priate normalization technique is vital, as it significantly
affects the model’s effectiveness and reliability. Multi-
variate normalization methods capture complex variable
relationships, enhancing prediction ellipsoid accuracy and
providing a more precise representation of data patterns.

The choice of significance level is an important factor
in constructing the prediction ellipsoid. In this study, a
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significance level of 0.005 was selected, aligning with
common practices in one-class classification and outlier
detection tasks [29].

Despite these advantages, using the prediction ellip-
soid for normalized data comes with some disadvantages.
It is generally considered essential to have at least 100
instances for building a high-quality model. Additionally,
selecting the appropriate normalization transformation
can be challenging, particularly for sets that have complex
distributions or many outliers. The last is the need to
choose a significance level that affects the efficiency and
reliability of the prediction ellipsoid.

Since 10 data points were removed as outliers, the
model might miss some underlying patterns. This limita-
tion might be addressed with a more complex normaliza-
tion, such as the Johnson transformation, which could
better handle the nuances of the data distribution and im-
prove the model’s ability to represent all relevant data
points.

CONCLUSIONS

The study examined the influence of data distribution
on keystroke dynamics recognition, with a particular fo-
cus on the application of a nine-variate prediction ellip-
soid for normalized data using the multivariate BCT.

The research evaluated the transformation’s impact on
performance by comparing it with a prediction ellipsoid
model developed for non-Gaussian data. The findings
demonstrated that applying the BCT significantly im-
proved model performance. Normalizing the data led to a
more accurate and robust prediction ellipsoid, outper-
forming the non-normalized model across various evalua-
tion metrics. The nine-variate BCT not only enhanced
overall model performance but also offered deeper in-
sights into feature relationships by accounting for correla-
tions. This underscores the critical importance of selecting
an appropriate normalization technique when dealing with
non-Gaussian distributions.

Despite the benefits of normalization, the study also
identified disadvantages, particularly in determining the
optimal normalization transformation. Additionally, se-
lecting an appropriate significance level is important, as it
directly impacts the reliability and effectiveness of the
prediction ellipsoid.

The scientific novelty of the obtained results is that
the nine-variate prediction ellipsoid for normalized data
for solving keystroke dynamics recognition tasks is first
built using the nine-variate BCT. The application of a
constructed prediction ellipsoid for normalized data al-
lowed to increase accuracy.

The practical significance of the obtained results is
that the software implementing the constructed ellipsoid
is developed in the Python language. The experimental
results allow us to recommend the constructed model for
use in practice.

Prospects for further research could explore alterna-
tive normalization techniques, such as the Johnson trans-
formation, to further refine model performance. Addition-

ally, investigating the effects of model complexity and
© Prykhodko S. B., Trukhov A. S., 2025
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feature selection could provide valuable insights into im-
proving methods for keystroke dynamics recognition.
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YK 004.93

PO3MI3BHABAHHSA KJIABIATYPHOI'O IIOYEPKY 3A IOIIOMOT' OO JIEB’AITUBAMIPHOT' O EJIITICOIIA
INPOTHO3YBAHHS VIS1 HOPMAJII3OBAHUX JTJAHUX

Hpuxoabko C. b. — 1-p TexH. HayK, mpodecop, 3aBigyBad kadeapu mporpaMHoro 3abe3neueHHs] aBTOMaTH30BaHuX cucteM Ha-
LIOHAIBHOTO YHIBEpCUTETY KOpabieOymyBaHHs iM. anmipana Makaposa, MukonaiB, Ykpaina.

TpyxoB A. C. — acnipanT kadeznpu mporpamMHOro 3a0e3redeHHs] aBTOMaTH30BaHUX cucTeM HamioHambHOTO yHIBEpCHTETY KOpa-
6neOynyBaHHs iM. agMipana MakapoBa, Mukoinais, YkpaiHa.

AHOTAIIIA

AKTyasbHicTh. Po3mi3HaBaHHs KJIaBiaTypHOT0 NOYEPKY € BaXKJIMBUM EJIEMEHTOM Y IiIBHIICHHI O€3MeKH, 110 103BOJIsIE peaisy-
BaTH IEPCOHAI30BaHy aBTEHTU(]IKAIII0 KOPUCTYBAYiB Ta MiATPUMYE Pi3HI CHCTEMH TepeBipku ocobucrocti. e nocmimkeHHs BH-
BYA€ BIUIMB PO3MOALUTY JaHUX Ha €(EKTUBHICTH MOJENICH OMHOKIACcOBOI Kiacu(ikalii B 3aJadax po3Mi3HABaHHS KJIABIaTypHOTO IO-
YepKy, 30CepeKYIOUH yBary Ha 3aCTOCYBaHHI J€B’ ITUBUMIPHOTO ellirncoina mporao3yBaHHs. O0’€KTOM JOCHTIKEHHS € TPOLEC PO3-
Ti3HaBaHHS KJIaBiaTypHOTo Ho4Yepky. IIpeaMeToM DOCIiKEHHs € MaTeMaTHYHI MOJEN U1 PO3ITi3HABaHHS KIIaBiaTypPHOTO MOYEPKY.
Ha BigMiHy Bif THIOBUX IiIXOAIB, IO Iepea0avaloTh 0araTOBUMIpHHNA HOPMATGHUN PO3MOLT TaHUX, pealbHi HAOOPH JaHHUX YacTo
BIJIXWUJIAETHCS BiJI HBOTO, 110 YCKIIAJHIOE IOOYAOBY TOYHHX 1 HamaiitHuX mMonenei. J{is BupimieHHs 1iei mpodiaeMu aaHi Oyinu HopMma-
Ji30BaHi 32 JOIOMOro0 OaraToBUMipHOTO mepeTBopeHHs bokca-Kokca, 110 J03BOJIMIIO MOKpALIMTH BipOTiIHICTH PO3Mi3HABAHHS
KJIaBiaTypHOTO OYEPKyY 3a JOIOMOIOI0 3aCTOCYBaHHS €JIICOia IPOrHO3yBaHHS A1 HOPMaJli30BaHUX JIAHUX.

MeTo10 poGoTH € IiBHIICHHS IMOBIPHOCTI PO3Mi3HABAHHSI KJIaBIaTypHOTO MOYEPKY LUISIXOM MMOOYAOBHU J€B’ATHBUMIPHOTO €JIi-
ICOia MPOTHO3YBAHHS IS HOPMATi30BaHUX JaHUX 13 BAKOPHCTaHHSIM 0araToBHMipHOTO nepeTBopeHHs bokca-Kokca.

Merton. [JocmimkeHHS BKIIOYae MoOyI0BY NI€B’AITHBHMIPHOTO €JIiIICOia MPOTHO3YBAHHS sl JaHUX, HOPMaTi30BaHHUX 32 JIOTIO-
Moroto neperBopeHHst bokca-Kokca. KBanpart Bincrani Maxanano6ica 3aCTOCOBYEThCS ISl BUSIBIICHHS Ta BUAJICHHS BUKU/IB, @ TECT
Mapnia oniHioe BiIXWICHHS 0araTOBUMIPHOTO PO3HNOALTY BiJg HopMaisHOro. OIHKK IMapamMeTpiB 6araToOBUMiIpHOTO IEPETBOPCHHS
Bokca-Kokca oTprMaHi METOIOM MaKCHUMAIILHOI MPaBIOOIIOHOCTI.

Pe3yabTaTn. PesynbraTu 1mokasyloTh 3Ha4YHE ITiIBULICHHS BIpOTiJHOCTI PO3Mi3HaBaHHS ITiCJIsl HOpMati3anii, 1o mojsrae y 30i-
JIBLICHI TOYHOCTI Ta HAAIMHOCTI MOPIBHSAHO 3 MOJIEISAMH, MOOYAOBaHUMH [UIsi HEHOPMANi30BaHHUX JAHUX. 3aCTOCYBaHHS JICB’SITH-
BUMIipHOTO nepeTBopeHHs bokca-Kokca 103BoniiIo Kpalie BpaxyBaTH KOPEJALil MiXK 03HAKaMH, 10 JO3BOJMIIO EIINCOiay HPOrHO-
3yBaHHS Kpallle 3aXOIUIIOBATH CKIIaIHI 3aKOHOMIPHOCT] JaHUX.

BucHoBku. {7151 po3mizHaBaHHS KJIaBiaTypHOTO MOYEpKy Oyna po3pobieHa MaTeMaTHdHa MOAETb Y (opMi JIeB’ATHBHMIPHOTO
eJtincoina NporHo3yBaHHs /Ul JaHWX, HOPMAII30BaHHX 13 BUKOPUCTaHHAM OaratoBHMipHOro neperBopeHHs bokca-Kokca, 1o mia-
BHIIY€E IMOBIPHICTH PO3Ii3HABAHHS B IOPIBHSHHI 3 MOZCIISIMH, 00y I0BAHHMH /Il HCHOPMali3oBaHUX JaHuX. OJJHAK 3aJIHIIAI0ThCS
TpyIHOIII y BU3HAYEHHI ONTUMAIEHOTO METOY HOpMaJti3amii Ta BHOOpi piBHS 3HAUYIIOCTI JUIs TOOYIOBH €INCOia MPOrHO3yBaHHS.
L1i BUCHOBKH MiJKPECITIOIOTh BaXJIMBICTh PETEIBHOI0 BHOOPY O3HAK Ta 3aCTOCYBAHHS BJIOCKOHAJICHUX METOZIB HOpMalliauii JaHuX
JUISL TOJIAJIBIINX TOCHIKEHb y cdepi po3ni3HaBaHHS KJIaBiaTypHOI'O MOYEPKY.

KJIFOYOBI CJIOBA: po3mi3HaBaHHs KiaBiaTypHOro 1o4uepky, bararoBumipte neperBopents bokca—Kokca, emincoin mporao-
3yBaHH:, HOPMaJIi3ylo4e ePEeTBOPEHHS.
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ABSTRACT

Context. The paper proposes a solution to the urgent problem of detecting equipment defects by analyzing the vibrations of rotat-
ing machines. The object of study is the process of detecting defects by analyzing the vibrations of rotating machines. The subject of
study is artificial intelligence methods for detecting defects by analyzing the vibrations of rotating machines.

Objective. Improving the accuracy of detecting defects in the analysis of rotating machine vibrations by creating a method for
neural network detection of defects in the analysis of rotating machine vibrations and a corresponding neural network model that can
detect defects in the analysis of rotating machine vibrations without removal preliminary noise in order to preserve important features
for more accurate classification.

Method. A method of neural network defect detection based on the analysis of vibrations of rotating machines is proposed,
which is capable of predicting the presence or absence of a defect based on the input data of vibrations with the implementation of
preliminary processing, namely the creation of a two-dimensional time-frequency image. The method differs from the existing ones
in that the defect analysis is performed without removing noise by fine-tuning the model parameters.

Results. The proposed method of neural network detection of defects based on the analysis of rotating machines vibrations is im-
plemented in the form of a web application and the effectiveness of the neural network model obtained by performing the steps of the
method is studied.

Conclusions. The study results show that the model has achieved high accuracy and consistency between training and validation
data, which is confirmed by high values of such indicators as Accuracy, Precision, Recall i F1-Score on the validation dataset, as well
as minimal losses. The cross-validation confirmed the stable efficiency of the model, demonstrating high averaged metrics and insig-
nificant deviations from the obtained metrics. Thus, the neural network model detects defects in rotating machines with high effi-
ciency even without cleaning vibration signals from noise. Prospects for further research are to test the described method and the
resulting neural network model on larger data sets.

KEYWORDS: defects, analysis, vibrations, rotating machines, neural network, ResNet50.

ABBREVIATIONS Modelg () is a neural network model;
CNN is a Convolutional Neural Network;

. 0 is a set of parameters Modelg () ;
RNN is a Recurrent Neural Network;

SVM is a Support Vector Machine; mM; is a predicted class probability for the sample un-

k-NN is a k-Nearest Neighbors; der study;

AloT is an Artificial Intelligence of Things; X is a vector of vibration signals;

ID-CNN is a One-Dimensional Convolutional Neural Xiu is a first vibration signal at a given time in vector
Network; N of vibration signals;;

LMD is a Local Mean Decomposition; Xy is a second vibration signal at a given time in vec-

EMD is an Empirical Mode Decomposition; tor of vibration signals;

DT isa Decision Tree; ' Xnt 18 a n-th vibration signal at a given time in vector

PNG is a Portable Network Graphics; of vibration signals;

RNT is a ResNet Training. f(t;) is a function that projects indices onto the sig-

nal amplitude;
tj is a moment in time;
| is a pixel matrix;
H is an image height;
W is an image width;
I” is an image of vibration signals;
k is a number of folds for cross-validation.

NOMENCLATURE
X is a set of vibration signals;
X, is a first vibration signal;
Xz is a second vibration signal,;
Xn 18 a N-th vibration signal;
N is a number of vibration signals in the set;
X;j is a vibration signal;

RT is a time series; INTRODUCTION
Tis a time series length; Rotating machines, including electric motors, pumps,
m is a class label; turbines, generators, and components of airplanes, heli-
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copters, and other mechanisms, are central to modern
industry and transportation. They perform important func-
tions such as energy conversion and transmission, as well
as provide essential mobility and safety in aviation and
automotive systems. The reliability of these machines is
an important factor, as malfunctions can lead not only to
financial losses but also to serious accidents. Regular
monitoring of the condition of rotating machines through
vibration analysis helps to detect early signs of defects,
which in turn allows for timely maintenance and prevents
disasters [1].

The vibration signals generated during the operation
of these machines contain information about the condition
of their components — bearings, shafts, gears, etc. Chang-
es in the frequency, amplitude, and pattern of vibrations
can signal defects such as cracks, wear, or imbalance.

Thanks to the introduction of new technologies, there
is a continuous evolution in the areas of machine condi-
tion monitoring and performance evaluation. One of the
main reasons for this progress is the significant reduction
in the cost of sensors and data storage systems. Today,
high-precision vibration, temperature, and other sensors
have become available for a wide range of industries,
allowing for continuous collection of important informa-
tion about the condition of equipment [2].

On the other hand, the ever-increasing computing
power of modern computers makes it possible to process
and analyze huge amounts of data in real time, allowing
for the application of sophisticated machine learning algo-
rithms and neural networks to detect anomalies that may
indicate potential malfunctions. Early detection of prob-
lems in rotating machines or other mechanisms allows
timely elimination of them, which significantly reduces
the risk of accidents and increases the overall efficiency
of production [3].

The development of data-driven methods, as well as
big data and computational intelligence technologies, is
opening up new approaches to diagnosing rotating ma-
chinery faults. Modern approaches to data analysis use
machine learning algorithms and artificial neural net-
works. These algorithms allow not only to detect faults
but also to predict their occurrence, as well as to classify
different types of defects based on the analysis of vibra-
tion data and other parameters. Thanks to these intelligent
solutions, it is possible to proactively monitor the condi-
tion of rotating machines, which significantly increases
their reliability and efficiency.

The object of study is the process of detecting defects
by analyzing the vibrations of rotating machines.

The subject of study is artificial intelligence methods
for detecting defects by analyzing the vibrations of rotat-
ing machines.

The purpose of the work is to improve the accuracy
of defect detection by analyzing the vibrations of rotating
machines.
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1 PROBLEM STATEMENT

Rotating machines are key components in various in-
dustrial sectors. They are prone to wear and tear and de-
fects that can cause unwanted vibrations, which in turn
can lead to accidents and production stoppages. There-
fore, timely detection of defects in them is of great impor-
tance to ensure equipment reliability, reduce maintenance
costs, and increase overall efficiency. The development of
a method for neural network detection of defects based on
the analysis of vibration signals of rotating machines will
allow detecting defects to avoid the emergency state of
rotating machines.

Let X ={X,Xp,.... Xy} is a set of vibration signals,

where each X; € RT is a time series of length T, repre-
senting data from the vibration sensor. Everyone X; label
corresponds to m; €{0,1} , where 0 indicates a good con-

dition of the machine, and 1 indicates a faulty condition.
It is necessary to determine the presence or absence of a
defect for the input data from the vibration sensor. Thus,
there is a need to develop a neural network method for
detecting defects based on the analysis of vibrations of
rotating machines and a neural network model is required
Modelg() with parameters 0 at which each input value

of the vibration signal X; is processed and fed to the input
of the neural network model to obtain the predicted prob-
ability of the class (“without defect” or “with defect”)
M = Modelg(xj) . To study the effectiveness of the ob-

tained neural network model, calculate the following met-
rics Accuracy, Precision, Recall, Fl-score.

2 REVIEW OF THE LITERATURE

The urgency of the task of detecting defects in rotating
machinery is due to the need to reduce the risk of failure,
minimize downtime, and reduce maintenance costs. By
detecting defects such as bearing wear, overheating, or
mismatches in the lubrication systems, more serious fail-
ures can be prevented. The use of modern methods, in-
cluding vibration sensors and infrared thermography, al-
lows for effective diagnostics, and the integration of arti-
ficial intelligence and machine learning also increases the
accuracy and speed of defect analysis [4].

Next, consider scientific research devoted specifically
to the detection of defects in rotating machine parts using
vibration methods.

In the article [5] The article considers the application
of deep learning to diagnose malfunctions of rotating ma-
chines based on the analysis of vibration signals. In par-
ticular, considerable attention is paid to the use of CNN
for feature extraction and classification of vibration data.
CNN can detect defects, such as damage to bearings and
gearboxes, using time-frequency signal analysis. In addi-
tion to CNN, the article discusses the use of auto-codes
that are capable of self-learning and analyzing incoming
vibration data. This approach makes it possible to detect
defects even in difficult conditions, including in the pres-
ence of significant noise. In addition, the analysis of se-
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quences of signals that change over time can be per-
formed using RNN, which makes it possible to track the
development of defects in real time.

In the article [6] the authors solved the problem of de-
tecting faults in rotating machines by analyzing vibration
signals. They compared different classifiers, such as sup-
port vector machine SVM, naive Bayesian classifier, and
k-NN nearest neighbors, to find the most effective ap-
proach for accurate diagnosis. According to the study,
SVM proved to be the most effective classifier due to its
high accuracy in detecting faults.

Authors [7] applied an AloT approach to detect anom-
alies in rotating machines by monitoring vibrations. In
their approach, vibration signals are collected using an
MPU6050 accelerometer connected to a Raspberry Pi 4B
device that acts as a peripheral computing device. For
efficient implementation, this device uses SVM, which
provides the ability to analyze data directly on the periph-
ery.
Paper [8] describes the use of 1D-CNN to diagnose
the condition of rotating machines. The authors propose
to use 1D-CNN to automatically detect defects in gears
based on vibration signals, which allows identifying vari-
ous types of damage, such as wear or chipped teeth. The
authors claim that this approach reduces the need for
manual feature extraction, which is usually required for
traditional machine learning algorithms. During the ex-
periments, the authors compared 1D-CNN with other ma-
chine learning methods, including decision trees, random
forests, and SVM, and demonstrated that 1D-CNN out-
performed these algorithms, reaching 97.11% accuracy.

Article [9] discusses the diagnostics of rotating ma-
chines using adaptive processing of vibration signals.
Experimental results show that the use of stochastic reso-
nant wavelet decomposition and LMD morphological
filtering reduces noise and increases fault identification
accuracy by up to 95%. This approach demonstrates the
effectiveness of adaptive processing of vibration signals
to improve the accuracy of diagnostics of rotating ma-
chines.

In [10], the authors also investigate methods for de-
tecting malfunctions of rotating machines. First, the vibra-
tion signals were pre-processed using EMD to extract the
most important components while eliminating redundant
information. After that, significant characteristics in the
time and frequency domains were extracted from each
channel of the processed signal, which were combined to
create a clear representation of the features of each class.
The characteristics were selected from a set including
time, frequency, and statistical data based on long-term
experiments. The combined feature vector was used to
train and test the SVM classifier using 10-fold cross-
validation. In addition, the basic SVM classifier was
compared with the k-NN and DT methods. The proposed
approach demonstrated the best results, reaching an accu-
racy of 99%.

Thus, the task of neural network defect detection
based on the analysis of rotating machine vibrations is
relevant, as timely diagnosis of equipment malfunctions is
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important for preventing accidents and optimizing main-
tenance costs. In modern research, neural networks are
being actively studied, which have demonstrated high
efficiency in classifying the state of machines based on
vibration signals. Existing approaches for detecting de-
fects in rotating machines are usually based on traditional
signal processing methods with the removal of noise pre-
sent in vibration signals. However, it is difficult to find
the threshold for noise removal, which leads to the re-
moval of important features that would indicate the pres-
ence of defects along with the noise. Thus, there is a need
to develop a new method based on neural networks that
can learn complex features in vibration data, even in the
presence of noise, which allows for more accurate and
reliable diagnostics.

3 MATERIALS AND METHODS
To solve this problem, propose a method of neural
network detection of defects based on the analysis of ro-
tating machines vibrations. The method scheme is shown
in Figure 1.
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|
g%
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Step 1. Pre-processing of rotating
machine vibration sensor data

frequency image of RM

/ vibrations '
Step 3. Formation of a NM

/ analysis to one of the classes
conclusion about the presence of = T

a defect in the part \

Conclusion on the
presence of a defect

\i Two-dimensional time- 1
i

Step 2. Presenting the image to
the input of the trained neural
network model

L

(=5
o
&

Figure 1 — Scheme of the method of neural network detection of
defects based on the analysis of rotating machines vibrations

The input data of the method are Modely with 6 for

binary classification, as well as the set X and has the form
shown in Figure 2.

The first step involves pre-processing the data from
the vibration sensor, namely converting the vibration
signal into a two-dimensional image. Data from the
sensor is converted into an image by creating a graph of
signal amplitudes over time. The set of vibration signals
X is represented as a vector (1) with numerical values that
will be used to plot the signal amplitudes over time, X;
represents the amplitude of the signal at a given time t;.

X = [X4t1>Xat2 5+ XiT | - (D
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The x-signal is represented as a line graph, where the
amplitude values are displayed along the Y and the time
indices are displayed along the X. Thus, on the graph,
each point (j, Xj) corresponds to the value of the signal at
a given time tj. This can be expressed as a function that
projects the indices onto the signal amplitude: (2)

ft)=x,i=12..T. )

1| T0002 txt: BrokHoT

QaAn PenarysanHa Q@opmat Burnaa Josiaka
-1.9190626999999999%¢e-001
6.1933791999999999%e -0@1
.0571493000000003e-001
.3381837999999999%¢ - 001
.3622079999999999%¢e-0a1
.1709183000000001e-001
.17222690000000050 -001
.6831778300000000e+000
.9228717000000004-001
.1242148900000000e +000
.5641797799999999% +000
.4104302000000001e-001
.2651348099999999e+000
.2017171400000000e+000
.0754298000000000e-001
.3879690999999998e - 001
.1243556000000000e - 901
-1.1615450400000000e+000
2.4128887699999999%¢+000
-2.8583792000000002¢e-001

o

| '
Nob W B R RN RN BN

Figure 2 — Example of sample vibration sensor input data

The graph is built by connecting the points (tj, f (;))
lines, which visually represents the signal as a continuous
curve. When a graph is created, it is saved as a PNG im-
age. The image is saved as a raster representation, where
each pixel contains information about the signal ampli-
tude at the corresponding time. Let’s denote the created
image as a pixel matrix I, size Hx W. The image is then
converted to an array of pixels and scaled to fit 224x224
pixels. When plotting, the dimensionality of the data is
reduced, which is due to the peculiarities of working with
images in most neural network architectures. The Mat-
plotlib library automatically scales and arranges the data
so that the plot fits into the dimensions of the generated
image. At this point, the data is compressed to 50176
points. The image is formed as a two-dimensional tensor

I'e R?2%224 The following image is then transmitted to
the input Modelg ().

The second step is to feed the resulting image I” to en-
ter the previously trained Modelg() for classification.

Modelg() with parameters 0, receives at the entrance I’
and predicts the class M, where My €[0,1] is the prob-

ability of a signal belonging to one of the classes.

At step 3, based on the forecast, a conclusion is
formed on the condition of rotating machine parts. If
M; > 0.4, the conclusion indicates that the part has a de-

fect, otherwise — without a defect. The value of 0.4 was
chosen as a threshold that balances the sensitivity and

specificity of the model, avoiding false negatives (when
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parts with defects are classified as defect-free) while min-
imizing false positives. This value was chosen empiri-
cally, taking into account the analysis of the model’s per-
formance on training and validation datasets, to ensure
reliable diagnostics and timely detection of defects. This
step also calculates the percentage accuracy of belonging
to a particular class (3), which is the output of the de-
scribed method of neural network defect detection based
on the analysis of rotating machine vibrations:

i, x100% . ?3)

To receive Modelg(), it is necessary to determine the

type and architecture of the neural network and train it on
the data set. The scheme for obtaining a typical neural
network model used for the method of neural network
defect detection, based on the analysis of rotating ma-
chine vibrations, is shown in Figure 3. This scheme illus-
trates the overall process of developing a neural network
model that can detect defects in rotating machinery by
analyzing the vibration data collected from the machines.
Figure 3 provides a clear visual representation of the typi-
cal workflow involved in creating such a model.

Input data Dataset

Step 1. Pre-processing of
dataset samples

Step 2. Selecting a neural
network

Step 3. Configuring the neural
network architecture

Processing

Step 4. Training the neural
network

Step 5. Analysis of the quality of
the neural network model

Trained neural

Output data network model for

binary classification

Figure 3 — Scheme of obtaining a typical neural network model
for the method of neural network defect detection based on the
analysis of vibrations of rotating machines

Input data to receive Modelg() there is a dataset re-

ceived for participation in the competition “All-Ukrainian
competition of young scientists in the field of intelligent
IT” (https://zp.edu.ua/vkiit/).

The first step is to preprocess the dataset. Since the
dataset contains text files with numerical values of vibra-
tion that were taken from the sensors (Figure 1) and the
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key.txt file, which is the key to which class each file with
signals from the vibration sensor belongs to, it is first
necessary to represent the values of the vibration signals
in the form I'. This is done in the same way as the trans-
formation of the input data in step 1 of the neural network
defect detection method described above for analyzing the
vibrations of rotating machines. Figure 4 shows the image
before and after preprocessing.

Original Image

Preprocessed Image

Figure 4 — Images before and after preprocessing

After converting data into images according to the
key.txt file, the images are labeled with their “no defect”
and “defect” classes. To train the neural network model,
80% of the data is selected from the dataset, and the re-
maining 20% is used to validate the model.

The second step is to select the architecture of the neu-
ral network model. In the task of classifying defects from
vibration data converted to images, the choice of neural
network architecture is important to achieve high accu-
racy. Among the various options, such as ResNet50,
VGG, Inception, MobileNet, and DenseNet [11], The
most reasonable solution is to use ResNet50. This archi-
tecture is characterized by its ability to maintain perform-
ance even with significant network depth, which is
achieved by using resistive blocks. Residual blocks avoid
the problem of gradient fading, which ensures stable
training and efficient feature extraction, even when the
data is complex or contains implicit patterns [12], as in
the case of time signals of vibration data.

In addition, ResNet50 has a relatively moderate com-
putational complexity compared to heavier models such
as DenseNet, making it more practical for applications
with limited computing resources [12]. Compared to
models designed for lower computational cost, such as
MobileNet, ResNet50 provides significantly higher accu-
racy, which is important for flaw detection where mini-
mizing false positives is important, such as in rotating
machinery. In general, thanks to the balance between ac-
curacy and efficiency, as well as the ability to highlight
complex features of the input data, ResNet50 is the opti-
mal choice for the task of classifying defects from vibra-
tion signal analysis.

The second step is to configure the parameters of the
chosen neural network architecture. First of all, the model
architecture includes the number of layers and their con-
figuration, which determines the depth and complexity of
the network. Each layer contains a certain number of neu-
rons involved in extracting features from the input data. It
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is also important to use convolutional layers, where the
size of filters is customized. For example, the classic
ResNet50 model also includes certain hyperparameters,
such as the learning rate and the number of epochs. The
learning rate determines how quickly the model adapts to
new data during training, and the number of epochs indi-
cates how many times the model will go through the en-
tire training set [13]. It is also possible to define a loss
function, in this case the loss function is a binary cross-
entropy, which allows you to measure the quality of mod-
el predictions and adjust its weights during training.

The third step involves training the neural network.
For training, 926 samples from the dataset are used. As a
result of training, a neural network model is obtained, and
then the model’s effectiveness is evaluated in step 4. To
evaluate the model’s performance, various metrics are
used, such as the confusion matrix, Accuracy, Precision,
Recall, Fl-score, and additionally, Accuracy and Loss
graphs are built [14]. If the results are unsatisfactory, you
should return to step 2. If the results of the metrics are
satisfactory, a trained model is obtained for neural net-
work defect detection based on the analysis of rotating
machine vibrations.

Thus, these steps allow you to get Modely (), for the

above method of neural network defect detection based on
the analysis of vibrations of rotating machines.

4 EXPERIMENTS

To test the described method of neural network detec-
tion of defects based on the analysis of rotating machines
vibrations, a software application has been developed that
is available for download and deployment via the link on
GitHub  (https://github.com/OlenaSobko/Sobko Dydo/).
To develop the software application and conduct experi-
mental studies, we used hardware with the following pa-
rameters:

— Intel Core i5 processor;

— the amount of RAM is 8 GB;

Software:

— Python 3.11.6 interpreter;

— Library scikit-learn 1.3.2, imbalanced-learn 0.12.4,
TensorFlow 2.14.0, Pillow (PIL) 10.1.0, NumPy 1.26.2,
Flask 3.0.3;

— Windows 10 Home version 22H2 (kernel version
10.0.19045).

The software application was developed as a web ap-
plication (Figure 5), and the interaction of its components
is shown in Figure 6.

The diagram illustrates the layout of the components
of a software application for detecting defects in rotating
machines using vibration analysis. One of the input data is
a data dataset containing vibration signals characterizing
the state of the rotating machine. This data is processed
and visualized using the Matplotlib library to create a
graphical dataset that presents visual information about
the vibrations. Next, a graphical dataset is passed to the
component and the neural network model is trained. After
that, a trained ResNet50 model is obtained, to which the
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user can provide either a graphical representation of vi-
brations from sensors or a numerical one in the form of a
text file to detect defects in rotating machines. The web
application is an “intermediary” between the user and the
neural network model, which allows to upload input data
from the user and provide a conclusion on the presence of
defects in rotating machines.

Method of Neural Network Detection of Defects
Based on the Analysis of Vibrations of Rotating

Machines

Model RESNETS0: Training Details
Select Metries to Display:
L Hivtory

Prediction Result:

-

Figure 5 — A web application for testing the method of neural
network defect detection based on the analysis of vibrations of
rotating machines

Dataset Matplotlib

Graphical dataset

ResNet50 Web application

Graphic data

(user)

Conclusion on the
presence of a defect in
rotating machines

Figure 6 — Diagram of the components of the software
application

To test the method of neural network detection of de-
fects based on the analysis of rotating machines vibra-
tions, a neural network model based on ResNet50 was
obtained according to the steps of Figure 3, the architec-
ture of which is shown in Figure 7.
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The input is a 224x224 image with three channels
corresponding to RGB color components. The first layer
is the input layer, which accepts data in the format
(None,224,224.3), where None indicates the size of the
packet.

The next component is the ResNet50 kernel, which
consists of pre-trained deep neural network layers. This
part of the network converts input images into high-level
features, and its output tensor has the dimension
(None,7,7,2048), where 2048 is the number of extracted
features. After that, a global feature averaging layer is
applied (GlobalAveragePooling2D), which aggregates
features from the entire field of view, reducing the
dimensionality to (None,2048), which reduces the amount
of data and avoids overtraining by keeping only the key
generalized characteristics.

Next, two Dense layers are added to perform
classification functions. The first dense layer with 256
neurons takes an input of 2048 features and performs a
linear transformation with nonlinear activation, which
helps to extract and classify relevant defect features. The
last dense layer contains only one neuron with an
activation function, which allows for the final binary
classification that determines the presence or absence of a
defect in the system.

resnet30_mput [ wmput: | [(None, 224, 224, 3)]

InputLayer | oufput: | [(None, 224, 224, 3)]
resnets0 mput: | (None, 224, 224, 3)
Functional | output: | (None, 7, 7, 2048)

l

mput:
output:

l

mput:

global_average pooling2d
GlobalAveragePooling2D

(None, 7, 7, 2048)
(None, 2048)

(None, 2048)
(None, 256)

dense

Denge | output:

l

mput:

denge 1 (None, 256)

(None, 1)

Figure 7 — Architecture of the resulting neural network model
based on ResNet50

Dense | output:

As for the dataset used for testing, in this case, ran-
domly by means of scikit-learn (https:/scikit-
learn.org/stable/) 926 samples were selected for training,
of which 689 were “without defect”, and 237 were “with
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defect” and 232 for validation, of which 176 were “with-
out defect” and 56 were “with defect”.

To study the effectiveness of the proposed method, the
following steps should be taken:

1. Build Accuracy and Loss graphs.

2. Build the entanglement matrix.

3. Calculate metrics Accuracy, Precision, Recall, F1-
score.

4. Conduct a cross-validation test to assess the accu-
racy of the obtained neural network model.

The results of the study are presented below in
Section 5.

5 RESULTS

The Accuracy and Loss graphs, presented in Figure 8
below, serve as fundamental tools for assessing the per-
formance of a machine learning model throughout the
training process. These graphs offer a detailed and dy-
namic representation of the model’s progression as it
learns from the training data over successive epochs. By
tracking the changes in accuracy and loss values during
training, they provide insights into the effectiveness of the
model’s learning process, the behavior of the optimization
algorithm, and the ability of the model to generalize its
learned patterns to unseen data.

Training and Validation Accuracy

1.00
0.99 -
>
v
£ 0.98 -
o
kS
0.97 4
—— Train Accuracy
0.96 1 Validation Accuracy
0 2 4 6 8 10
Epochs
Training and Validation Loss
0.175 4 —— Train Loss
Validation Loss
0.150 4
0.125 A
0.100 4
2
Q
= 0,075 4
0.050 4
0.025 4
0.000 4 A —
0 2 a4 6 8 10
_Epochs
Figure 8 — Graphs of accuracy and losses of the neural network
model based on ResNet50
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Next, we constructed a confusion matrix for the vali-
dation data, which is shown on Figure 9.

As a result, the model received the following metric
values: Accuracy 1.0, Precision 1.0, Recall 1.0, F1-Score
1.0.

160

140

120

- 80

True label

60

F20

0 1
Predicted label
Figure 9 — Confusion matrix for validation data

The next step is cross-validation. Cross-validation is a
method of assessing the accuracy of machine learning
models by dividing data into several parts, or folds. In the
classical case, for example, in k-fold cross-validation, the
dataset is divided into k equal parts. The model is trained
on k-1 parts of the data and then tested on the remaining
part. This process is repeated k times, each time using a
different fold for validation and the rest for training. After
that, the results of each cycle are averaged to get an over-
all assessment of the model’s performance [15]. The re-
sults of such cross-validation for the ResNet50 neural
network model are shown in Table 1.

Table 1 — Metrics results for different folds

Fold Accuracy | Precision | Recall F1 Score
1 0.9855 0.9773 0.9806 0.9855
2 0.9982 0.9974 0.9913 0.9943
3 0.9986 0.9999 0.9913 0.9955
4 0.9838 0.9828 0.9896 0.9791
5 0.9887 0.9870 0.9851 0.9861
6 0.9904 0.9971 0.9988 0.9980
7 0.9841 0.9918 0.9894 0.9840
8 0.9986 0.9960 0.9985 0.9972
9 0.9886 0.9876 0.9844 0.9823
10 0.9945 0.9943 0.9981 0.9962

The average values of five fouls are Accuracy 0.9911,
Precision 0.9911, Recall 0.9907, F1-Score 0.9898, and the
deviations from the initially calculated metric values are
obtained: Accuracy 0.0089, Precision 0.0089, Recall
0.0093, F1-Score 0.0102.

Compared to the works considered [8, 9, 10] in Sec-
tion 2, the trained neural network model for the method of
neural network detection of defects based on the analysis
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of rotating machines vibrations received a higher accu-
racy rate of 99.11% than in the cited works (Accuracy
rates 97.11%, 95%, 99%).

Further, in Section 6, we discuss the results of evaluat-
ing the effectiveness of the obtained neural network mod-
el for testing the method of neural network defect detec-
tion based on the analysis of rotating machines’ vibra-
tions.

6 DISCUSSION

The accuracy and loss plots in Figure 8 show that the
model’s accuracy increases rapidly and reaches 1.0 al-
ready at the initial epochs. The accuracy on the training
and validation sets is almost identical, which indicates
that they are consistent. The losses decrease quite quickly,
reaching very low values after a few epochs. The differ-
ence between the losses on the training and validation sets
is insignificant, indicating that the model does not over-
learn.

The resulting confusion matrix demonstrates that the
model achieved perfect results on the validation data, as
all model predictions are correct. The model classified
173 samples as class “0”, i.e. without defects and 59 sam-
ples as a class “1”, i.e. with defects, without making a
single error. All model quality indicators, including Accu-
racy, Precision, Recall, and F1-Score, have a value of 1.0,
which indicates no false positives and full coverage of
both classes. This indicates the perfect ability of the mod-
el to distinguish between classes on the validation data,
i.e., it not only correctly predicts class membership, but
also does not allow false classifications, fully covering
both classes.

To confirm the model’s effectiveness, a cross-
validation was conducted to ensure that the high perform-
ance was the result of a good generalization and not a
coincidence. The results of the cross-validation demon-
strate the model’s consistently high performance across
all key metrics in each of the five folds. Accuracy in all
folds ranges from 0.9838 to 0.9887, indicating a high
generalization ability of the model. Similarly, Precision,
Recall, and F1 Score in each fold are close to 1.0, which
confirms the absence of a significant number of false
positives and false negatives.

The average metric values for the five folds are: Accu-
racy — 0.98614, Precision — 0.9853, Recall — 0.98582, and
F1-Score — 0.9834, which once again confirms the overall
reliability and efficiency of the model. A small deviation
of the metrics from the initially selected values indicates
the stability of the model, since these deviations are min-
imal and do not significantly affect its overall perform-
ance.

Thus, the neural network model obtained as a result of
the experimental study is focused on detecting defects by
analyzing the vibrations of rotating machines without
preliminary noise removal. The ResNet50 base model is
responsible for extracting high-level features, which
allows the neural network to learn with a high level of
detail. The use of a global feature averaging layer reduces

the number of parameters, which reduces the risk of
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overfitting, allowing for better generalization of
information. Due to the sequence of dense layers at the
output, the network is able to convert the selected features
into a binary decision (for example, the presence or
absence of a defect), which is the result of the task. The
above is confirmed by an experiment to study the
effectiveness of the resulting model.

The study demonstrates that the proposed method of
neural network defect detection based on the analysis of
vibrations of rotating machines allowed us to create a
neural network model as a result of the experiment, which
achieved high accuracy and consistency between training
and validation data, as evidenced by higher Accuracy,
Precision, Recall, F1-Score indicators compared to [8, 9]
and [10].

CONCLUSIONS

The paper solves an urgent problem of neural network
defect detection based on the analysis of rotating machine
vibrations.

The scientific novelty is to develop a method of neu-
ral network detection of defects by analyzing the vibra-
tions of rotating machines based on the ResNet50 neural
network model, which achieves high results of accuracy
of defect detection by analyzing the vibrations of rotating
machines. A distinctive feature of the method is that it
does not require preliminary cleaning of vibration signals
from noise, which is achieved by adjusting the parameters
of the neural network architecture.

The practical significance the results obtained indi-
cate that the method proposed in this work and the devel-
oped software can be used to detect defects by analyzing
the vibrations of rotating machines, since it showed high
performance on the proposed dataset.

Prospects for further research is to test the resulting
neural network model on larger data sets.

ACKNOWLEDGEMENTS
The paper was prepared within the framework of the
All-Ukrainian hackathon competition for young scientists
in the field of intellectual information technologies in
2024 at Zaporizhzhia National Technical University. We
are grateful to the organizers of the hackathon for provid-
ing the data set for testing the proposed method.

REFERENCES

1. Maurya M., Panigrahi 1., Dash D., Malla C. Intelligent fault
diagnostic system for rotating machinery based on IoT with
cloud computing and artificial intelligence techniques: a re-
view, Soft Computing, 2023, Vol. 28, No. 1, pp. 477-494.
DOI: 10.1007/s00500-023-08255-0.

2. Shaalan A. A., Mefteh W., Frihida A. M. Review on deep
learning classifiers for faults diagnosis of rotating industrial
machinery, Service Oriented Computing and Applications,
2024, pp. 1-19. DOI: 10.1007/s11761-024-00418-7.

3. Souza R. M., Nascimento E. G., Miranda U. A., Silva W. J.,
Lepikson H. A. Deep learning for diagnosis and classifica-
tion of faults in industrial rotating machinery, Computers &
Industrial Engineering, 2021, Vol. 153, P. 107060. DOI:
10.1016/j.cie.2020.107060.

OPEN a ACCESS




p-ISSN 1607-3274 Pagioenexrponika, inpopmaTuka, ynpasminss. 2025. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

4. Yadav E., Chawla V. K. Role and Significance of Defect Systems and Emerging Technologies (SMARTTECH), Ri-
Detection Methods for Rotating Machines: An Explicit Lit- yadh, Saudi Arabia, 2020, pp. 89-93. DOLI
erature Review, Journal of The Institution of Engineers (In- 10.1109/SMART-TECH49988.2020.00034.
dia): Series C, 2024, pp. 1-18. DOIL: 10.1007/s40032-024-  11. MobileNet vs ResNet50 — Two CNN Transfer Learning
01109-0. Light Frameworks, Analytics India Magazine. [Electronic

5. Tama B. A., Vania M., Lee S., Lim S. Recent advances in resource]. — Access mode: https://analyticsindiamag.com/ai-
the application of deep learning for fault diagnosis of rotat- mysteries/mobilenet-vs-resnet50-two-cnn-transfer-learning-
ing machinery using vibration signals, Artificial Intelligence light-frameworks.

Review, 2023, Vol. 56, No. 5, pp. 4667-4709. DOIL:  12. Tchatchoua P., Graton G., Ouladsine M., Christaud J. F.
10.1007/s10462-022-10293-3. Application of 1D ResNet for Multivariate Fault Detection

6. Kafeel A., Aziz S., Awais M., Khan M. A., Afaq K., Idris S. on Semiconductor Manufacturing Equipment, Sensors,
A., Mostafa S. M. An expert system for rotating machine 2023, Vol. 23, No. 22, P. 9099. DOI: 10.3390/523229099.
fault detection using vibration signal analysis, Sensors, 13. Improving the performance of ResNet50 Graffiti Image
2021, Vol. 21, No. 22, p. 7587. DOI: 10.3390/s21227587. Classifier with Hyperparameter Tuning in Keras, Towards

7. Mian T., Choudhary A., Fatima S., Panigrahi B. K. Artificial Data Science. [Electronic resource]. — Access mode:
intelligence of things based approach for anomaly detection https://towardsdatascience.com/improving-the-performance-
in rotating machines, Computers and Electrical Engineer- of-resnet50-graffiti-image-classifier-with-hyperparameter-
ing, 2023, Vol. 109, P. 108760. DOI: tuning-in-keras-dbb59f43c6£7.
10.1016/j.compeleceng.2023.108760. 14. Slobodzian V., Molchanova M., Kovalchuk O., Sobko O.,

8. Ong P, Tan Y. K., Lai K. H., Sia C. K. A deep convolu- Mazurets O., Barmak O., Krak I. An Approach Based on the
tional neural network for vibration-based health-monitoring Visualization Model for the Ukrainian Web Content Classi-
of rotating machinery, Decision Analytics Journal, 2023, fication, 2022 12th International Conference on Advanced
Vol. 7, p. 100219. DOI: 10.1016/j.dajour.2023.100219. Computer Information Technologies (ACIT), 2022, pp. 400—

9. Zhen J. Rotating Machinery Fault Diagnosis Based on 405. DOI: 10.1109/ACIT54803.2022.9913162.

Adaptive Vibration Signal Processing under Safety Envi-  15. Bates S., Hastie T., Tibshirani R. Cross-validation: what
ronment Conditions, Mathematical Problems in Engineer- does it estimate and how well does it do it?, Journal of the
ing, 2022, Vol. 2022, No. 1, P. 1543625. DOLI American Statistical Association, 2024, Vol. 119, No. 546,
10.1155/2022/1543625. pp. 1434-1445. DOI: 10.1080/01621459.2023.2197686.

10. Aziz S., Ahmed M., Abbas 1., Naqvi S. Z. H., Khan M. U. Received 16.12.2024.
Vibration Signal Analysis Towards Early Detection of Ma- Accepted 04.02.2025.
chine Faults, 2020 First International Conference of Smart

VK 004.8

METO/J HEHPOMEPEXXEBOI BUSABJIEHHSI JE®EKTIB HA OCHOBI AHAJII3Y BIBPAIIIIL OBEPTOBUX
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AHOTAULIA

AKTyasnbHicTB. Y po0OTI NPONOHYEThCS BUPIMICHHS aKTyalbHOI IpoOieMu BUSBICHHS JedekTiB oONamHaHHS 3a aHAi30M
BiOpaniii o6eproBux mammH. O0’€KTOM IOCHIIKEHHS € IpOoIec BHABICHHS NedekTiB 3a aHaui3oM BiOpariifi 06epTOBHX MAaIIWH.
IIpenmeroM TOCTIIKCHHS € METO/IM IITYYHOTO IHTESICKTY JUTS BUSIBICHHS Ae(EKTIB 3a aHAIi30M BiOpalliii 00epTOBUX MAIHH.

Merta podotu. [TinBUIIeHHS TOYHOCT] BUSBIICHHS e(eKTIiB 3a aHaIi30M BiOpamniii 00epTOBMX MAIIMH IUIIXOM CTBOPEHHS METO-
NIy HeHpOMepeKeBOro BHUsBICHHS NeeKTiB 3a aHanizoM BiOpauiii 060epTOBUX MAIIMH Ta BiANOBIAHOI HEeHpoMepeKeBOi MO, sKa
31aTHa BUABIATH Ae(deKTH 3a aHayli3oM BiOpaliii o0epToBHX MallMH 0e3 MONMepeHbOr0 BUAAJICHHS LIYMIB 3 METOI 30epeKeHHs
BXTUBHUX O3HAK JUTA TOYHINIOT Kiacuikarii.

MeTtoa. 3ampomoHOBaHO METOJ HeifpoMepexeBoi BUABICHHS NS(EKTIB Ha OCHOBI aHami3y BiOpaliii 00epTOBHX MAIlWH, SKHN
3J1aTeH 3a BXIAHMUMH JaHUMHU BiOpamili 3 BUKOHAHHSM IIONIepeHb0I 00poOKH, a caMe CTBOPEHHS JBOBHMIPHOTO 4aCOBO-4aCTOTHOTO
300pa-KeHHs, 3p00UTH MPOTHO3 100 HAIBHOCTI UM BiCYTHOCTI AedekTy. MeTo BiApi3HAEThCS BiJ] ICHYIOUHX THM, IO aHANII3 Ha
nedexTr MpoBOANTECS 0e3 BHIaJICHHS IIyMiB 3a paXyHOK TOHKOI'O HaJlalITyBaHHs MapaMeTpiB MOJEI.

Pe3yabTaTn. 3anpornoHoBaHUi y poOOTI METO HEHPOMEPEIKeBOI BUSBJICHHS Ne(EKTIB HA OCHOBI aHAi3y BiOpalliii 00epTOBUX
MalllMH peaji30BaHO y BUMIIAI Be03aCTOCYHKY Ta IPOBEICHO JOCITIDKEHHS e(EeKTUBHOCTI HEHpOMEpeKeBOl MoJelli, OTpUMaHOl
IIUIIXOM BUKOHAHHS KPOKIiB METOLY.

BucHoBku. Pe3ynbraTti JOCITIIKEHHS NOKa3yI0Th, 110 MOJENb JIOCATIIa BUCOKOT TOYHOCTI Ta y3rO/DKEHOCTI MiX TPEHYBaJIbHUMHU
Ta BTJaliHHUMHU JAaHUMH, IO HiATBEPIKYEThCS BUCOKUMH 3HAYCHHSIMH TaKHX TOKa3HUKIB, sk Accuracy = 1.0, Precision = 1.0,
Recall = 1.0 1 F1-Score = 1.0 Ha BamiganiifHoMy Ha0Opi JAaHHX, a TaKOX MiHIMaJIbHUMH BTpaTamHd. [IpoBemeHa Kpoc-Baiigamis
MiATBEepIa CTaOLIEHY e(eKTUBHICTh MOJIEN, IIPOAEMOHCTPYBABIIH BHCOKI YCEpPEAHCHI METPHKH Ta HE3HAUHI BIIXWIEHHS BiJ OT-
puMaHuX MeTpHK. TakuM YMHOM, HeHpoMepekeBa MOJENb BUSBISIE Ae(EeKTH 00EPTOBUX MAIIMH 3 BHCOKOIO €(EKTHBHICTIO HaBITh
0e3 OuHINCHHS BiOpaIlifHUX CUTHAMIB BiJ 1rymiB. [IepcrieKTUBH MOJANBINNX AOCIIIKCHD MOJIATAI0Th B anpo0allii OMUCaHOro MEeToia
Ta OTPUMAaHOI HeHpPOMepeKeBOI MOJIeNTi Ha OLIBIINX HAOOpax AaHHX.

KJUIFOYOBI CJIOBA: nedexru, anainis, Biopaiii, 06eprosi Mainunu, Helipomepexka, ResNet50.
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ABSTRACT

Context. Modern technical objects (in particular vehicles) are extremely complex and place high demands on reliability. This re-
quires automation of condition monitoring and fault diagnosis of objects and their components. The predictive maintenance improves
operational readiness of technical objects. The object of study is a technical object health and usage monitoring process. The subject
of study is a methods of computational intelligence for data-driven model building and related data processing tasks for health and
usage monitoring system.

Objective. The purpose of the work is to formulate data processing problems, to form a data set for data-driven model building
and construct simple method for automatic diagnostic model building on example of helicopter health and usage monitoring system.

Method. The method is proposed for the mapping of multidimensional data into a two-dimensional space preserving local prop-
erties of class separation, allowing for the visualization of multidimensional data and the production of simple diagnostic models for
the automatic classification of diagnostic objects. The proposed method allows obtaining highly accurate diagnostic model with small
training samples, provided that the frequency of classes in the samples is preserved. A method for synthesizing diagnostic models
based on a two-layer feed-forward neural network is also proposed, which allows obtaining models in a non-iterative mode.

Results. A sample of observations of the state of helicopter gears was obtained, which can be used to compare data-driven diag-
nostic methods and data processing methods that solve the problems of data dimensionality reduction. The Software has been devel-
oped that allows displaying a sample from a multidimensional to a two-dimensional space, which makes it possible to visualize data
and reduces the dimensionality of the data. Diagnostic models have been obtained that allow automating the decision-making process
on whether the diagnosed object (helicopter gear) belongs to one of two classes of states.

Conclusions. The results of conducted experiments allow to conclude that the proposed method provides a significant reduction
in the data dimensionality (in particular, for the considered problem of constructing a model for helicopter gear diagnosis, it reduces
the data dimensionality due to the compression of features by 46876 times). As the results of the conducted experiments for ran-
domly selected instances in a two-dimensional system of artificial features obtained on the basis of the proposed method showed a
significant reduction of the sample for individual tasks may allow to provide acceptable accuracy. And taking into account individual
estimates of the instance significance will allow, even for small samples, to ensure the topological representativeness of the formed
sample in relation to the original sample.

The prospects for further research are to compare methods for constructing data-driven models, as well as methods for reducing
the dimensionality of data based on the proposed sample. Additionally, it may be of interest to study a possible combination of the
proposed method with methods for sample forming using metrics of the value of instances.

KEYWORDS: data-driven diagnosis, health and usage monitoring system, data dimensionality reduction, classification.

ABBREVIATIONS d(a, b) is a distance between points « and b;

DM is a diagnostic model; E is a model error function;

HUMS is a Health and Usage Monitoring System; fs a criterion (goal function);

MAE is a mean absolute error; F() is a diagnostic (recognition) model structure;

MSE is a mean squared error; F1s an i-th model structure;

SSE is a sum squared error. ) is a user criterion characterizing the argument qual-

ity relatively to the problem being solved,
NOMENCLATURE Jj is a feature number;

1 is a neural network layer number; K is a number of classes;

y™ is an activation function of i-th neuron of n-th M is a number of layers in neural network;
layer; N is a number of input features;

(p(”’i’ is a weight (postsynaptic) function of i-th neuron N'is a number of features in a reduced set (subsam-
of n-th layer; ple); . .

[ ]is a designation of a non-obligatory parameter; N, is a number of neurons in the n-th layer of neural

< > is a designation of a tuple; network;

C is a center relative to which the distance is deter- opt is an optimal (desired or acceptable) value of the
mined from the instances: functional f{) for the problem being solved,

C' is a sample center;’ Prorect 1s a correct decision making probability;

C™ is an average between class centers; Pincorrect 18 an incorrect decision making probability;

C is a g-th class center; Pincorect west 1S @ incorrect decision making probability

C% is a value of j-th coordinate (feature) of the g-th for a test set;
class center;
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Pincorrect train 18 @ Incorrect decision making probability
for a training set;

q is a class number;

S is a number of instances in the original sample;

s 18 an instance number;

S’is a number of precedents (examples) in a reduced
sample (subsample);

S is a number of exemplars of a sample belonging to
the g-th class;

Stest 1 @ volume of a test set;

Sirain 1S @ volume of a training set;

w is a set of controlled (adjusted) parameters of a
model;

w' is a set of controlled (adjusted) parameters of a re-
duced model;

w ™ is a value of j-th adjustable parameter (or weight)
of j-th input of i-th node of n-th layer of a neural network;

w™ is a set adjustable parameters (or weights) of i-th
node of n-th layer of a neural network;

x'is a input features of reduced set of instances or fea-
tures;

x is a set of instances (examples, cases);

x; is a j-th input feature;

x';1s a j-th input feature is a reduced set;

X’ is an s-th instance of a sample;

x’; is a value of j-th input (descriptive) feature of s-th
instance;

xj(“"i) is a j-th input value of i-th neuron of n-th layer of
a neural network;

y is a set of values of output feature;

y' is an output feature for reduced set of instances;

' is a value of an output feature for s-th instance x’;

y*" is a calculated output feature value for the s-th in-
stance on the model output;

»; is a value of i-th output feature of s-th instance;

y("’i) is an output value of i-th neuron of n-th layer of a

neural network.

INTRODUCTION

Modern technical objects (in particular vehicles) are
extremely complex and place high demands on reliability.
This requires automation of condition monitoring and
fault diagnosis of objects and their components. The pre-
dictive maintenance improves operational readiness of
technical objects [1, 2].

The object of study is a technical object health and
usage monitoring process.

The process of technical object health and usage
monitoring involves measuring equipment characteristics,
processing measurement data and determining the equip-
ment state [3]. This may be provided by the HUMS,
which is a sensor-based system that measure the health
and performance of mission-critical components in diag-
nosed objects. It provides actionable information so that
maintainers can make data-informed decisions [1].

The HUMS are widely used for condition monitoring
of rotating equipment such as helicopters trucks or power
plants. Typically, for vehicles the sensors placed on the

© Subbotin S. A., Bechhoefer E., 2025
DOI 10.15588/1607-3274-2025-1-11

equipment such as the transmission or the engine and then
vibration measured and used to determine the state of the
equipment or it’s details [2].

The HUMS for helicopters may provide such benefits
as: reduction in inspection times, unneeded maintenance,
unscheduled and scheduled maintenance, unscheduled
flight cancellation, test flights, vibration related wear
damage and avionics removals, and increasing in safety,
sense of safety, performance, mission, confidence, ease of
troubleshooting, and morale [4].

The basis for automation of decision making in
HUMS is the use of DM. The DM is a formalized descrip-
tion of diagnosing object required to solve the problems
of diagnosis [3, 5].

To build diagnostic systems (particularly HUMS), it is
possible to use the paradigms of model-based diagnosis
(requires the presence of an analytical or physical model
of the diagnosed object) [5] or data-driven diagnosis
(based on the Al-model created on the set of observa-
tions) [6, 7].

Since vehicles are extremely complex systems that
operate in changing conditions of an aggressive environ-
ment and are characterized by variability, the creating
accurate analytical (physical) models for them is an ex-
tremely complex task. Therefore, in practice, the use of
data-driven diagnosis methods is more convenient.

The subject of study is a methods of computational
intelligence for data-driven model building and related
data processing tasks for HUMS.

Model building based on computational intelligence
[7] requires the availability of a sample of observations
containing instances (cases, exemplars) of good and de-
fective items or details.

The equipment faults are relatively rare in a practice.
So the class-imbalanced training dataset should be used to
train the model for fault detection.

The purpose of the work is to formulate data proc-
essing problems, to form a data set for data-driven model
building and construct simple method for automatic DM
building on example of helicopter HUMS.

1 PROBLEM STATEMENT

The instance (case, exemplar) is a set of data that de-
scribes the observation of an object (process) at a particu-
lar point in time. Instances are characterized by the values
of features (attributes, properties).

The training sample is a sample on the basis of which
the DM is built. The test sample is a sample used to test
the performance of the DM.

The input data for DM building is a training sample
<x, y> characterized by N features set {x;},j=1,2, ..., N,
consisting of § instances (examples, cases): x= {x'},
s=1,2, .., 8, each of which described by the feature val-
ues x'={x";}, where x; is a value of j-th input (descriptive)
feature of s-th instance, y={)"'} is a set of values of output
feature, where )’ is a value of an output feature for s-th
instance [7, 8].

The problem of dependency approximation: given:
recognized instance x°, model of the dependence y=f(x),
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find: )" the estimated value of output feature for x°. If the
output variable is continuous then the problem of depend-
ency approximation is a output real value estimation (re-
gression). If the output variable is discrete then the prob-
lem of dependency approximation is a classification (pat-
tern recognition).

During the process of DM building we typically need
to address some of the following problems.

The problem of feature selection [9]: given: <x, y>,
find: <x', y>, x' € {x;}, N<N, §'=8, A<x', y>, <x,y>)—opt.

The feature extraction problem (construction of artifi-
cial features): given: <x, y>, find: <x', y>, x={x"},
x,i = F,({x,}), S’:S:f(<x,’ y>9 <x9 y>) - Opt'

The instance selection problem [9]: given: <x, y>,
find: <x’, y'>, x'€ {x'}, y={x’ €x'}, §'<S, N'=N, fi<x’,
y'>, <x, y>) — opt.

The problem of DM synthesis (model building) [8]:
given: <x, y>, find: <F(), w>: y*" = F(w, x°), AF(), w,
<x, y>) — opt.

Particularly, for the case of feed-forward neural or in-
tegrated feed-forward neuro-fuzzy network basis the

<F(), w> defined as <M, {N,}, { ™) (™)) 1> and de-

scribed by the yf = pMD (G MLD WD sy
=12, Ny, W = 10y O =y = N =N,

j7
A =%, i=1,2,0, N,y =120 M, j=1,2,0 N,

Here {V(Tl,i) :W(Tl,l')((p(ﬂ,i))} and w= {W(n,i)} - {Wg_ﬂ,i)} are

structural blocks and parameters of DM based on neural
network, respectively.

The problem of DM simplification: given: [<x, y>],
<F(), w>, find: <F'(), w™>: A<F(O)w>, <FO)w>,
[<x, y>])— opt.

The problem of DM additional training: given:
<x',y™>, <x, y>, <F(), w>, find: <F'),w™>: A<F'(), w™>,
<F(), w>,<x', y*>, <x, y>) — opt.

For each problem considered above, it is possible to
use a wide range of criteria for DM quality (performance)
estimation [10, 11].However, in practice, criterion f usu-
ally defined on the base of model error function E.

In general case (for discrete and continuous outputs) we
can use:

— MSE:
1 S S
E=Ly (v -re)f
Ss:l
—SSE:
S
E=} (ys —F(xs))2 ;
s=1
— MAE:

1 S

E-<3

s=1

ys _F(xs) )
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In case of discrete output feature we can use an error
formula:

S
E=Y{1]y* # F(x*)} - min.

s=1

For binary and discrete output features we can com-
pute the probability estimates of decisions:

— of incorrect decision making: Pjcorrect = E/S;

— of correct decision making: Peorect = 1 — Pincorrect-

2 REVIEW OF THE LITERATURE

The generalized system of technical diagnostics (in
particular, HUMS) [1, 5, 6] is shown on the Fig. 1.

The signals from the diagnosed object are measured
by the measurement devices and transformed into data in
the computer memory through the input devices.

For example, in the tasks of diagnosing helicopter
gears, the data set of observations is a large vibration data
set.

The signal processing is performed and object’s state
is determined.

There are two main paradigms for the object’s state
determination. They are model-based diagnosis [5] and
data-driven diagnosis [6].

Since the analytical (physical) model of the diagnosed
object state is absent in many practical cases or is not
enough accurate due to the lack of expert knowledge, the
data-driven diagnostics [6] has become widely used in
practice. It is used a sample of observations and based on
constructing a model of diagnosed object state using ma-
chine learning methods and models (statistical [12], metric
[13], soft computing [14, 15], logical [16], rule-based [17],
and others). A comparative characteristics description of
machine learning methods for constructing data-driven
diagnostic models is given in Table 1. Here, for each com-
parison criterion, cells with the best content are highlighted
with a green background, cells with the worst content are
highlighted with a red background, and cells with average
content are highlighted with a yellow background.

As can be seen from Table 1, there is no group of
data-driven methods that would be the best by all criteria.
Therefore, for each specific task, based on its characteris-
tics and available resources, it is necessary to specifically
solve the problem of selecting applicable methods, as well
as the problem of choosing the best method among them.

Additionally, the optimization methods (hybrid, ge-
netic [18], swarm [19], classic direct search and gradient
methods [20]) have particular interest for different ma-
chine learning problems. These methods have a strong
impact on the speed and accuracy of problem solving in
the process of constructing a diagnostic model.

A significant impact on simplifying and accelerating
the process of diagnostic model constructing, as well as
reducing the complexity of the model and increasing its
interpretability can be exerted by methods of data dimen-
sionality reduction [21] applied to the sample before the

model constructing.
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Methods of data dimensionality reduction include
methods of the in formativeness estimation and select-
ing informative features (feature selection) [22, 23],
methods of artificial features forming (feature extrac-
tion) [24, 25] including locality-sensitive hashing [26,
27], significance estimation and selection of instances
(sample forming) [28, 29]. In addition, methods of
digital processing and signal analysis (Fourier and
wavelet transformation, statistical, spectral, cepstral
analysis, etc.) [30-33] can be used to reduce the di-
mensionality of data.

Information about the structure of samples, useful
for constructing models and solving related problems,
can be provided by cluster analysis methods [34]. Clus-
ter analysis or clustering is the task of grouping a set of
objects (instances) in such a way that objects in the
same group (called a cluster) are more similar (in some
sense) to each other than to those in other groups (clus-
ters).

Additional information can also be provided by
data mapping and visualization methods. Known data
visualization methods [35] seem to be extremely com-
putationally complex and their application to large vol-
umes of data can be difficult.

This paper considers the problem of creating a sim-
ple heuristic method for data mapping and visualiza-
tion, data dimensionality reduction and DM building,
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Recommendations,

Figure 1 — Schema of ge-r-lerallzed system of technical diagnostics

that does not require solving optimization problems and
complex calculations.

3 MATERIALS AND METHODS

Since generally the data sample is multidimensional and
the number of features is much greater than three, its visu-
alization is an extremely difficult task. The use of various
data transformation methods will also require extremely
large computational resources. And the process of building a
model will also be extremely resource-intensive.

Therefore, it is proposed to use a combined approach to
solving the problem, combining a simple transformation of
data from a multidimensional space to a two-dimensional
one, which will allow, on the one hand, to visualize a data
sample, and, on the other hand, will significantly reduce the
dimensionality of the data and will significantly simplify and
speed up the process of building diagnostic models, as well
as reduce their complexity and the number of adjustable
parameters. The model simplifying will also improve their
interpretability and generalizing properties.

Let consider a heuristic approach that involves mapping
the sample from the original space of N features into a two-
dimensional space of artificial features. These features will
essentially be similar to locality-sensitive hashes defined
without solving the optimization problem, based on the hy-
pothesis of compactness of the arrangement of classes.
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Table 1 — Comparative characteristics of the groups of data-driven methods of diagnosis

Separation Based on soft computing Based on as-
in the sumption of Rule-based
Group of methods Statistical Metrical | Neural |Neuro-fuzzy|Fuzzy mod- ption o Logical expert
feature class of decision
networks | networks els systems

space functions

Input data required for
IDM synthesis:

| training set

- human expert knowl-
edge

|- model architecture

I other

Specific requirements to
the task

The requirement for
compactness of classes
IProcessing of complex
symbolic data
|Applicability to large-
scale feature space prob-
lems
|Applicability poorly
studied subject areas
Interoperability of DM
|Automatic generalization|
of data
The level of automation
of DM building
|Adaptiveness
The need for a large
amount of observations
The computational com-
lexity of DM building
The use of local searc
in the DM construction

For the given training sample <x, y>, where y € {0, 1},
find coordinates of class centers (etalons as averaged in-
stances representing corresponding classes):

13 — as a cosine of angle between vectors:
Cl=—> {51y =q,j=1,2,..,N,¢q=0,1,
J Sq o J

NN
PIPIE= Cj
i=1j=1

N N N N :
JZZX?X}JZZC,-C,-

i=1j=1 i=1 j=1

as well as the sum by the coordinates: d’(x*,C) =

13 ,
(o =Ez{xj-}, j=1,2,.,N,
s=l1 Here as C we conventionally note the center relative to
which the distance is determined.

and the average of the class centers: There are many other methods of determining dis-
tances that can be used.

avg C? + C}- L Map the sample {<{x";}, )’ >} to the tow-dimensional

o =T: J=1L2, ., N coordinate system: {<d&*(C"), d'(CY), y*>}, where )" used

as class label to marking instances.

Such a two-dimensional coordinate system will allow
to visualize data sample and to estimate complexity of a
problem.

If the separation of classes in a two-dimensional coor-
dinate system be close to linear, then it seems possible to

For each s-th instance of a sample, s = 1, 2, ..., S, de-
termine the distance from it to the sample center C* or to
the center of each class CY, ¢=0, 1, or to the average of
class centers:

— as an Euclidean distance:
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use a modification of the metric classification method
based on class centers.

The basic metric classification method assumes that at
the training stage, class centers are defined in the system
of original features as average coordinates of instances of
the corresponding classes, and at the recognition stage,
the recognized instance is assigned to the class whose
distance to the corresponding class center from the given
instance is the smallest.

Unlike the basic method, the initial set of features
(signal acquisitions) is proposed to be replaced by dis-
tances in a two-dimensional coordinate system. This will
significantly reduce the dimensionality of the data set, as
well as make the model extremely simple.

The modified metric classification method can be
formulated as such set of stages.

Phase of model training.

Stage 1. Initialization. Give a training data set <x, y>
in original N-dimensional set of features. Specify the
method of C and d computing.

Step 2. Model Building. Using given data set <x, y>
compute class centers {C?} as a DM parameters.

Phase of recognition.

Stage 1. Initialization. Give data set <x, y> in original
N-dimensional set of features and. Provide DM parame-
ters (C coordinates) and d computing method.

Stage 2. Data Mapping. Using specified method of C
computing map the sample {<{x";}, y™>} to the two-
dimensional coordinate system: {<d’(C), &*(CY), y*>}.

Step 3. Decision Making. For each recognized in-
stance x* the decision on it’s classifying can be computed
using the formula:

¥ =argmin(d® (x*,CP),d* (x*,C%))
p-q

or the same in other form:
V= {pld(,CP) < d (6", ¢

Such idea may be used also for a feed-forward neural
network building. Simple shallow two-layer feed-forward
neural network (Fig. 2) [36] may be constructed and
trained in a non-iterative mode using following method.

Figure 2 — Schema of the two-layer
feed-forward neural network
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The network input is a set of original N features {x;}.
Each i-th neuron of a n-th layer of a network perform

computation: y(™) =y (M)

The first hidden layer of a network is represented by
two neurons mapping instances from the original feature
space to the two dimensional space. Each neuron has dis-
criminative (postsynaptic) function Euclidean distance:

N 4
o1 =Dy —wih? L i= 12,
=

and transfer (activation) function Gaussian:
L), 2 2
v (a?) = exp(-a®),

or sigmoid:

D (gy =1
V@) 1+exp(—a)’
or pure linear:
v @)=a

First neuron compute distance from the recognized
object to the C” and the second neuron computes distance
to the C'. So weights of first neuron will be equal to the
values of C” coordinates, and the second neuron weights
will be equal to the values of C' coordinates:

Wi =C, j=1,2,., N3i=1,2.

The second layer of a network contains one neuron,
which separates classes in a two-dimensional space of
distance coordinates. This neuron use weighted sum as
discriminative (postsynaptic) function:

2 .
2D = 2D 4 32Dy
=
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and hard-lim (Heaviside step) function as a transfer func-
tion:

0,a <0;
(2,1) _ ) )
Vi@ {l,a >0,

or as a sigmoid function:

1

@D, = .
V@ 1+exp(—a)

The weights of this neuron may be evaluated using the
formula:
— for the case, when first layer neurons use Gaussians:

0,7=0;
Wil =01 =1;
_l’j = 2a

— for the case, when first layer neurons use sigmoid or
pure linear:

0,/=0;
WP =i-1, ) =1;
1,j=2.

After network creation it is possible to adjust it’s pa-
rameters to improve it’s accuracy, if needed, or for addi-
tional training, when additional set of training instances
should be used. For this purpose, the steepest descent
method [20] with a backpropagation technique [37] or
evolutionary search methods may be used.

4 EXPERIMENTS

Let’s consider a real problem of constructing a diag-
nostic model for diagnosing helicopter gears.

Detection of gear faults is challenging. Undetected
gear faults can result in catastrophic gearbox failures,
which depending on the criticality of the application, can
be life threatening. For vibration monitoring, it is identify-
ing a feature within the background noise of a gearbox
which is indicative of fault. For critical system, the risk is
a missed detection that allows a mission to proceed when
it should be aborted.

The data set provided by GPMS Inc., USA contains
1158 raw vibration signals measured for helicopter gears.
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The roughly two-thirds of these instances are nominal
data while the other third have a gear fault. Each sample
instance provided as an input signal represented by 93752
acquisitions (discrete counts) associated with a value of
the output binary variable representing class of the in-
stance: good (nominal) or bad (having a gear fault).

The examples of graphs for good and bad gear signals
and their parameters are shown at Fig. 3. As can be seen
from Fig. 3, the signal parameters [2] can be used to con-
struct a decision-making model for the signal belonging to
one of two classes. However, determining these parame-
ters requires significant computational resources and re-
quires solving the problem of selecting informative fea-
tures among the signal parameters.

Therefore, we will use the method proposed in this
paper, which maps instances into a two-dimensional space
with subsequent construction of a DM for a two-
dimensional data sample.

As a main indicator for method or model performance
evaluation we should use a model error probability estima-
tion (percent of incorrect decisions) or model correct deci-
sion probability estimation (percent of correct decisions).

5 RESULTS

The fragment of the results of conducted experiments
is presented at Fig. 4-Fig. 9. Here the C" designated as C,
and C"*® designated as C".

As it can be seen from Fig. 4-Fig. 9, the proposed
method allows map multidimensional data into two-
dimensional space, ensuring linear separability of classes
in a two-dimensional space. On the one hand, it allows
visualizing data and getting view on the number and
shape of clusters, as well as the significance of instances,
and, on the other hand, clearly confirms the possibility of
using the proposed method for constructing a DM in the
problem of diagnosing helicopter gears.

For the experimental study of the applicability of the
proposed method for DM building the training and test
samples were formed from the initial sample by randomly
selecting instances of each class, maintaining the ratio of
the shares of classes in the initial sample. Then for the
obtained training samples, DM were constructed based on
the proposed method, which were tested on the corre-
sponding test samples. The results of experiments are
given in Table 2.

Table 2 — Results of experiments on constructing DM based

on the proposed method
Slrain Slesl Vi incorrect train P, incorrect test
10 1148 0 0/0043
50 1108 0 0.0009
100 1058 0 0
250 908 0 0
500 658 0 0

As can be seen from Table 2, the proposed method al-
lows obtaining highly accurate DM even with small train-
ing samples, provided that the frequency of classes in the

samples is preserved.
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Figure 3 — Examples of graphs for good and bad gear signals and their parameters

© Subbotin S. A., Bechhoefer E., 2025
DOI 10.15588/1607-3274-2025-1-11

OPEN 8 ACCESS




p-ISSN 1607-3274 Panioenektponika, iHpopmaruka, ynpapiinas. 2025. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

| | | | | |
113 114 115 116 117 118

ax 0

Figure 4 — Dataset in the d(x, C*) and d(x, C°) coordinate system
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6 DISCUSSION

The results of conducted experiments allow to con-
clude that the proposed method provides a significant
reduction in the data dimensionality (in particular, for the
considered problem of constructing a DM for helicopter
gear diagnosis, it reduces the data dimensionality due to
the compression of features by 46876 times).

Additionally, it may be of interest to study a possible
combination of the proposed method with methods for
sample forming using metrics of the value of instances.
As the results of the conducted experiments for randomly
selected instances in a two-dimensional system of artifi-
cial features obtained on the basis of the proposed method
showed a significant reduction of the sample for individ-
ual tasks may allow to provide acceptable accuracy. And
taking into account individual estimates of the instance
significance will allow, even for small samples, to ensure
the topological representativeness of the formed sample in
relation to the original sample.

CONCLUSIONS

The urgent problem of data-driven diagnostic model
constructing for decision-making automation in health
and usage monitoring process is considered in the paper.

The scientific novelty of obtained results is that a
method is proposed for the mapping of multidimensional
data into a two-dimensional space preserving local prop-
erties of class separation, allowing for the visualization of
multidimensional data and the production of simple diag-
nostic models for the automatic classification of diagnos-
tic objects. A method for synthesizing diagnostic models
based on a two-layer feed-forward neural network is also
proposed, which allows obtaining models in a non-
iterative mode.

The practical significance of obtained results is that a
sample of observations of the state of helicopter gears was
obtained, which can be used to compare data-driven diag-
nostic methods and data processing methods that solve the
problems of data dimensionality reduction. Mathematical
support has been developed that allows displaying a sam-
ple from a multidimensional to a two-dimensional space,
which makes it possible to visualize data and reduces the
dimensionality of the data. Diagnostic models have been
obtained that allow automating the decision-making proc-
ess on whether the diagnosed object (helicopter gear) be-
longs to one of two classes of states.

The prospects for further research are to compare
methods for constructing data-driven models, as well as
methods for reducing the dimensionality of data based on
the proposed sample. Additionally, it may be of interest to
study a possible combination of the proposed method
with methods for sample forming using metrics of the
value of instances.
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MOBYJIOBA TIATHOCTHYHOI MOJIEJ, KEPOBAHOI IAHUMM,
JJISI MOHITOPHUHI'Y CITIPABHOCTI TA BUKOPUCTAHHS CIIOPSIJIKEHHSA I'EJIIKOIITEPIB

Cy660Ttin C. O. — 1-p TexH. HayK, npogecop, 3aBigyBad kadeapu nporpaMHUX 3aco6iB HallioHaIEHOTO yHIBEPCUTETY «3amopi-
3bKa MOJITEXHiKay, 3aIopixoKs, YKpaiHa.
Bekroedep E. — noxrop dinocodii, renepansuuii gupexrop ta 3acHoBHUK GPMS Inc., Criomyueni Illtatn Amepuku.

AHOTAIIA

AxTyanbHicTh. Cy4acHi TexHiYHI 00’€kTH (30KpeMa TPaHCIOPTHI 3aco0M) € HaA3BHYAHO CKIAIHUMHU Ta BHUCYBAIOTh BEIHKI
BUMOTH /10 HaxiitHocTi. Lle moTpedye aBToMaTn3awii MOHITOPHUHTY CTaHy Ta JiarHOCTYBAaHHs HECIIPaBHOCTEH 00’€KTIB Ta IX CKIIano-
Bux. IIpornos3ne o6ciyroByBaHHS MiIBHIIYE SKCIUTyaTalliiHy FOTOBHICTh TEXHIYHUX 00’€KkTiB. O0’€KTOM MOCIIIKEHHS € MPOoLec
MOHITOPHHTY CHPABHOCTI Ta BUKOPHUCTAHHS TeXHIUYHUX 00’ekTiB. [IpeaqmMeToM MOCiiHKEeHHS € METOIN OOYHCITIOBANEHOTO 1HTEIEKTY
IUTs TOOYJOBH KEPOBAaHOI TaHMMHU MOJEJNI Ta BiJIIOBi/IHI 3aBIaHHS ONpAIIOBaHHS JaHUX Ul CUCTEMH MOHITOPHHTY Mpare31aTHOCTI
Ta BUKOPHUCTaHHS.

Meta. Meta po6oTH — copMymoBaTy 3aga4i 00poOKH JaHuX, chopMyBaTh Habip JaHUX JUIs HOOYJOBH KEPOBAHOI JaHUMH MO-
Jierti Ta moOyAyBaTH IPOCTUH METO aBTOMATHYHOI TOOYIOBH AiarHOCTUYHHMX MOJEINEH Ha MPUKIIAaIi CHCTEMU MOHITOPHHTY CTaHy Ta
BHUKOPUCTAHHS T'eJIIKONITEPiB.

MeToa. 3anponoOHOBaHO METO IS BiJOOpaKeHHsT 6araTOBUMIPHHUX JaHHUX Y JBOBUMIPHHUH MPOCTIp i3 30epeIKSHHSIM JIOKAIbHHUX
BJIACTUBOCTEH MOALTY KJaciB, IO J03BOJISIE Bi3yaslidyBaTu OaraTOBHUMIpHI JaHi Ta CTBOPIOBATH MPOCTI AiarHOCTHUYHI MOJEINi ISt
aBTOMAaTHYHOI Kiacu@ikamii 00’€KTiB AiarHOCTYBaHHA. 3alpONOHOBAHUA METOJ IO3BOJISIE OTPHUMATH BHCOKOTOUYHY AiarHOCTHUYHY
MOJIENTb 3 MaJMMH HaBUAIGHIMHU BHOIpKaMH 32 YMOBH 30€peXeHHs YaCTOTH KJIaciB y BHOIpKax. 3alpornoOHOBAHO TaKOX METOJ CHH-
Te3y AiarHOCTUYHHX MOJeJell Ha OCHOBI JABOIIApOBOI HEHPOHHOI Mepexki MPSIMOro IMOLUIMPEHHS, 10 JO3BOJISIE OTPUMYBATH MOJIEII B
HEITepaTUBHOMY PEXHUMI.

PesyasTaTn. OtpuMaHo BUOIpKY CIIOCTEpEKEHb CTaHy MEXaHi3MiB BEPTOJIBOTA, SIKY MOXKHA BUKOPUCTOBYBATH JUISl IOPIBHSIHHS
METOJIB J[IarHOCTYBaHHs, KEPOBAHOI'O JTAHUMH, Ta METOJIB OIPALIFOBAHHS JJAHUX, SKi BHPILIYIOTH 3aJadi CKOPOUSHHS PO3MiIpHOCTI
nanux. Po3pobiieHo mporpamHe 3a0e3mnedeHHs, sike 03BOIsIE BigoOpakaT BUOIpKy 3 0araToOBUMIpHOTO MPOCTOPY B JBOBUMIpHHIA,
1110 J]a€ 3MOTY Bi3yauli3yBaTH JIaHi Ta 3MEHILYE PO3MipHICTh AaHUX. OTpUMaHO IiarHOCTHYHI MOJIEN, SIKi T03BOJISIFOTH aBTOMATH3YyBa-
TH TPOLIEC TPUHHATTA PIIICHHS MPO HAJEKHICTh A1arHOCTOBAHOTO 00’€KTa (CHOPSIHKEHHS BEPTONHOTA) O OTHOTO 3 JBOX KJIACiB
CTaHiB.

BucnoBkn. Pe3ynbrati npoBefeHNX €KCIEPHMEHTIB JO3BOJISIOTH 3pOOHTH BUCHOBOK, II[O 3alIpOIIOHOBAHMI MeTo] 3abe3nedye
CYTT€BE 3HIDKEHHS PO3MIPHOCTI JaHHX (30KpeMa, sl PO3TIITHYTOl 3a/adi o0y IOBM MOAENII JIIarHOCTYBaHHS BEpPTOJITHOTO 00Jal-
HaHHs 3MEHIIY€E PO3MIPHICTh JaHUX 3a PaxXyHOK CTUCHEHHs 03HaK y 46876 pa3ziB). OCKiJIbKU pe3yabTaTH MPOBEICHUX EKCIIEPHMEH-
TIiB JUIS BUIAIKOBO BUOPAHUX €K3EMIULIPIB y JIBOBUMIPHII CHCTEMI IITYYHHX O3HAK, OTPMMAHUX Ha OCHOBI 3aIIPOIIOHOBAHOT'O METO-
1y, TTOKa3aJI 3Ha4HEe CKOPOUYESHHsI BUOIPKHM /TSI OKPEMUX 3aB/aHb, L€ MOXe JO3BOJIUTH 3a0€3M1eUUTH IPUHHATHY TOYHICTb. A Bpaxy-
BaHHS iHJMBIAyalbHUX OLIHOK 3HAYYIIOCTI €K3EMILIAPIB 103BOJIMUTH HABITH AJIsl MAMX BHOIPOK 3a0€3eYHTH TOHOJIOTIUHY perpese-
HTATHBHICTh c()OPMOBaHOI BUOIPKH 10 BiHOIICHHIO JI0 BUXiAHOI BUOIPKH.

[lepcnexTHBY MOAANBIINX AOCIIIKEHD MOJATAIOTh Y TOPIBHAHHI METOIB OOYA0BH MOJIENIEi, KEPOBAaHUX JaHUMH, a TAKOXK Me-
TOJIB 3MEHIIICHHS PO3MIPHOCTI JaHUX Ha OCHOBI 3alponoHOBaHO1 BHOipku. KpiM TOro, MOXKe CTaHOBHUTH iHTEPEC TOCTIIHKEHHS MOXK-
JIMBOTO TO€IHAHHS 3aIIPOIIOHOBAHOTO METOY 3 MeToAaMU (hOpPMyBaHHS BUGIPKH 3 BUKOPHCTAHHSIM METPUK 3HAYCHHS CK3EMILISPIB.

KJIIOYOBI CJIOBA: niarHocTyBaHHS Ha OCHOBI IaHHX, CHCTEMa MOHITOPHHTY IIPAlle3AaTHOCTI Ta BUKOPUCTaHHS, 3MEHILICHHS
PO3MIpPHOCTI IaHUX, KiacuikaIris.
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ABSTRACT

Context. The problem of identification and determination of personalized comprehensive indicators of presence each of the im-
pact factors in the processes of personal subjectivization of the researched supported object’s perception by the relevant subjects
interacting with it and making influence on its support, is being considered in this research. The process of forming multifactor por-
traits of subjects supporting software complexes, using a multilayer perceptron, is an object of study. While methods and means of
forming such multifactor portraits of subjects supporting software complexes is the subject of study respectively.

Objective. The goal of the work is the creation of a method of forming multifactor portraits of subjects supporting software com-
plexes, using a multilayer perceptron.

Method. A method of forming multifactor portraits of subjects supporting software complexes is proposed, using artificial neural
networks of the multilayer perceptron type, which provides possibility to form appropriate personalized multifactor portraits of sub-
jects which, directly or indirectly, interact with the object of support (which can represent both the supported software complex itself
as well as the processes associated with its complex support activities).

Results. The results of functioning of the developed method are the corresponding models of multifactor portraits of subjects
supporting software complexes, which later are used to solve a cluster of scientific and applied problems of software complexes’
support automation, in particular, the problem of identification and determination of personalized comprehensive indicators of pres-
ence each of the impact factors (from appropriate pre-agreed and declared set of impact factors) in the processes of personal subjec-
tivization of the researched supported object’s perception by the relevant subjects interacting (directly, or indirectly) with it and mak-
ing influence on its support. As an example, of practical application and approbation of the developed method, the results of resolv-
ing the applied practical task of automated search and selection of a maximal relevant candidate (from among the members of the
support team of the supported software complex) for best solving of a stack of specialized client’s requests (related to the support of
this software complex), are given.

Conclusions. The developed method provides possibility to resolve the scientific and applied problem of identification and de-
termination of personalized comprehensive indicators of presence each of the impact factors (from appropriate pre-agreed and de-
clared set of impact factors) in the processes of personal subjectivization of the researched supported object’s perception by the rele-
vant subjects interacting (directly, or indirectly) with it and making influence on its support. In addition, the developed method pro-
vides possibility for creating appropriate models of multifactor portraits of subjects supporting software complexes, which makes it
possible to use them in solving problems, tasks, or issues related to the automation of search and selection of subjects supporting
software complexes, which (subjects) meet the given criteria both in the context of subjectivization processes of personal perception
of the support objects (e.g. supported software complexes themselves, or processes directly related to their support), as well as in the
context of compatibility in interaction with client’s users of these supported software products (as those users, in fact, are also sub-
jects of interaction with the same researched supported object).

KEYWORDS: automation, software complex, support, impact factor, multifactor portrait, neural networks, multilayer percep-
tron.

ABBREVIATIONS
DevOps — Development and Operations;
TC — test case;
MP — multilayer perceptron;
Al — artificial intelligence;
ANN - artificial neural networks.

NOMENCLATURE
Fmp[1..p][1..q] is a matrix function of converting the
input data (incoming to the neurons of the input layer of
the encapsulated pre-trained trained artificial neural net-
work of the multilayer perceptron type) into the corre-
sponding results at the output (i.e., to the neurons of the
output layer) of the same ANN MP;
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H[1..q] is a hidden layers of neurons of an encapsu-
lated pre-trained artificial neural network of the multi-
layer perceptron type;

H[1][¥(1)] is a specific neuron y(1) of the first hidden
layer H[1] of an encapsulated pre-trained artificial neural
network of the multilayer perceptron type, activated dur-
ing simulation of the current test case;

H[q][y(¢)] is a specific neuron y(g) of the last hidden
layer H[q] of an encapsulated pre-trained artificial neural
network of the multilayer perceptron type, activated dur-
ing simulation of the current test case;

I[1..n] is a neurons of the input layer of an encapsu-
lated pre-trained artificial neural network of the multi-

layer perceptron type;
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I[x] is a specific x-th neuron of the input layer of an
encapsulated pre-trained artificial neural network of the
multilayer perceptron type, activated during simulation of
the current test case;

Imp[1..n] is an input layer of neurons of an encapsu-
lated pre-trained artificial neural network of the multi-
layer perceptron type;

O[1..m] is a neurons of output layer of an encapsu-
lated pre-trained artificial neural network of the multi-
layer perceptron type;

O[z] is a specific z-th neuron of output layer of an en-
capsulated pre-trained artificial neural network of the
multilayer perceptron type, activated during simulation of
the current test case;

Ompl[1..m] is a output layer of neurons of an encapsu-
lated pre-trained artificial neural network of the multi-
layer perceptron type;

SubjMFP[s]Inst[c] is an instant slice of the multifactor
portrait of the current researched subject Subj[s], obtained
based on the simulation results of the current test case
TClc];

SubjMFP[s] is an in-process-of-formation multifactor
portrait of the current researched subject Subj[s], obtained
based on the results of fully completed simulation of all
test cases available for this subject;

SubjPort[x] is a generalized representation of a multi-
factor portrait of some/any researched subject Subj[x];

TC[1..s][i(1),...,i(n)] is a matrix of test cases (from the
set [i(]),...,i(n)]) for modeling/simulation processes (as
well as obtaining relevant results) regarding the subjec-
tivization of perception of the supported object by the
relevant current researched subject (from the set 7C[/..s])
interacting with this object.

INTRODUCTION

The current state of the software product support in-
dustry requires researches for new solutions and opportu-
nities to provide, first of all, comprehensive and auto-
mated support. The need for comprehensive support of
software products is dictated by the conditions of the en-
tire information technologies field modern market — in
particular: high requirements for the competitiveness of
each software product, because clients, users, and inves-
tors are interested in the most complete and comprehen-
sive support for all those software complexes which they
use, or invest in. Meanwhile, support automation is driven
by the extremely high intensity and dynamics of the in-
formation technology market, where speed and time are
one of the greatest values and, again, a competitive ad-
vantage.

Thus, the topic (and the problematic, at the same time)
of automation in the context of comprehensive activities
related to software products’ support continues to be an
extremely relevant and non-trivial basic and formative
component of the corresponding relevant scientific and
applied problem, which includes a whole cluster of de-
rived scientific and applied problems, one of which is the
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need to investigate the processes of subjectivization of the
perception of researched support object (that can be repre-
sented by the supported software complex itself, as well
as by processes related to its support) by relevant subjects
which interact with the first (the supported object) directly
or indirectly and make influence on its support. Therefore,
to solve this task, as well as a corresponding stack of rele-
vant and/or derived tasks, the method, proposed and pre-
sented in this work, has been developed. This method
provides the possibility of building/constructing appropri-
ate models of multifactor portraits of investigated subjects
supporting dedicated software complexes, using artificial
neural networks, in particular, a multilayer perceptron.
However, the multilayer perceptron itself, like any other
artificial neural networks, does not contain ready-made
solutions for solving the given problem/task, therefore, it
is used as a complementary tool in the development of the
method represented in this research. At the same time, the
use of a multilayer perceptron makes it possible to addi-
tionally apply all its advantages, the main of which is its
extremely wide range and potential of possibilities, with
(at the same time) a comparatively simple and clear im-
plementation.

The object of study is the process of forming multi-
factor portraits of subjects supporting software com-
plexes, using a multilayer perceptron. The subject of
study are methods and means of forming multifactor por-
traits of subjects supporting software complexes, using a
multilayer perceptron.

The purpose of the work consists in the development
of a method of forming multifactor portraits of the sub-
jects supporting software complexes, using a multilayer
perceptron, which (the developed method) provides pos-
sibility to investigate the processes of personal subjectivi-
zation of the perception of the researched support object
by relevant subjects who interact with the first (directly or
indirectly) and affect its support.

1 PROBLEM STATEMENT

Let's consider the formalization of the researched
problem/task of forming a multifactor portrait(s) of the
subject(s) supporting investigated software complex(es),
in the form of a multi-parameter multifunctional depend-
ence task.

In such case, the input variable of this task is the
trained multilayer perceptron, encapsulated into the corre-
sponding subjective perception model of the support ob-
ject (e.g. supported software complex, or processes of its
support) — Omp[1..m=Fmp[1..p][1..q](Imp[1..n]), as well
as a set of test cases (TC) (for each of the subjects of in-
teraction with the object of support) for model-
ing/simulation the processes of subjectivization of the
perception of a given support object by each individual
subject interacting with it — TC[1..s]=[i(1),...,i(n)].

The output variables of this task are the chains of neu-
rons, activated in result of the simulation of each separate
test case TC[1..s][1..n] (for each separate researched sub-
ject from declared set of subjects [1..s]).
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Let a set of test cases, representing the processes of
subjectivization of the perception of support object by the
relevant subjects interacting with it, is given. After per-
forming simulation of current test case by the existing
pre-trained multilayer perceptron artificial neural net-
work, we will get the corresponding chain of neurons
activated on each of the layers of this multilayer percep-
tron: starting from the input layer of neurons /[1..n], con-
tinuing with the neurons of all hidden layers of this MP —
H[1..q], and finalizing with neurons of the output layer of
this MP — O[1..m].

Nx]->H[I]y(D)]->...H[q]W(@)]->0lz], (M

The main necessary criterion of the researched task is
the finiteness of the sets of: researched subjects, modeling
test cases, as well as predefined and declared impact fac-
tors, which is caused by the possibility of operating (in
this specific kind of problem) only by the finite sets of
these determined parameters and their values.

Limitation(s) of the task:

1. The data values of absolutely all test cases (for ab-
solutely all investigated subjects) must be presented in the
format of real numbers and (obviously) in a normalized
form of representation (which means: in the range of val-
ues between 0.0 and 1.0): TC[1..s][I..n] € [0..1].

Expression (1) provides possibility to represent the re-
sulting partial (instant, or “one-moment”) interpretation of
the researched support object by current consid-
ered/investigated subject.

However, this format of subjective interpretation of
the researched support object represents only a partial (for
only one specific test case) and at the same time com-
bined (in the context of defined impact factors) influence
of all the impact factors present in this interpretation in
general, without any decomposition of this subjective
interpretation partially by each (specifically) of the de-
clared impact factors.

Thus, raises corresponding scientific and applied task
of identifying and determining personalized complex in-
dicators of presence each of the impact factors in the
processes of personal subjectivization of the researched
supported object’s perception by the relevant subjects
interacting with it and making influence on its support. Or
in other words, this task can be interpreted as: the task of
forming a multifactor portraits of the researched subjects,
participating in support of dedicated software complexes.
Thus, precisely to solve this scientific and applied task —
the method of forming multifactor portraits of the subjects
supporting software complexes, using a multilayer per-
ceptron, has been developed and presented in this re-
search.

The purpose of the paper is to highlight the developed
method of forming multifactor portraits of the subjects
supporting software complexes, using a multilayer per-
ceptron artificial neural networks, as well as the corre-
sponding developed algorithm for building/constructing
relevant models, which, taken together, provides all
needed possibilities for solving researched scientific and
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applied task of identifying and determining personalized
complex indicators of presence each of the impact factors
in the processes of personal subjectivization of the re-
searched supported object’s perception by the relevant
subjects interacting with it.

2 REVIEW OF THE LITERATURE

The analysis of relevant researches and materials was
carried out in two key directions: in the direction of study-
ing the processes of subjective perception of the objects,
as well as in the direction of software complexes’ support
automation (in particular, using Al and machine learning
approaches). Resulted information on each direction is
presented below.

For example, the authors of work [1] investigate the
problem of distortion of the subject's perception of the
researched objects in situations with presence of a “noise”
(or various stimuli, which could be also represented by
certain considered external impact factors) inside the
main visual channel, through which these subjects receive
all the necessary information about the researched object.
So, investigation, performed in this work, actually, con-
firmed the influence of personal (internal) impact factors
(in particular, specifically the “expectation” factor) of the
subjects on the perception of the researched object, be-
cause, according to the results presented in this work: the
perception of reasonably expected objects was enhanced
(heightened) relatively to unexpected objects, when the
visual data were unreliable (which means, these data were
more influenced by present external impact factors), while
this effect was changing in favor of unexpected objects
when the signal was more reliable (which means, it was
less exposed to external impact factors).

At the same time, authors of works [2] and [3] study
in detail the problem of subjectivization of user’s percep-
tion of software products’ graphical interfaces. Since the
correct approach to supporting the graphical interface of
the developed software products requires taking into ac-
count and consideration the subjective perception of users
and the principles of objects grouping (such as Gestalt
laws), because users usually group simple objects
(graphic elements and shapes) into connected visually
dominant objects. In addition, according to the results of
those authors’ research, measuring the characteristics of
visually emphasized objects of the graphical interface (of
the supported software product), displayed on the screen,
is a promising way for evaluation the quality of the user
interface, although, on the other hand, it brings additional
problems related to the ambiguity of object’s recognition
caused by the subjective perception of different users.
That is why the authors analyzed the applicability of se-
lected object-oriented metrics for quality assessment, in
particular, the toolbars (as a key element of the graphical
user interface) and the ability to distinguish well-designed
samples, focusing mainly and precisely on the subjective
perception of users.

While, another work [4] is already devoted to the de-
velopment of a specialized algorithm for automating the
processing of client requests (for support services) based
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on their prioritization and the formation of an appropriate
queue, to ensure their fair and balanced processing. Also,
in the work [5], the authors, based on a review of the rele-
vant specialized literature sources, conducted a general-
ized analysis of the current state of affairs in the field of
client requests’ (for support services) processing automa-
tion in order to identify certain trends or tendencies, ac-
cording to which, for example: the creation of automated
incident management tools is a major topic in this field,
followed by escalating inquiries and predicting (forecast-
ing) customers’ sentiments, as well as various appropriate
algorithms for a very wide variety of classifications in this
field. In addition, the author of the work [6] presented
research aimed at creation of an intelligent user “LAVA”
— a solution that provides context-dependent support for
users of a supported software product, taking into account
the interaction with these users, and is based on machine
learning and searching in a dedicated two-level distrib-
uted knowledge repository (e.g. knowledge base). At the
same time, works [7] and [8] study in detail the problems
of automating the process of classifying customer re-
quests received in dedicated systems of support services,
because it is an extremely time-consuming process in case
it is performed manually, while the use of machine learn-
ing gives really good results when solving tasks of such
type (e.g. classification tasks). At the same time, work [9]
examines the problems of processing client’s requests
(received in support services) in the context of using ma-
chine learning algorithms (namely in the part of natural
language processing), which are fundamental for optimiz-
ing the processing of requests in a wide variety of cus-
tomer support services and systems. Also, it is worth not-
ing the works [10], [11] and [12], which reveal, in fact,
the basic issues of both the fundamental theoretical prin-
ciples and principles of functioning, as well as the practi-
cal application, of an artificial neural networks and a mul-
tilayer perceptron, which provides possibilities for better
understanding and realizing their full potential, both in the
context of possible use in the field of software complexes
support, and as a whole.

3 MATERIALS AND METHODS

The main functional purpose of the developed method
of forming multifactor portraits of the subjects supporting
software complexes, with the use of a multilayer percep-
tron, is to ensure the possibility of identification and de-
termination personalized complex indicators of presence
each of the impact factors (within a relevant pre-agreed
and declared set of impact factors) in the processes of
personal subjectivization of the researched supported ob-
ject’s perception by the relevant subjects interacting with
it (directly or indirectly) and making influence on its sup-
port.

The main idea of the developed method, which pro-
vides possibility to achieve the declared goal and task of
this research, is to use the results of another researches
[13], [14] and [15] in order to ensure the possibility of
solving the declared task of identification and determina-

tion personalized complex indicators of presence each of
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the impact factors in the processes of personal subjectivi-
zation of the researched supported object’s perception by
the relevant subjects interacting with it. In particular, re-
searches [13] and [14] provides possibilities to identify
the probabilities of belonging of the hidden layers’ neu-
rons (of the encapsulated trained multilayer perceptron
artificial neural network) to the corresponding declared
impact factors. Meanwhile, research [15] provides the
possibility of modeling these processes using R-system
and Python environments.

After all, having the specific numerical values of
probability indicators of belonging each of the hidden
layers’ neurons (of the encapsulated trained MP ANN) to
the appropriate relevant impact factors, it becomes possi-
ble to further step-by-step construction of a multifactor
portrait of the corresponding researched subject. Since
each chain of activated neurons obtained using expression
(1) is, in fact, an instant slice of the researched subject’s
multifactor portrait:

SubjMFP[s]Inst[c] = Y [c]FI1]),...2 [c]FID ] (2)

Thus, after fully completing the simulation for all
available test cases belonging to one particular specific
researched subject, we will obtain a corresponding set of
various (perhaps, even partially repeated) chains of neu-
rons activated during the simulation of each of these test
cases (exactly for this one separate specific researched
subject):

SubiMFP[s]=[ S[1..n)(F[1])/n,....S[L.0lF[AM) 1. 3)

Expression (2) provides the possibility of interpreting
the researched task by usage of relevant results obtained
by simulation of previously trained multilayer perceptron
artificial neural network, where:

— Y[c](F[1]) — the sum of the belonging of all acti-
vated neurons (in simulation results of the current test
case [c]) to the first one impact factor F[1] from a pre-
declared set of defined impact factors;

— Y [c](FTf]) — the sum of the belonging of all activated
neurons (in simulation results of the current test case [c])
to the last one impact factor F[f] from a pre-declared set
of defined impact factors.

Meanwhile, expression (3), in turn, provides the pos-
sibility of interpretation the researched task of forming
multifactor portraits of the subjects supporting the inves-
tigated object (the supported software complex, or proc-
esses of its support), where:

— Y [1..n](FT1]) — the sum of the belongings of all acti-
vated neurons (in obtained simulation results of all test
cases [1..n] for current researched subject) to the first one
impact factor F[1] from a pre-declared set of defined im-
pact factors;

— >[1..n](F[f] — the sum of the belongings of all acti-
vated neurons (in obtained simulation results of all test
cases [1..n] for current researched subject) to the last one
impact factor F[f] from a pre-declared set of defined im-

pact factors;
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— n — the number (amount) of test cases for the current
researched subject.

In addition, expression (3) also provides additional
normalization of the obtained resulting data.

Thus, expression (3) actually represents the corre-
sponding relevant mathematical model of the multi-factor

Reading the values of the
probabilities of belonging
the neurons of the hidden
layers of the encapsulated
MP ANN to the relevant
pre-defined impact factors

Overrun of all researched subjects
interacting with the supported object

Overrun of all simulation test cases for
the current researched subject

Construction of a chain of MP
ANN’s neurons, activated during
the simulation of current test case

1 5

portrait of the subjects supporting investigated software
complexes.

Below, in the Figure 1, a corresponding generalized
block diagram of the developed algorithm of forming a
multifactor portrait of the researched subject interacting
with the investigated supported software complex is rep-

resented.
00 ® D€
Formation of an instant slice

of a multifactor portrait for
the current researched subject

Saving the current instant slice
of the “in-process-of-forming”
current multifactor portrait

Formation of the final complete multifactor portrait
(of current subject) based on its instant slices

Saving the formed complete multifactor
portrait of current researched subject

End

Figure 1 — Block diagram of the developed algorithm of forming a multifactor portrait(s) of the researched subject(s) interacting with
the investigated supported software complex

The developed algorithm, block diagram of which is
presented in Figure 1, as well as the corresponding
mathematical model represented by expression (3), actu-
ally, create the needed basis of the developed method of
forming multifactor portraits of the subjects supporting
software complexes, with usage of a multilayer percep-
tron.

While the corresponding: mathematical model (repre-
sented in research [13]), the model of decomposed isola-
tion dominance (represented in research [14]), as well as
the appropriate information model (represented in re-
search [15]) form up a complementary, but, at the same
time, absolutely integral and irreplaceable component part
of this method.

So, taken together, all these abovementioned constitu-
ent elements form a holistic method which provide possi-
bility to resolve the declared scientific and applied task,
namely: the task of identification and determination of
personalized comprehensive indicators of presence each
of the impact factors in the processes of personal subjec-
tivization of the researched supported object’s perception
by the relevant subjects interacting with it and making
influence on its support, is being considered in this re-
search.

4 EXPERIMENTS
The experiment consists in a step-by-step execution of

all the stages described in this research, namely: correct
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formulation of the researched task with all the necessary
input data, as well as mandatory compliance with the de-
clared restrictions; preparation and encapsulation of cor-
responding artificial neural network of a multilayer per-
ceptron type, training this model, and obtaining all neces-
sary results of the specific numerical values of probabili-
ties of the hidden layers’ neurons’ belonging to the corre-
sponding pre-declared impact factors; preparation of test
cases for modeling the subjectivization processes of the
perception of support object by all researched subjects
(separately by each of these subjects); step-by-step execu-
tion of the developed algorithm of forming a multifactor
portrait(s) of each of the studied/researched subjects by
forming the corresponding instant slices of these (“in-
process-of-constructing”) multifactor portrait(s), as well
as the final full and complete multifactor portrait(s) of the
subject(s) based on the relevant developed and proposed
mathematical model.

5 RESULTS

The main results of functioning of the developed
method — are formed/constructed multifactor portraits of
the subjects supporting investigated object (e.g. the sup-
ported software complex, or processes of its support). In
fact, each these obtained in such a way multifactor por-
traits (for each particular researched subject) represents a
set (or array) of personalized comprehensive indicators of
presence each of the pre-declared impact factors in proc-
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esses of personal subjectivization of perception of the
investigated support object by the corresponding relevant
researched subject(s).

Thus, any multifactor portrait of any researched sub-
ject of interaction with an investigated supported software
complex can be presented using the following appropriate
expression (4):

SubjPort[x]=[Presence(F[1]), ..., Presence(F[f])] (4)

So, in accordance with the proposed generalized rep-
resentation of a multifactor portrait(s) of the researched
subject(s), formalized using expression (4), any multifac-
tor portrait could be, in fact, represented by a correspond-
ing set (array) consisting of elements, where:

— Presence(F[1]) — indicator of presence of the first
(from a relevant set of all the pre-declared impact factors)
impact factor F[1] in current considered multifactor por-
trait SubjPort[x];

— Presence(F[f]) — indicator of presence of the last
(from a relevant set of all the pre-declared impact factors)
impact factor F[f] in current considered multifactor por-
trait SubjPort[x].

Also, all these obtained resulting data of indicators of
presence each of the impact factors in the researched mul-
tifactor portrait are already pre-normalized by using an
expression (3).

Visually, any researched multifactor portrait is best
perceived in the format of any standard diagram or histo-
gram. In particular, below, in Figure 2, an example of
visual interpretation of the obtained multifactor portraits
of the researched subjects is presented, precisely with the
help of a standard set of tools for constructing diagrams
and/or histograms.

Also, as additional part of the research, carried out in
this paper, the developed method has been tested on the
example of resolving the specific applied practical task of

Subject Q
B Factor 1 B Factor2  [OFactor3  OFactor4 M Factor 5
M Factor 6  MFactor 7 OFactor8  MFactor9 M Factor 10
0.02
0.03 0.09 0.19

0.09

0.15

automated search and selection of the candidate (from
among the members of corresponding relevant support
team of the supported software complex) which would be
the best in resolving the stack of specialized client re-
quests/task (related to supporting activities for this soft-
ware complex).

The solution of the given applied practical task is re-
duced to the application of the developed method for pur-
pose of forming appropriate multifactor portraits of the
researched subjects: members of the support team of
given software complex, followed by their comparison
with a certain “reference” multifactor portrait of some
“ideal” candidate, the most appropriate, and maximally
suitable and/or adapted for solving the given stack of spe-
cialized client requests related to the support of this soft-
ware complex.

Therefore, the member of the support team (of consid-
ered software complex), whose multifactor portrait is
maximally comparable to the reference one — will be the
most suitable candidate for delegating him the appropriate
stack of specialized client requests regarding the support
of this software complex.

Below, in Figure 3, appropriate personal multifactor
portraits of the research subjects (of the applied practical
task being solved) are presented, using the developed
method, as well as the results of their comparison with the
reference multifactor portrait of the “ideal” candidate,
both with the selected result of this comparison and the
corresponding maximal suitable candidate from among
the researched subjects (which, looking ahead, appeared
to be “Subject 127).

In addition, below, in Figure 4, the results of solving
this applied practical problem are presented, visualized in
a convenient form of representation with the help of a
comparative histogram.

0.3 B Subject W
0.25+
0.2 7 0.18
0,15
0.15+

2

Factor 1
Factor
Factor 3
Factor 4
Factor 5
Factor 6
Factor 7
Factor 8
Factor 9
Factor 10

Figure 2 — Visualization examples of formed multifactor portraits of the researched subject using a standard set of tools for construct-
ing diagrams and/or histograms
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Portraits Factor 1 Factor2 TFactor3 TFactor4 TFactor5 Factor6 Tactor7 TFactor8 TFactor9 Factor 10

Subject 1 0.045 0.049 0.116 0.098 0.134 0.179 0.175 0.067 0.028 0.109
Subject 2 0.037 0.002 0.187 0.121 0.082 0.076 0.164 0.045 0.078 0.118
Subject 3 0.114 0.033 0.108 0.090 0.084 0.035 0.084 0.091 0.209 0.062
Subject 4 0.126 0.0535 0.095 0.102 0.087 0.079 0.117 0.124 0.107 0.108
Subject 5 0.034 0.177 0.090 0.149 0.146 0.088 0.065 0.056 0.102 0.093
Subject 6 0.046 0.113 0.049 0.096 0.152 0.076 0.064 0.123 0.164 0.117
Subject 7 0.095 0.060 0.162 0.228 0.073 0.068 0.035 0.086 0.106 0.087
Subject 8 0.084 0.033 0.143 0.026 0.045 0.104 0.301 0.123 0.104 0.037
Subject 9 0.048 0.132 0.229 0.042 0.162 0.068 0.037 0.067 0.152 0.063
Subject 10 0.126 0.172 0.076 0.036 0.084 0.140 0.038 0.152 0.083 0.093
Subject 11 0.045 0.101 0.165 0.095 0.141 0.119 0.084 0.095 0.095 0.060
Subject 12 0.087 0.067 0.099 0.183 0.122 0.095 0.068 0.044 0.128 0.107
Subject 13 0.058 0.107 0.138 0.124 0.109 0.076 0.094 0.088 0.117 0.089
Subject 14 0.054 0.065 0.083 0.071 0.072 0.097 0.127 0.208 0.105 0.118
Subject 15 0.131 0.063 0.203 0.121 0.083 0.115 0.046 0.074 0.086 0.078
Reference 0.089 0.058 0.107 0.202 0.064 0.092 0.106 0.049 0.086 0.147
ComparisonABS Factor 1 Factor2? Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor 10 Sum
Subj.1 vs Refer. 0.044 0.009 0.009 0.104 0.07 0.087 0.069 0.018 0.058 0.038 0.506
Subj.2 vs Refer. 0.052 0.034 0.08 0.081 0.018 0.016 0.058 0.004 0.008 0.029 0.380
Subj.3 vs Refer. 0.025 0.025 0.001 0.112 0.02 0.057 0.022 0.042 0.213 0.085 0.602
Subj.4 vs Refer. 0.037 0.003 0.012 0.1 0.023 0.013 0.011 0.075 0.021 0.039 0.334
Subj.5 vs Refer. 0.055 0.119 0.017 0.053 0.082 0.004 0.041 0.007 0.016 0.054 0.448
Subj.6 vs Refer. 0.043 0.055 0.058 0.106 0.088 0.016 0.042 0.074 0.078 0.03' 0.590
Subj.7 vs Refer. 0.006 0.002 0.055 0.026 0.009 0.024 0.071 0.037 0.02 0.06 0.310
Subj.8 vs Refer. 0.005 0.025 0.036 0.176 0.019 0.012 0.195 0.074 0.018 0.11 0.670
Subj.9 vs Refer. 0.041 0.074 0.122 0.16 0.098 0.024 0.069 0.018 0.066 0.084 0.756
Subj.10 vs Refer. 0.037 0.114 0.031 0.166 0.02 0.048 0.068 0.103 0.003 0.054 0.644
Subj.11 vs Refer. 0.044 0.043 0.058 0.107 0.077 0.027 0.022 0.046 0.009 0.087 0.520
Subj.12 vs Refer. 0.002 0.009 0.008 0.019 0.058 0.003 0.038 0.005 0.042 0.04 0.224
Subj.13 vs Refer. 0.031 0.049 0.031 0.078 0.045 0.016 0.012 0.039 0.031 0.058 0.390
Subj.14 vs Refer. 0.035 0.007 0.024 0.131 0.008 0.005 0.021 0.159 0.019 0.029 0.438
Subj.15 vs Refer. 0.042 0.005 0.096 0.081 0.019 0.023 0.06 0.025 0 0.069 0.420

Figure 3 — Formed personal multifactor portraits of the researched subjects, as well as the results of their comparison with the corre-
sponding reference multifactor portrait of the ideal candidate

O Factor1 BFactor2 CFactor3 OFactor4 B Factor5 EFactor1 M Factor2 OFactor3 [Factord BFactor3
OFactor6 MFactor7 OFactor8 BFactor9 ®Factor10 O Factor6 HFactor7 OFactor8 MFactor9 BFactor10
0.300 0.350+
0.250 0.300-
0.250-
0.200 s
0.200
0.150
0.150
0.100
0.100
0.050 0.0507
0.000 0.000-
Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6 Subject 7 Subject 8

Figure 4 — The results of solving an applied practical task, obtained using the developed method, and visualized in a convenient form
of representation by the usage of a comparative histogram
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OFactor1 MEFactor2 OFactor3 OFactor4 M Factor$
O Factor 6 BFactor7 [OFactor§ MFactor9 M Factor 10

OFactor1 W Factor2 [Factor3 [Factord M FactorS
OFactor 6 M Factor7 [OFactor8 HMFactor9 B Factor10

0.000-

Subject 9

Subject 10 Subject 11 Subject 12

0.250+

0.050

0.000-

Subject 13 Subject 14 Subject 15 Etaaon

Figure 4 — The results of solving an applied practical task, obtained using the developed method, and visualized in a convenient form
of representation by the usage of a comparative histogram (Continuation)

Thus, as an example of approbation and practical ap-
plication of the developed method, the results of solving
the applied practical task of automated search and selec-
tion of the candidate (from among the members of corre-
sponding relevant support team of the supported software
complex) which would be the best in resolving the stack
of specialized client requests/task (related to supporting
activities for this software complex), have been presented
in this research.

In general, the obtained results testify to the suitability
and effectiveness of the developed method for solving the
declared scientific and applied task of identification and
determination of personalized comprehensive indicators
of presence each of the impact factors (from a pre-agreed
and declared set of impact factors) in the processes of
personal subjectivization of the researched supported ob-
ject’s perception by the relevant subjects interacting with
it (directly or indirectly) and making influence on its sup-
port.

6 DISCUSSION

In the scope of research [16], a comprehensive study
has been carried out aimed mainly at identifying and ana-
lyzing the most modern and actual methods, algorithms
and sensor technologies in existing studies of the intellec-
tual interaction of a person with a computer (e.g. more
known ask a “human computer interaction” — HCI), the
topic of trends in the area of this interaction, as well as
potential directions for future researches in this area. In
particular, it is also going about the corresponding intelli-
gent user interfaces of the various used software products
and complexes. Research in both these directions is
mainly focused on intelligent recognition of emotions,
gestures and facial expressions of users, involving a sen-
sor technologies (such as camera, portable sensors / trans-
ducers, trackers, gyroscopes, etc.). At the same time, re-
searchers and developers most often use the intellectual
solutions they need — based on the methods, algorithms
and sensor technologies of artificial intelligence, machine
learning, artificial neural networks, including a multilayer
perceptron.
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At the same time, another research [17] presents an
overview of research focused on a universal usability,
plasticity of user interface design, and facilitating the de-
velopment of an interfaces with universal usability. The
basics of adaptive or intelligent user interfaces (of various
software products and complexes) are presented, focused
on three main areas: artificial intelligence, user modeling,
and intelligent human-computer interaction. According to
the results of this research, the interface of the developed
and supported software product or complex should take
into account the individual characteristics of users, based
rather on the actual behavior of these users, then on their
feedback about the supported software product. Also, the
need for a more complete understanding of the human
psychological model of the researched subjects (users) is
emphasized, which requires a high-quality interdiscipli-
nary approach and cooperation between different fields’
researchers.

Additionally, the research [18] also investigates the in-
teraction of subjects (users) with modern intelligent tech-
nological systems, which (interaction) goes far beyond
just the concept of convenience of supported software
products usage, extending to a person's emotions before,
during and after using a system (e.g. software product /
complex), and cannot be determined only by examining
the main attributes of usability, such as the effectiveness
and satisfaction of the actors (i.e. users) interacting with
that system. Therefore, such research requires more intel-
ligent and complex approaches, including artificial intel-
ligence technologies as well as considering and taking
into account the approach of a general intelligent comput-
ing environment.

Thus, the existing provided researches confirm the ac-
tuality, relevance and necessity of studying and taking
into account the peculiarities of subjects interacting with
developed and supported software products, complexes,
or systems. At the same time, they study various options
for taking into account these features of the subjects that
interact (and influence accordingly) the developed and
supported software products, systems and complexes.
However, in none of the researched cases, the influence of
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relevant factors, which, precisely, make impact onto these
subjects themselves, is being considered and appropri-
ately taken into account.

Meanwhile, the method of forming multifactor por-
traits of subjects supporting software complexes, devel-
oped and presented in current research, provides possibili-
ties for carrying out the necessary identification and de-
termination of personalized comprehensive indicators of
presence each of the impact factors (from a pre-agreed
and declared set of impact factors) in the processes of
personal subjectivization of the researched supported ob-
ject’s (e.g. supported software product, complex, systems,
as well as the processes of its support) perception by the
relevant subjects interacting with it.

Thus, at the output of its functional operation, the de-
veloped method ensures obtaining a relevant suitable
model(s) of the multifactor portrait(s) of the researched
subject(s), which, later, makes it possible to take it into
account when researching and resolving various related
scientific and applied tasks of a more complex scientific
and applied problem of software complexes support
automation.

As a further practical application of the developed
method, we can see the solution of a stack of relevant
applied practical tasks, among which, for example, are
such as:

— development of models of various subjects interact-
ing with the researched and supported software com-
plex(es);

— adjustment of personal characteristics, skills, and
features of the researched subjects in order to correct their
multifactor portrait(s) in the necessary vector of require-
ments;

— development of personal instructions for subjects in
order to improve their characteristics, including, in par-
ticular, professional ones;

— research on the compatibility of various (interacting
each other) subjects based on their multifactor portraits;

— and others.

Thus, taking into account a wide range of applied
tasks, the expediency of further research in this direction
is fully justified.

In addition, the developed method can also be used in
other areas of science and practice, in particular, for ex-
ample, in such fields as psychology and sociology, where
the formation of various multifactor portraits is an ex-
tremely important stage in the investigation of any re-
searched subjects.

CONCLUSIONS

The method of forming multifactor portraits of sub-
jects supporting software complexes, using a multilayer
perceptron, is developed. The main scientific and applied
task, resolved by the developed method, is the task of
identification and determination of personalized compre-
hensive indicators of presence each of the impact factors
(from a pre-agreed and declared set of impact factors) in
the processes of personal subjectivization of the re-
searched supported object’s (e.g. supported software
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complex, as well as the processes of its support) percep-
tion by the relevant subjects interacting with it (both di-
rectly or indirectly) and making influence on its support.
The input data of the developed method of forming multi-
factor portraits of the software complex support subjects —
is the relevant trained multilayer perceptron ANN, encap-
sulated into a corresponding model of subjective percep-
tion of the investigated support object (the supported
software complex, or processes of its support). as well as
a set of test cases (for each of the researched subjects in-
teracting with the object of support) for modeling the
processes of subjectivization of the supported object’s
perception by each separate researched subject interacting
with this object.

The corresponding developed algorithm of forming a
multifactor portrait(s) of researched subject(s) (interacting
with the investigated supported software complex) is pre-
sented, as well as a corresponding mathematical model of
multifactor portrait(s) of these subject(s) of interaction,
which form the basis of the developed method. While the
corresponding: mathematical model (represented in re-
search [13]), the model of decomposed isolation domi-
nance (represented in research [14]), as well as the appro-
priate information model (represented in relevant research
[15]) — make up a complementary, but absolutely integral
comprehensive and irreplaceable component of the devel-
oped method. So in aggregate, all these constituent ele-
ments form a complete method, which provide possibility
to solve the declared scientific and applied task of this
research.

The basic forms of representation of the multifactor
portrait(s)’ models of subjects (interacting with the sup-
ported software complexes) are presented, which in-
cludes: an appropriate developed mathematical form of
representation, a visual form of representation using a
standard set of tools for constructing diagrams and/or
histograms; as well as the given examples of simulation
results.

The developed method provides the possibility of
building a relevant multifactor portraits’ models of the
researched subjects interacting with the investigated sup-
ported software complexes, as well as any other objects
(or processes) of software products’ complex support.

The scientific novelty consists in the development of
a method of forming multifactor portraits of the subjects
supporting program complexes, which provides possibili-
ties for studying both, in general: the impact factors per-
forming influence onto the investigated software com-
plexes and their support, as well as the processes of per-
ception’s subjectivization of the investigated object of
support by the relevant researched subjects who interact
with the first (directly or indirectly), and affect its sup-
port.

The practical significance consists in the develop-
ment of an appropriate specialized dedicated algorithm of
forming a multifactor portrait(s) of the researched sub-
ject(s) interacting with the investigated supported soft-
ware complex(es), as well as a corresponding mathemati-
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cal model of the multifactor portraits of these researched
subjects.

Prospects for further research consist in the devel-
opment of appropriate additional specialized algorithmic
and programming tools for modeling multifactor portraits
of the researched subjects interacting with the investi-
gated supported software complexes and products, as well
as in the further application of the developed models in
the fields of studying both the influence of impact factors
as well as the relevant processes of perception’s subjec-
tivization of the investigated support object by the rele-
vant subjects who interact with it, both in the direction of
software complexes’ support automation, and in other
related (or possible potentially related) areas of scientific
and applied research.
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METOA ®OPMYBAHHSA MYJIbTU®AKTOPHUX ITOPTPETIB CYB’€EKTIB NIATPUMKHU TPOI'PAMHUX
KOMILJIEKCIB, 3 BUKOPUCTAHHSAM BAT'ATOIIAPOBOT' O IEPHEIITPOHA

IMykau A. I. — kaHx. TexH. HayK, acUcTeHT Kadeapu ABromarnsoBanux Cucrem Ynpasninus [uctutyty Komm’orepanx Hayk Ta
Indopmaniitnux TexHosmoriit HarionansHoro YHiBepcutety «JIbBiBchka [Tomitexnikay, JIbBiB, Ykpaina.

Tecarok B. M. — 1-p TexH. HayK, mpod., 3aBigyBau kapeapu Apromatu3oBaHnx Cucrem Ynpasminas [Herutyty KoM’ rorepaux
Hayxk ta [ndopmamniiinnx Texnomnoriit HanionansHoro YHiBepcurety «JIpBiBcbka IlomitexHikay, JIbBiB, YipaiHa.

AHOTAIIA

AxTyanbHicTh. Po3risiHyTO npobnieMy ineHTHiKamil Ta BU3HaYEHHS IEepPCOHI(IKOBAaHNX KOMIUIEKCHUX ITOKa3HUKIB HasiBHOCTI
KOKHOTO 3 (paKTOpiB BIUIMBY B IpoLiecax 0COOMCTICHOT Cy0’ eKTHBI3alii CHPHUHHATTS JOCIIDKYBaHOTO 00’ €KTa MIATPHUMKH BiIOBII-
HUMH Cy0’€KTaMH, SIKi 3 HUIM B3a€MOJIIOTH i BIUIMBAIOTh HA HOTO mMiATpUMKY. O6’€KTOM JOCIIIKEHHS € Tpolec GOpMyBaHHS MyJb-
TU(AKTOPHUX MOPTPETIB Cy0 €KTIB MIATPUMKH MPOTPaMHUX KOMILIEKCIB, 3 BUKOPHCTaHHIM OararourapoBoro mnepuentpona. Ilpen-
METOM JIOCITI/KEHHSI € METOIH Ta 3aco0u (opMyBaHHs MyJIbTH(HAKTOPHUX MOPTPETIB CyO’€KTIB MiATPUMKH HPOrPAMHUX KOMILICK-
ciB.

Meta po60oTH — po3poOIeHHS METOLy (POPMYyBaHHS MYJIbTH()AKTOPHUX MOPTPETIB CYO’ €KTIB MIATPUMKH MPOTPAMHUX KOMILICK-
ciB, 3 BUKOPHCTaHHSM 0araToLIapoBOro MepLenTpoHa.

Metoa. Po3pob6ieno meton GopmyBaHHS MyIbTH()AKTOPHUX MOPTPETIB CyO’ €KTIB MiITPHMKH IIPOTPAMHUX KOMIUIEKCIB, 3 BUKO-
PHUCTaHHSIM LITYYHUX HEHPOHHUX MEpPEX THUITy 0araToIlapoBOrO MEpLENTPOHa, IO Jac 3MOory (HOpMyBaTH BiJIIOBIJHI ITEPCOHAIBHI
MyJIbTH(AKTOPHI TOPTPETH CyO €KTIB, KOTpi, HANPAMY a0b0 OIOCEPEIKOBAHO, B3aEMOJIIOTH 3 00°€KTOM HiITPUMKH, B SKOCTI SKOTO
MOX€ BHCTYIATH SIK CaM MiATPUMYBAHHUI IPOrpaMHHUiT KOMIUIEKC, TaK i HPOLECH, TIOB’s3aHi 3 HOr0 KOMIUIEKCHOIO i ATPUMKOIO.

PesyabraTn. PesynpratamMmu po6oTH po3po0iieHOro METoIy € BiAMOBiAHI Moaeni MyJIbTH()AKTOPHHUX MOPTPETIB CyO €KTIB mif-
TPUMKH TIPOTPAMHUX KOMIUICKCIB, 5IKi, B HOJAJIBIIOMY, BUKOPHUCTAHO IS PO3B’SI3aHHS KJIacTepy HAyKOBO-NIPHKIAIHUX 3a/ia4d aBTO-
MaTH3alii MATPUMKH TPOTPaMHHUX KOMIUIEKCIB, 30KpeMa, 3a1ady ileHTUQIKaIii Ta BU3HAYEHHs IEPCOHATI30BAHUX KOMIUIEKCHHUX
MIOKA3HHKIB MIPUCYTHOCTI KOXKHOTO i3 (haKTOpiB BIUIMBY (Hamepen y3roUKEHOI Ta 3aIeKIapoBaHOI MHOXKMHH (haKTOpPIB BIUIUBY) B
Iporecax IMepCcoHAIbHOI Cy0’ eKTUBI3aNil CHPHHHSTTS JOCTIIKYBaHOTO 00’ €KTa MIATPUMKH BiJIIOBITHUMH Cy0’€KTaMH, KOTpi B3ae-
MOJIIIOTh 3 MepIIuM (HanpsiMy abo OIloCcepeIKOBaHO), Ta BIUIMBAIOTh HA HOTo MIATPUMKY. B sIKOCTI NpHKiIagy IpakTHYHOTO 3aCTOCY-
BaHHS PO3POOJICHOIO METOJy, HAaBEJCHO Pe3yJIbTaTH PO3B’sI3aHHS MPUKIJIAJHOI MPaKTUYHOI 3a/adi aBTOMAaTH30BAHOTO IIOLIYKY Ta
migbopy KaHauaara (3 4ucia WieHIB KOMaHIU MiATPUMKH IPOrPAHOro KOMIUIEKCY) AJIsl PO3B’s3aHHS CTEKY CIIeLiani3oBaHUX KIi€HT-
CHKHX 3aIUTIB (11010 MiATPUMKH [IbOIO MPOrPAMHOTO KOMILIEKCY).

BucHoBku. Po3pobnenuit MeTos BUpilIye MOCTaBIEHY 334ady ineHTU(IKaIil Ta BU3HAYCHHS MEPCOHATI30BAHUX KOMIUICKCHUAX
MMOKAa3HUKIB MPHCYTHOCTI KOKHOTO 13 ()aKTOpiB BIUIMBY (Hamepea Y3roKeHOI Ta 3aJeKIapoBaHOI MHOKHHH (DaKTOpPIiB BIUIHBY) B
Iporecax IMepCOHAIbHOI Cy0’ eKTUBI3aLil CHPUHHSTTS HOCTIIKYBAaHOTO 00’ €KTa MIATPUMKH BiJIIOBITHUMH Cy0’€KTaMH, KOTpi B3ae-
MOJIIOTh 3 IEepIINM (HampsiMy abo ONOCepeKOBaHO), Ta BIUIMBAIOTH HA HOTO MIATPUMKY. B momoBHEHHS, po3polieHuii MeTos 3a-
Oe3nedyye MOXKIIMBICTD MOOYIOBU BiANOBIIHUX MOJieNed MyIbTH(HAKTOPHUX MOPTPETIB CyO’ €KTIB MIATPHMKHU IPOrPAMHUX KOMILIEK-
CiB, 110 JIa€ 3MOTY BHKOPHCTOBYBATH iX IPH PO3B’si3aHHI OyIb-sKMX 33Jad, MOB’SI3aHMX 3 aBTOMATH3AL€I0 MOIIYKYy Ta Hindopy
Cy0’€KTiB MATPUMKH HOPOrPaMHHMX KOMILICKCIB, IO BIANOBINAIOTH 33ZaHUM KPUTEPisIM sIK B KOHTEKCTi MpOLECiB cy0’eKTUBIi3aLil
MEPCOHANBHOTO CIPUUHATTS 00’ €KTIB MIATPUMKHU (MIATPUMYBaHHX MIPOTrPAaMHHUX KOMILICKCIB, UM MPOLECIB X MIATPUMKH), TaK i B
KOHTEKCTI CyMICHOCTI Y B3a€MOIii 3 KIIIEHTaMH Ta/a00 KOPUCTYBaYaMH MiATPHUMYBAHUX MPOTPAMHUX MPOAYKTIB (OCKUIBKH LI KOPHUC-
TyBadi, (PaKTHYHO, TEXK SBIAIOTHCS CYO’ €KTaMH B3a€MOZIT 3 THM K€ JOCIIKYBaHHM 00’ €KTOM MiATPUMKH).

KJIIOYOBI CJIOBA: aBromaru3arisi, IporpaMHUH KOMIUIEKC, MATPUMKa, (JaKTOp BIUIMBY, MyJIbTU(GAKTOPHIX HOPTPET, HEH-
POHHI Mepexi, 6araTomapoBHii IepLIeNnTPOH.
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ABSTRACT

Context. The problem of determining transitional conditions that precede the shift from an operating state to a non-operating
state based on data obtained from the sensors of rotating machine elements is being solved. The object of the study is the process of
detecting faults and states that indicate an approach to breakdown in rotating machine elements based on data obtained from sensors.
The subject of the study is the application of k-means and the elbow method algorithms for clustering and convolutional neural net-
works for classifying sensor data and detecting near-failure states of machine elements.

Objective. The purpose of the work is to create a method for processing sensor data from rotating machines using convolutional
neural networks to accurately detect conditions close to failure in rotating machine elements, which will increase the efficiency of
maintenance and prevent equipment failures.

Method. The proposed method of preventing failures of rotating machines by vibration analysis using machine learning tech-
niques using a combination of clustering and deep learning methods. At the first stage, the sensor data undergoes preprocessing, in-
cluding normalization, dimensionality reduction, and noise removal, after which the K-means algorithm is applied. To determine the
optimal number of clusters, the Elbow method is used, which provides an effective grouping of the states of rotating machine ele-
ments, identifying states close to the transition to fault. A CNN model has also been developed that classifies clusters, allowing for
the accurate separation of nominal, fault, and transitional conditions. The combination of clustering methods with the CNN model
improves the accuracy of detecting potential faults and enables timely response, which is critical for preventing accidents and ensur-
ing the stability of equipment operation.

Results. A method of preventing failures of rotating machines by vibration analysis using machine learning techniques and a
relevant software package have been developed. The implemented method allows us to identify not only normal and emergency
states but also to distinguish a third class — transitional, close to breakdown. The quality of clustering for the three classes is con-
firmed by the value of the silhouette coefficient of 0.506, which indicates the proper separation of the clusters, and the Davis-Boldin
index of 0.796, which demonstrates a high level of internal cluster coherence. Additionally, CNN was trained to achieve 99% accu-
racy for classifying this class, which makes the method highly efficient and distinguishes it from existing solutions.

Conclusions. A method of preventing failures of rotating machines by vibration analysis using machine learning techniques was
developed, the allocation of the third class — transitional, indicating a state close to breakdown — was proposed, and its effectiveness
was confirmed. The practical significance of the results lies in the creation of a neural network model for classifying the state of ro-
tating elements and the development of a web application for interacting with these models.

KEYWORDS: rotation machines, element failure, transitional conditions, clustering, classification, CNN.

ABBREVIATIONS bj is a bias for the neuron of the j-th dense layer;

Al is an artificial intelligence;

CAM is a computer aided manufacturing;
CNN is a convolution neural network;
DL is a deep learning;

LSTM is a long short-term memory;

ML is a machine learning;

NN is a neural network;

RGB is a red, green and blue color model;
RNN is a recurrent neural network;

SVC is a scalable video coding;

SVM is a support vector machine.

NOMENCLATURE
y is an input sensory data converted into numerical
representations;
X is a horizontal pixel coordinate in the resulting
image;

y is a vertical pixel coordinate in the resulting image;
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f is an activation function;

g is a convolution kernel that moves through the data
to extract features;

P(i,j) is a value after the MaxPooling operation at
position (i,j) in the original matrix;

wjj is a weight between the neuron of the i-th layer and
the j-th neuron of the dense layer;

X(i+m, j+n) is a initial matrix of values that are
passed to CNN for processing;

Yi is a output of the j-th neuron on the dense layer.

INTRODUCTION
Modern machine diagnostics systems use data from
numerous sensors that measure key operating parameters
in real time, such as vibration, temperature, pressure, and
voltage. The problem lies not only in the sheer volume of
data, but also in its complexity, which makes it difficult to
apply classical analysis methods. Artificial intelligence
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solves these problems by detecting hidden patterns and
anomalies in multidimensional data, which increases the
accuracy of fault prediction [1].

The use of artificial intelligence tools in the diagnos-
tics of machine elements allows timely detection and pre-
vention of malfunctions and prediction of possible fail-
ures, which increases the reliability of maintenance, re-
duces repair costs and equipment downtime [2].

The development of tools for diagnosing the technical
condition of machines should be aimed not only at detect-
ing faulty or completely damaged components, but also at
preventing possible failures. Ensuring early detection of
critical changes in the condition of parts allows for timely
action to prevent their failure during operation. This helps
to reduce maintenance costs, increase machine efficiency
and improve operational safety, which is critical in many
areas where the stability of technical equipment is of key
importance.

The object of study process of detecting malfunctions
and states that indicate an approximation of a failure in
the elements of rotating machines based on data obtained
from sensors.

The subject of study application of clustering algo-
rithms and convolutional neural networks to classify sen-
sor data and detect near-failure states of machine ele-
ments.

The purpose of the work is the development of a
method for processing data from rotating machine sensors
using convolutional neural networks to accurately detect
states close to failure in rotating machine elements, which
will increase the efficiency of maintenance and prevent
equipment failures.

1 PROBLEM STATEMENT
Let X ={X{,Xy,...X,} be a set of sensor data collected

from rotating machine elements, where each X; € R%

represents a vector of d sensor records at a given time.
The dataset X € is unlabeled and consists of a set of text
files X, where each file contains sensor data for a certain
period of time and a key file K ={ki,k,,..k,}, where
ki €{0,1} is a binary label indicating whether the rotating
element is in good condition (kj =0) or faulty (kj =1).
The dataset X, containing sensor records is analyzed with
the assumption that there is an intermediate class between
fault and nominal, which means that the received sensor
data on the element state does not belong to the nominal
cluster and is approaching the fault condition.

The purpose of the study is to implement a method for
identifying a transitional class of component condition
based on indicators from sensors that read the condition
of equipment. The study focuses on the possibility of
identifying this class using clustering methods, such as
the k-means method, and classification using convolu-
tional neural networks.

This method allows identifying not only nominal and
faulty parts, but also those that are on the verge of failure,
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which makes it possible to identify parts with an in-
creased risk of failure in advance and organize timely
maintenance.

2 REVIEW OF THE LITERATURE

Recent studies show that traditional diagnostic meth-
ods that involve manual analysis of sensor data are giving
way to automated approaches that use machine learning
and, in particular, deep neural networks [3], [4]. Convolu-
tional neural networks have shown significant potential in
processing complex, multidimensional data [5] from in-
dustrial sensors due to their ability to detect complex rela-
tionships between signals and identify anomalies that may
indicate malfunctions.

In article [6], the authors review modern machine
learning methods used to monitoring and predicting faults
in glass industrial rotating machines. The focus is on the
use of sensor data, which is important for accurate fault
diagnosis. Both traditional methods, such as regression,
decision trees, and SVMs, and more modern deep learn-
ing approaches, such as neural networks, CNNs, and
RNNSs, have been studied.

Deep neural networks have shown significant advan-
tages in detecting complex patterns in sensor data, which
has increased the accuracy of fault diagnosis to 93-97%.
This is significantly higher than traditional methods,
which have an accuracy of about 80-85%. RNNs [7] were
particularly effective, demonstrating up to 90% accuracy
when working with sequential data, such as vibrations and
temperature measurements.

The study also showed that the use of NNs signifi-
cantly reduced the processing time of large amounts of
sensor data, which is especially important for systems
with high performance requirements. In real-life exam-
ples, in particular when working with motors and rotary
machines, the use of neural networks reduced the number
of failures by 20—25% compared to traditional methods.

The authors of [8] also consider modern DL ap-
proaches for fault detection and prediction in industrial
systems. The main focus is on how deep learning outper-
forms traditional diagnostic methods capable of working
with large amounts of complex sensor data. Among the
main methods discussed are CNNs used to process vibra-
tion signals and images, which facilitates early detection
of faults.

The authors of [9] and [10] consider the use of ma-
chine learning methods to predict industrial equipment
failures based on time series of sensor data. The research-
ers emphasize the importance of predicting the specific
moment when equipment goes from a nominal to a faulty
condition, which reduces the risk of unplanned machine
downtime. The paper applies various machine learning
models, such as RNN and LSTM, to capture and learn
from temporal patterns that indicate the approach of a
machine element failure. The results show that these
models are able to effectively identify failure patterns in
continuous time series, providing earlier and more accu-

rate failure prediction.
OPEN a ACCESS




p-ISSN 1607-3274 Pagioenexrponika, iHpopmaruka, ynpapiinus. 2025. Nel
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

The authors of [11] also proposed a three-stage fault
prediction method for rotating equipment. It uses a com-
bination of CNN and LSTM to detect the degradation
period and fault type, and (Bi)-LSTM and SVC to predict
the trend and identify specific faults. The method has
been successfully tested on the IMS dataset[12].

To solve such problems, authors often use the method
of converting numerical data into graphs, as this allows to
use CNNs to analyze them, making it possible to achieve
comparable classification results to traditional machine
learning algorithms such as XGBoost.

A study [13] was also conducted on the application of
image-based methods for diagnosing machine faults using
data from 6DOF IMU. Three methods are proposed: con-
verting time data into a gray image, RGB image, and
RGB image with X, Y, Z axes. All methods show high
accuracy in classifying different operating states. The
gray image provides faster training, while RGB methods
offer additional analysis capabilities. The study also ex-
amines the interpretability of models using Grad-CAM
[14].

Paper [15] compares methods of converting tabular
data into images for use with convolutional neural net-
works, showing that even a basic CNN can achieve results
similar to the XGBoost algorithm optimized by traditional
methods.

Recent studies substantiate the effectiveness of artifi-
cial intelligence techniques, particularly neural networks,
for monitoring and diagnosing the condition of rotating
machinery. CNN and LSTM networks have demonstrated
robust performance in detecting faults by analyzing sen-
sor data, highlighting their potential for early fault identi-
fication. These architectures excel in extracting complex
patterns and temporal dependencies within sensor read-
ings, enabling them to recognize subtle indicators of
equipment deterioration.

However, the critical issue of accurately pointing the
transition from nominal operational to failure conditions
remains underexplored. Current models predominantly
focus on distinguishing between nominal and faulty con-
ditions after critical issue become evident. Addressing this
gap requires more advanced predictive modeling that can
identify faults well before they become critical, thus pro-
viding a buffer for preventive measures.

Future research should therefore prioritize the devel-
opment of sophisticated, multi-faceted models that incor-
porate predictive capabilities. By effectively forecasting
potential failures before they manifest, such models could
significantly reduce unplanned downtimes, cut mainte-
nance costs, and enhance the operational safety and reli-
ability of rotating machinery systems.

3 MATERIALS AND METHODS
To solve the problem of preventing failures of rotating
machines by vibration analysis using machine learning
techniques, it is necessary to implement an appropriate
method (Fig. 1). The process begins with obtaining and
downloading the input data, namely the “zeroShot” data-
set [16], which includes 1158 files, each of which con-
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tains 93752 records with sensor readings. Then, the files
contained in the dataset are converted into graph images
and undergo a preprocessing stage, which includes resiz-
ing to 256x256 pixels, normalizing pixel values by divid-
ing by 255, and eliminating noise using a median filter.
The cluster features are also prepared for further analysis
by converting the cluster labels to the one-hot encoding
format [17] to ensure correct input into the model.

Inputs:
-dataset;
-key file to check the classifier operation

Data processing stage

Dataset loading and data preprocessing

Data conversion to graph images

Clustering stage

Preprocessing: calculating the mean, median, standard deviation,
minimum, and maximum

Clustering by k-means. Assignment of cluster labels by analyzing
the distances between feature vectors

Visual analvtics stage

Determining the relevant number of classes based on clustering
results

Stage of classifier operation

Downloading the received dataset and splitting it into training and
validation samples

Model training, accuracy assessment, and selection of optimal
hyperparameters

Output:
-predicted class probabilities for each image:
~category labels for each image based on the predicted probabilities.

Figure 1 — A method of preventing failures of rotating
machines by vibration analysis using machine learning
techniques

For clustering, several important steps were taken to
prepare the data and apply machine learning methods.
First, basic statistical characteristics were calculated for
each data file, including the mean, median, standard de-
viation, minimum and maximum values. These character-
istics were used as features for further clustering. To en-
sure the uniformity of the scale of the features, the data
was standardized using the StandardScaler method [18].

To determine the optimal number of clusters, it is nec-
essary to apply the Elbow method, which helps to find the
point where a further increase in the number of clusters
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does not significantly reduce the inertia, the sum of
squared distances to the centroids.

To solve the clustering problem, the k-means [19] and
Elbow Method [20] methods were used. The k-means
algorithm is used to divide data into clusters, where each
cluster is characterized by the average value of the coor-
dinates of all points in the cluster. The basic principle of
k-means is as follows [21]:

1) first, k cluster centers are randomly selected;

2) each data point is assigned to the closest cluster
center;

3) after that, the cluster centers are recalculated based
on the average value of all points belonging to each clus-
ter;

4) the process is repeated until the centers stop chang-
ing, i.e., the algorithm converges.

The Elbow Method is used to determine the optimal
number of clusters in the clustering process. The principle
of this method is to analyze the inertia — the sum of dis-
tances between points and their respective centroids — for
different values of the number of clusters. The inertia
graph usually shows a breaking point or “elbow” after
which further increase in the number of clusters does not
lead to a significant decrease in inertia [22]. This point is
interpreted as the optimal number of clusters, which en-
sures a balance between the compactness of the clusters
and their number.

To evaluate the quality of clustering, metrics such as
the average value of the silhouette score, inertia, Davies-
Bouldin Index, adjusted rand Index, and normalized mu-
tual information were calculated.

Fig. 2 shows the clustering process as part of a method
to prevent failures of rotating machines based on vibration
analysis by using machine learning techniques.

Dataset “zeroShot”

Loading the dataset

Data

preparation Image processing
&

Text files processing

K-Means clustering

Results evaluation
Model
validation
Results visualization

Set of cluster labels

Figure 2 — The process of clustering, one of the stages of the
method

The visualization of the clustering results was pre-
sented using two-dimensional scatter plot, silhouette plot,
and parallel coordinates to reveal the internal structure of
the clusters.

The obtained clustering results are stored for further
use in the classification process. After that, the class la-
bels preparation stage is performed, where the initial class
labels are loaded from a file and converted to a one-hot
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encoding format for use in the classification model. Next,
the obtained dataset is divided into training and test sam-
ples in the ratio of 80% to 20%. After the data is divided,
the classifier is trained on the training set.

The final step is to predict classes for the test images.
The obtained results are stored with the model for further
use, which allows to reproduce the classification or clus-
tering of new images.

To effectively classify the states of rotating machines
based on vibration analysis, it is necessary to develop a
neural network classifier. Fig. 3 shows a neural network
architecture that receives an image as an input, repre-
sented as a multidimensional tensor, where each dimen-
sion corresponds to the width, height, and number of
channels.

The neural network architecture for binary classifica-
tion consists of three Convolutional Convolution2D lay-
ers and MaxPooling2D sub-sampling layers that help to
extract local features, reduce dimensionality, and reduce
computational costs. The Flatten layer transforms the data
into a flat structure, after which two fully connected
Dense layers provide the final classification with an out-
put that determines the probability of belonging to one of
the classes.

The neural network architecture for three-class classi-
fication is built in a similar way, but includes an addi-
tional input layer, InputLayer, which is combined with a
multidimensional tensor by concatenation to take into
account additional characteristics, allowing the model to
recognize more classes. In the course of building the ar-
chitecture and training the neural networks, we used the
pillow and OpenCV libraries for basic image processing
and computer vision, as well as TensorFlow with Keras
for deep learning, which allows to build and train neural
networks.

The first layer of the model is the Conv2D convolu-
tional layer, which applies several filters to detect local
features such as edges and textures. Convolution is a basic
operation in CNNs that is used to extract features from
input data, such as sensor values [23]. The convolution
for two-dimensional data is represented by formula (1)
[23]:

L |

The next layer of the neural network is MaxPool-
ing2D, which reduces the spatial dimensions of the tensor
by extracting the most important features, which improves
efficiency and reduces the number of parameters to calcu-
late. This operation selects the maximum value in each
array and is calculated using the formula [23] (2):

P(,j)= max

0<m<p,0<n<p

(X(@i+m,j+n)). )
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input_1 mput: | [(None, 256, 256, 3)]

InputLayer | output: | [(None, 256, 256, 3)]
convld | input | (None, 256, 256, 3)
Conv2D | output: | (None, 254, 254, 32)
max_pooling2d | mput: | None, 254, 254, 32)
MaxPooling2D | output: | (None, 127, 127, 32)
conv2d 1 | input: | (None, 127,127, 32)
ConvZD | output: | (Nome, 125, 125, 64)

max_pooling2d_1 | mpuk: | (None, 125, 125, 64)

MaxPooling2D output: | (None, 62, 62, 64)
convzd_2 | input: | (None, 62,62, 64)
Conv2D | output: [ (None, 60, 60, 128)

max_poolingZd 2 | iput: | (None, 60, 60, 128)

MaxPoolingZD output: | (None, 30, 30, 128)
flatten | mput: | (None, 30, 30, 128) input_2 input: | [(None, 3)]
Flatten | output: (None, 115200) InputLayer | output: | [(None, 3)]

~

concatenate | input:

el

[(None, 115200), (None, 3)]
(None, 115203)

Concatenate | output:

denze | mput: | (None, 115203)

(None, 128)

Dense

output:

dense_1 | mput: | (None, 128)

(None, 3)

Denge | output:

Figure 3 — Architecture of the developed convolutional neural
network

After MaxPooling2D, a convolutional layer is imple-
mented to enhance the feature analysis and help detect
more complex structures. The pooling layer is again ap-
plied to reduce the size. The third convolutional layer
continues to highlight complex image features, which
prepares the data for the transition to the final layers. One
more pooling layer completes this process and resizes the
original tensor so that the data can be transferred to dense
layers. The Flatten layer transforms the multidimensional
tensor into a flat vector, which is necessary for further use
in the fully connected Dense layers. A dense layer is a
fully connected layer of a neural network, where each
neuron from one layer is connected to all the neurons of
the next layer. The first dense layer performs nonlinear
transformations and combines the extracted features for
better classification or prediction. The last dense layer
completes the network, giving the final result, the prob-
ability of an image belonging to a certain class. The op-
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eration of this layer is based on matrix multiplication,
which is performed according to formula (3) [24]:

n
Yi = f(EWini +by). 3)

The method of preventing failures of rotating ma-
chines based on vibration analysis by using machine
learning techniques was proposed. The basis of the pro-
posed method is a combination of classical machine learn-
ing methods, such as K-means and the elbow method for
clustering, and a CNN neural network model for classify-
ing the conditions of rotating machines.

4 EXPERIMENTS

According to the described method, a software pack-
age was implemented, including two machine learning
models for clustering into two and three classes, two neu-
ral network models for classification into two and three
classes, and a website for the practical use of the obtained
models. The scheme of the system's program modules is
shown in Fig. 4.

The dataset used for the study consists of sensor data
collected from various mechanical rotating systems cover-
ing a wide range of operational parameters. These pa-
rameters, presented in text form, were converted into nu-
merical values suitable for analysis.

Website
Clustering subsystem

Clustering into 3 classes
to identify the
transitional class

Classification subsystem

CNN for classification

CNN for binary classification 2
' into three classes rd

Figure 4 — Scheme of operation of the system program
modules

The “zeroShot” dataset consists of 1158 files, each of
which contains 93752 sensor records, as well as a file
with labels for evaluating the model's performance

For clustering, no additional graphical interface was
created: all processing and clustering results were dis-
played in the console, and the matplotlib and seaborn li-
braries were used for graphical representation of the data.
The following libraries were used: numpy for working
with multidimensional arrays, which optimizes the com-
putations and matrix operations required to process large
data sets; scikit-learn for access to machine learning algo-
rithms, including clustering; matplotlib and seaborn for
visualizing the results.

To perform the “Classifier operation” stage, the CNN
neural network models were trained with the parameters

shown in Table 1.
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Table 1 — A set of hyperparameters for classification

Hyperparameter | 2 classes classifica- 3 classes classifica-
name tion tion
Model’s version | Vi | V2 V3 | V4

Optimization hyperparameters
optimizer adam
loss binary_crossentropy categori-

- cal_crossentropy
Training hyperparameters

metrics accuracy
batch_size 32 32
epochs 6 | 3 10 | 5

The architecture of the neural network for binary clas-
sification includes three layers Conv2D and MaxPool-
ing2D for feature extraction and dimensionality reduction,
Flatten for conversion to a flat structure, and two layers
Dense for classification. The architecture for three-class
classification is similar, but an InputLayer with concate-
nation is added to take into account additional characteris-
tics. Pillow and OpenCV were used for image processing,
and TensorFlow with Keras was used to build and train
neural networks.

A website based on the Flask framework [25] was also
implemented to interact with Al models and display
analysis results. An example of the website is shown in
Fig. 5. The program codes implemented in the study were
uploaded to the GitHub cloud platform to ensure accessi-
bility and the possibility of their further analysis, verifica-
tion, and reuse. [26].

The defined stages of the experiment and the methods
used for data preparation and processing provide a com-
prehensive analysis and classification of the data. Further,
the results of clustering and classification will be evalu-
ated in terms of their accuracy, reliability, and ability to
identify transient states.

Classification Result

Geagh for TOODY bxt

Prediction: Nominal data

Figure 5 — Web application interface

These results will form the basis for building a prog-
nostic model and identifying opportunities to improve the
machine maintenance process, which has the potential to
increase equipment stability and safety.

5 RESULTS
According to the outlined plan of the experiment, the

following clustering results were obtained (Fig. 6), the dis-
© Zalutska O. O., Hladun O. V., Mazurets O. V., 2025
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tribution curve of the optimal number of Elbow method
classes by the inertia parameter is presented, which de-
creases sharply when moving from 1 to 3 clusters, indicat-
ing that the optimal number of clusters is in the range of 2—
3. This result shows that dividing the data into 3 clusters
can be reasonable and will provide the best balance be-
tween clustering accuracy and model complexity.

The obtained indicators demonstrated the high accu-
racy of the model. For the nominal class, the model
achieved precision of 0.9987, recall of 0.9885, and F1-
score of 0.9936. The fault class showed precision of
0.9704, recall of 0.9966, and F1-score of 0.9833. For the
transitional class, the precision is 0.9942, recall is 0.9896,
and F1-score is 0.9958. The overall accuracy of the model
was 0.9914. The macro- and weighted average F1-score
are 0.9923 and 0.9914, respectively, which indicates high
classification performance.

Elbow method

6000

4000

Inertia

3000 4

1000

2 4 6 8 10
Number of clusters

Figure 6 — Obtained clustering results

Also, according to the experimental conditions, a neu-
ral network multiclass classifier was created to distinguish
three states of rotating machine elements: nominal, fault,
and transitional. The confusion matrix shown in Fig. 7.

Confusion Matrix
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Transition Faulty
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Figure 7 — Confusion matrix for multiclass model

Nominal

Table 2 shows the results for binary and multiclass
classification. The main focus is on the multiclass model
v4, which demonstrates better classification results due to
the improvement of its architecture.
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Table 2 — The results of classification by different models

precision recall F1- support | required precision | recall F1- support | required
score time, sec score time, sec
Binary classification (v1) Binary classification (v2)
Nominal 0.9718 0.6511 0.7806 | 293 Nominal data | 0.9763 0.9829 | 0.9796 | 293
data
Fault data 0.9032 0.9992 0.9485 865 Fault data 0.9942 0.9919 | 0.9931 | 865
43 91
accuracy 09117 1158 accuracy 0.9896 | 1158
macro avg | 0.9375 0.8251 0.8646 1158 macro avg 0.9852 0.9874 | 0.9863 | 1158
weighted 0.9197 09111 0.9048 1158 weighted avg | 0.9897 0.9896 | 0.9896 | 1158
avg
Multi-class classification (v3) Multi-class classification (v4)
Nominal 0.9718 0.6092 0.7493 785 Nominal data | 0.9987 0.9885 | 0.9936 | 785
data
Fault data 0.1901 0.8192 0.3084 77 Fault data 0.9704 0.9966 | 0.9833 | 296
Transi- 0.9145 0.9972 0.9527 296 Transitional 0. 9942 0.9896 | 0.9958 | 77
tional class 102 class 206
accuracy 0.7217 1158 accuracy 0.9914 | 1158
macro avg | 0.6921 0.8085 0.6701 1158 macro avg 0.9897 0.9951 | 0.9923 | 1158
weighted 0.9046 0.7228 0.7714 1158 weighted avg | 0.9916 0.9914 | 09914 | 1158
avg

Based on the table, we can see significant improve-
ments in the results between the v3 and v4 versions of the
models for the multi-class classification task. In particu-
lar, for each of the three classes (“Nominal”, “Fault”,
“Transitional”), the v4 version has higher precision, re-
call, and fl-score values compared to v3. This indicates
the improved ability of the v4 model to correctly identify

Silhouette Plot

1200

Parallel C for Clusters

Feature 3 Feature 4

Feature 2

each class, especially for “Fault” and “Transitional” The
overall precision score is also significantly higher in v4
(0.9914 vs. 0.7217 in v3), which demonstrates an overall
improvement in model performance for all classes.

In the silhouette plots of Fig. 8a and Fig. 8b show the
clustering quality assessment for two and three clusters.

Silhouette Plot

Scaled Value

Feature 1 Feature 2 Feature 4 Feature 5

Features

d

Figure 8 — Visualization of clustering results:
a — evaluation of the quality of clustering into two classes using the silhouette method; b — evaluation of the quality of clustering into
three classes using the silhouette method; ¢ — visualization of cluster division through parallel coordinates of features into two clus-
ters; d — visualization of cluster division through parallel coordinates of features into three clusters
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For the two clusters (Fig. 8a), both clusters have positive
silhouette coefficient values, indicating a clear separation
between them, but the overall average silhouette score is
limited, which may indicate a lack of detail in the internal
structure of the data. For the three clusters (Fig. 8b), the
silhouette score is also positive for each cluster, and the
overall average silhouette score is higher, indicating a
better distribution of the data. Fig. 9 shows a graphical
representation of the clustering by two classes.

Scames Pt of Meing
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I

[ o o e e e e e e e e e

e o o e e, e, i . e . e e e i i i g

Tl LAt s
Figure 9 — Graphical representation of clustering by two
classes

The above experiments were performed on the follow-
ing hardware: Intel core i5-11400H processor, RAM: 16
GB. Software: Windows 11 Home, Python 3.9.0 pro-
gramming language, JavaScript — ECMAScript 2023
(ES14), Visual Studio Code editor, TensorFlow/Keras,
Scikit-learn, OpenCV, Matplotlib, Seaborn, Numpy, Pil-
low, Flask libraries were used.

6 DISCUSSION

According to the Elbow Method graph (Fig. 7), which
shows the correlation between the number of clusters and
the inertia value, the indicators decrease rapidly when
moving from 1 to 3 clusters, after which the decrease be-
comes less noticeable. Such a sharp decline in the first
steps usually indicates a zone of optimal distribution,
where the addition of new clusters slightly improves the
distribution but significantly increases the complexity of
the model.

This result indicates that the optimal number of clus-
ters may be in the range of 2-3, since further increasing
the number of clusters does not significantly improve the
inertia. The choice of 3 clusters is justified because this
division provides an effective reduction of internal vari-
ance, which is important for more accurate modeling of
the data structure, without excessive model complexity
and excessive division of data into small groups.

According to Fig. 10, the third class is proposed to be
the transitional class, which indicates a condition of a
machine element that does not belong to either the nomi-
nal or fault classes. Based on the graphical analysis, it can
be concluded that at a uniform distance from both main
clusters, the model demonstrates a reduced ability to ac-
curately determine the belonging to a particular cluster.
This is due to the fact that the central points are equidis-
tant from both clusters, combining the features of each of
them. In this regard, it is advisable to expand the cluster-
ing model to three classes. Thus, in addition to the main
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classes (nominal and fault), a third transition class is
added, which accumulates the common characteristics of
both clusters, allowing the model to more accurately re-
flect the data structure.

Thus, the division into three clusters not only allows
for a better representation of the data structure, but also
provides a more reasonable representation of the internal
features of the dataset. According to the visualizations of
parallel coordinates for two- and three-class clustering,
clustering into three classes is appropriate. Adding a third
cluster (labeled #1 in the graph) in Fig. 9d reveals addi-
tional structural differences, especially on the features
“Feature 3” and “Feature 4”, which indicates the presence
of unique features that were not visible in the two-class
clustering. At the same time, there is an overlap of lines
on certain features, which may indicate imperfect separa-
tion of the clusters. Nevertheless, the third cluster helps to
segment the data more accurately, taking into account less
pronounced differences.

Therefore, the division into 3 clusters supports a bal-
anced decision between adequate clustering accuracy and
overall model performance. This result indicates that the
optimal number of clusters may be in the range of 2-3,
since further increasing the number of clusters does not
bring significant improvement in inertia. The choice of 3
clusters is justified because this division provides an ef-
fective reduction of internal variance, which is important
for more accurate modeling of the data structure, without
excessive model complexity and excessive breakdown of
data into small groups. Thus, the division into 3 clusters
maintains a balanced decision between appropriate clus-
tering accuracy and overall model efficiency.

The clustering results show that the three-level classi-
fication is optimal, providing a clear separation and dis-
play of the data structure. Analysis using the elbow
method and the silhouette coefficient confirmed the effec-
tiveness of this method. In addition, a neural network
model was created to recognize the third, transitional
class, which increased the overall accuracy and flexibility
of the model, providing better consideration of complex
variations in the data when analyzing the condition of
rotating machine elements.

CONCLUSIONS

The method of preventing failures of rotating ma-
chines based on vibration analysis by using machine
learning techniques was implemented. The main feature
of the proposed method is the ability not only to classify
conditions as normal or faulty, but also to identify an in-
termediate condition characterized by an increased prob-
ability of element failure. The use of clustering has made
it possible to achieve an accuracy of over 80% in identify-
ing this third class, which makes it possible to predict
probable failures at early stages.

In addition, the method is based on the use of a convo-
lutional neural network that has been trained with an ac-
curacy of 99% to classify states, including a new “transi-
tional” class. This ensures high efficiency and reliability
of the classification, which allows not only to increase the
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safety and reliability of equipment operation, but also to
minimize the costs associated with emergency conditions
and repairs.

The scientific novelty of obtained results is that the
method of preventing failures of rotating machines based
on vibration analysis by using machine learning tech-
niques is firstly proposed. In the resulting dataset, it is
proposed to distinguish a new, third class of transitional,
which indicates a transient, close-to-failure state of a ro-
tating element, and the effectiveness of introducing this
class is proved.

The practical significance of the obtained results is
the creation of application software, specifically neural
network models for classifying the condition of rotating
machine elements and the implementation of a corre-
sponding web application for interacting with the ob-
tained models.

Prospects for further research may be aimed at op-
timizing algorithms and neural network architecture to
reduce training time, which will improve the efficiency of
models with large amounts of data and different classes.
Furthermore, it is also possible to develop methods for
adaptive training of models based on new data, which will
increase the efficiency of their application in real-world
conditions.
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METO/ IONEPEI)KEHHSI ABAPIMHUX CTAHIB OBEPTOBUX MAIIIMH 3A AHAJII30M BIBPALIA 3ACOBAMUA
MAHNIUMHHOI'O HABYAHHSA

3anynbka O. O. — acucteHT Kadeapr KOMIT IOTEPHUX HayK XMeEJIbHUIBKOTO HAlliOHAIBHOTO YHIBEPCHUTETY, XMEJbHUIBKUI,
Vkpaina.

Taagyn O. B. — cTyzeHT 06akanaBpchKOro piBHsS OCBITH Kadeapu KOMI'IOTEPHUX HAyK XMEIbHHULBKOTO HAIlIOHAJIBHOTO YHIBEp-
cuteTy, XMEIbHULbKUH, YKpaiHa.

Ma3sypens O. B. — kaH1. TexH. HayK, JOLEHT Kadeapyn KOMITIOTEPHUX HayK XMEIbHUIBKOTO HAlliOHAJIBHOTO YHIBEpPCHTETY,
XMenpbHULBKUN, YKpaiHa.

AHOTAIIA

AKTyanbHicTh. Bupimryerbcest npo6ieMa BU3HAUYEHHS [IEPEXiTHUX CTaHIB, IO MEPeAyIoTh Iepexony 3 pobodoro craHy y Hepo-
Ooumii 32 OTPUMAHUMU JAHUMH 3 JaTYHKIB 00epTOBUX esieMeHTiB MatinuH. O0’€KTOM JAOCIIKSHHSI € IPOLIEC BUSBICHHS HECIIPABHO-
cTeil Ta CTaHiB, 10 CBiAYATh PO HAOJIMIKEHHS /10 OJOMKHU Y eJIeMEHTaxX 00epTOBUX MAIlMH Ha OCHOBI JJAHHX, OTPUMAHHX 3 CEHCO-
piB. IIpenmerom pocmikeHHs € 3acTocyBaHHs anroputMiB K-means ta meroxy Elbow st kimactepu3aiiii ta 3ropTKOBUX HEHPOHHUX
Mepex I kacuikamii TaHUX 3 CEHCOPIB Ta BUABJICHHS OJM3bKUX 10 TIOJIOMKH CTaHIB €JIEMEHTIB MAIIHHU.

MeTta podoTu. MeToro pobOTH € CTBOPSHHS METORY OOpOOKH CEHCOPHUX TaHHX 00EPTOBUX MAIINH 3 BUKOPHCTAHHSIM 3TOPTKO-
BUX HCHPOHHUX MEPEX IS TOYHOTO BUSIBJICHHS CTaHiB, OJIM3bKHX 10 BiJIMOBH, B €JIEMEHTaX 0OCPTOBHX MALIUH, 1O JO3BOJIHUTH Mij-
BHUIIUTH e(EKTUBHICTH TEXHIYHOTO 0OCITyrOBYBaHHS Ta 3al00IrTH BiIMOBaM 00JIa{HAHHSI.

MeTona. 3anporoHOBaHMI METOJI 3am00iraHHs BiIMOBaM 0OEPTOBHX MAIlMH 0a3yeThcsl Ha aHaji3i curHaiis BiOpauii 3 BUKOpHC-
TaHHAM KOMOiHaIlii MeToniB Kiactepu3ail Ta riaunbokoro HaBuanHs. Ha meprioMy erami AaHi 3 JaTYHMKIB [POXOMIATH MOMEPEIHIO
00pOOKy, 10 BKIHOYAE HOPMAJIi3allif0, 3MEHIICHHS PO3MIPHOCTI Ta BHIAJEHHS IIYMIB, ITCIS YOO 3aCTOCOBYETHCS AITOPUTM K-
cepenHix. J{is BU3HAUCHHS ONTHMANBHOI KiJTBKOCTI KJIacTepiB BUKOPUCTOBYEThCs MeTon Elbow, skuit 3abes3nedye epeKTUBHE Tpy-
IMyBaHHS CTaHIB 00EPTOBHX EJIIEMEHTIB MAlINHH, BUABJSIFOUM CTaHH, OJU3BKi A0 MEPeX0oay B HECTIPABHICTh. Takoxk Oyia po3podieHa
mozenb CNN, sxa kinacupikye KiacTepH, JO3BOJISIIOUM TOYHO PO3IUINTH HOMIHAJBbHI, HECIIPABHI Ta mepexinHi craHu. IloemHaHHs
MeroziB kinacrepusauii 3 CNN-MOoIeIo MiBUILY€e TOYHICT BUSBICHHS HOTCHI[IHHUX HECIIPABHOCTEH i JI03BOJIsIE CBOEYACHO peary-
BaTH Ha HUX, II0 € KPUTHYHO BAXKJIMBHM JUIs 3a1100iraHHs aBapisM i 3abe3nedeHHs cTabiIbHOCTI poOOTH 001 IHAHHSI.

PesyasTaTn. CTBOpEHO METOA MONEPEPKEHHs aBapiifHUX CTaHiB 00EPTOBHUX MAIIMH 3a aHaJi30M BiOpamiii 3aco6aMy MalIMHHO-
ro HaBYaHHS Ta BIAMOBIAHUI KOMIUICKC IMPOrpaMHOro 3abe3neueHHs. PeasizoBanuii MeTo] 103BOJIsIE iACHTU(IKYBATH HE JIUIIE HOP-
MaJibHi 1 aBapiitHi cTaHu, aje i BUIULITH TPeTii Kiac — OJIM3bKuUii 10 monoMkH. SIKicTh Kiactepusanii 1uisl TPhOX KIIAciB MiATBEp-
JDKY€EThCS 3HaYeHHAM Koedinienta cmmyety 0,506, mo cBiIUMTH MPO HANCKHY BiIOKpEMIICHICTH KiIacTepiB, Ta iHAeKcoM JleBica-
Bongina 0,796, mo neMOHCTpY€e BUCOKHH piBeHb BHYTPIIIHBOI KOT€PEHTHOCTI KiacTepiB. JJomarkoBo Oyno HatpeHoBaHO CNN, sika
nocsirae 99% TtouHoCTI JUIs Kiacudikamii HOro Kiacy, o poOUTh METO BUCOKOS(EKTHBHUM i BUpI3HIE HOTO cepel iCHYIOUHX pi-
LICHB.

BucnoBku. Byno po3po0iieHo MeTos Tonepe/keHH s aBapiiHUX CTaHiB 00EpTOBMX MAIllMH 3a aHaJi30M BiOpariil 3acobamu Ma-
IIMHHOTO HaBYaHHS, 3alIPONIOHOBAHO BHOKPEMIICHHS TPETHOIO KJIacy — MEepexiHOro, 0 BKa3ye Ha CTaH, OJU3bKUIl 10 TOJIOMKH, i
HiATBEPKEHO HOro eeKTHBHICTh. [IpakTHYHEe 3HAYCHHs Pe3yJIbTATIB IIOJSITaE y CTBOPEHHI HEHPOMEPEKEBHX MOJEICH AJIsl KilacH-
¢ikauii crany 06epTOBUX €IEMEHTIB Ta po3po0Li Be03aCTOCYHKY JUTs B3a€MO/IT 3 LIUMU MOJICIISMH.

KJIFOYOBI CJIOBA: 06epTOBi eneMeHTH MallliHH, BiIMOBA €IEMEHTA, IEPeXiHi CTaHH, KiaacTepu3amis, knacudikaris, CNN.
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DEEPFAKE AUDIO DETECTION USING YOLOVS WITH
MEL-SPECTROGRAM ANALYSIS: A CROSS-DATASET EVALUATION

Zbezhkhovska U. R. — PhD, Leading Researcher of Scientific and Methodical Department for Quality Assurance of
Educational Activities and Higher Education, Ivan Kozhedub Kharkiv National Air Force University, Kharkiv, Ukraine.

ABSTRACT

Context. The problem of detecting deepfake audio has become increasingly critical with the rapid advancement of voice synthe-
sis technologies and their potential for misuse. Traditional audio processing methods face significant challenges in distinguishing
sophisticated deepfakes, particularly when tested across different types of audio manipulations and datasets. The object of study is
developing a deepfake audio detection model that leverages mel-spectrograms as input to computer vision techniques, focusing on
improving cross-dataset generalization capabilities.

Objective. The goal of the work is to improve the generalization capabilities of deepfake audio detection models by employing
mel-spectrograms and leveraging computer vision techniques. This is achieved by adapting YOLOVS, a state-of-the-art object detec-
tion model, for audio analysis and investigating the effectiveness of different mel-spectrogram representations across diverse data-
sets.

Method. A novel approach is proposed using YOLOVS for deepfake audio detection through the analysis of two types of mel-
spectrograms: traditional and concatenated representations formed from SincConv filters. The method transforms audio signals into
visual representations that can be processed by computer vision algorithms, enabling the detection of subtle patterns indicative of
synthetic speech. The proposed approach includes several key components: BCE loss optimization for binary classification, SGD
with momentum (0.937) for efficient training, and comprehensive data augmentation techniques including random flips, translations,
and HSV color augmentations. The SincConv filters cover a frequency range from 0 Hz to 8000 Hz, with a step size of approxi-
mately 533.33 Hz per filter, providing detailed frequency analysis capabilities. The effectiveness is evaluated using the EER metric
across multiple datasets: ASVspoof 2021 LA (25,380 genuine and 121,461 spoofed utterances) for training, and ASVspoof 2021 DF,
Fake-or-Real (111,000 real and 87,000 synthetic utterances), In-the-Wild (17.2 hours fake, 20.7 hours real), and WaveFake (117,985
fake files) datasets for testing cross-dataset generalization.

Results. The experiments demonstrate varying effectiveness of different mel-spectrogram representations across datasets. Con-
catenated mel-spectrograms showed superior performance on diverse, real-world datasets (In-the-Wild: 34.55% EER, Fake-or-Real:
35.3% EER), while simple mel-spectrograms performed better on more homogeneous datasets (ASVspoof DF: 28.99% EER, Wave-
Fake: 34.55% EER). Feature map visualizations reveal that the model’s attention patterns differ significantly between input types,
with concatenated spectrograms showing more distributed focus across relevant regions for complex datasets. The training process,
conducted over 50 epochs with a learning rate of 0.01 and warm-up strategy, demonstrated stable convergence and consistent per-
formance across multiple runs.

Conclusions. The experimental results confirm the viability of using YOLOVS for deepfake audio detection and demonstrate that
the effectiveness of mel-spectrogram representations depends significantly on dataset characteristics. The findings suggest that input
representation should be selected based on the specific properties of the target audio data, with concatenated spectrograms being
more suitable for diverse, real-world scenarios and simple spectrograms for more controlled, homogeneous datasets. The study pro-
vides a foundation for future research in adaptive representation selection and model optimization for deepfake audio detection.

KEYWORDS: deepfake detection, YOLOvV8, mel-spectrogram, generalization capabilities.

ABBREVIATIONS
CNN is a convolutional neural network;
YOLO is a You Only Look Once model;
LA is a logical access;
DF is a deepfake;
PAN is a path aggregation network;
FPN is a feature pyramid network;
SPP is a spatial pyramid pooling;
BCE is a binary cross-entropy loss;
SGD is a stochastic gradient descent;
EER is a equal error rate metric;
STFT is a short-time Fourier transform;
FAR is a false acceptance rate;
FRR is a false rejection rate;
FP is a false positive;
TN is a true negative;
FN is a false negative;
TP is a true positive;
TTS is a text-to-speech;

VC is a vocoder;
HSYV is a Hue, Saturation, and Value.

NOMENCLATURE
fis a frequency of a function;
v; is a velocity term accumulating past gradients for
momentum,;
p is a momentum coefficient for gradient updates;
0, is a model parameter at training step #;
1 is a learning rate parameter controlling step size;

VeL(O,,x(i),y(i)) is a gradient of the loss function L

with respect to the parameters 6, computed for a single
training sample x, y\”;

m is a mel scale value;

y is a ground truth label (0 for real audio, 1 for deep-
fake);

y is a predicted probability of the sample being a deep-

fake;
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X is a set of audio signals {xi, xy, ..., Xy};
Y is a set of corresponding labels {y1, y,, ..., yn}.

INTRODUCTION

Detecting deepfake audio has become increasingly
critical as the technology to create synthetic and altered
speech has evolved. Deepfake audio can convincingly
imitate human voices, often with the intention to deceive
or manipulate, posing significant risks in areas such as
security, media integrity, and public trust. Traditional
audio processing methods face challenges in distinguish-
ing deepfakes, particularly when tested across different
types of audio manipulations and datasets.

One promising approach to address these challenges
involves converting audio signals into visual representa-
tions, such as mel-spectrograms, which capture the
sound’s time-frequency features [2]. By transforming
audio into images, computer vision models, which are
highly effective at image recognition tasks, can be applied
to detect patterns indicative of deepfake audio. CNN and
other computer vision architectures can then analyze these
spectrograms to detect anomalies or characteristics that
differentiate genuine audio from deepfake audio. This
method provides a novel and powerful approach to im-
prove the accuracy of deepfake audio detection.

The object of study is developing a deepfake audio
detection model that leverages mel-spectrograms as input
to computer vision techniques.

Building such models requires significant computa-
tional resources, as training a network on large datasets of
audio data is time-intensive. A major challenge in deep-
fake detection is ensuring that the model generalizes well,
meaning it performs effectively not only on the dataset it
was trained on but also on entirely new and unseen data-
sets. Many models perform well within their training en-
vironment but falter when encountering novel types of
deepfakes, generalizing a key objective for practical de-
ployment.

The subject of study is using mel-spectrograms in
combination with computer vision models to enhance
deepfake audio detection, focusing on improving the
model’s generalization across diverse datasets.

Current approaches to deepfake audio detection face
significant challenges in generalization. Many models
perform well on their training datasets but struggle when
encountering new types of deepfakes or audio from dif-
ferent sources [2—27]. This limitation is particularly prob-
lematic given the rapid evolution of deepfake technolo-
gies. Mel-spectrograms offer a promising solution by
transforming audio data into a visual format that can be
analyzed using advanced computer vision techniques.
These techniques have shown remarkable speed and accu-
racy in various image recognition tasks, but their full po-
tential in deepfake audio detection via mel-spectrograms
remains to be explored [28-29]. By investigating this ap-
proach, there is an opportunity to address the critical chal-
lenge of cross-dataset generalization in deepfake audio
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detection, potentially leading to more robust and versatile
detection systems.

The purpose of the work is to improve the generali-
zation capabilities of deepfake audio detection models by
employing mel-spectrograms and leveraging computer
vision techniques. By training the model on one dataset
and testing it on others, this study aims to develop a more
robust detection system that is effective across different
types of deepfake audio.

1 PROBLEM STATEMENT

Suppose we are given an audio dataset represented as
a set of instances <X, Y>, where X={xy, x5, ..., x5} is the
set of audio signals, and Y={y,, y», ..., yn} represents the
corresponding labels, where y~=1 for real audio and y=0
for fake audio. For each audio signal x;, we convert it into
a mel-spectrogram representation S(x;), such that the
problem of deepfake detection can be transformed into an
image classification problem using the mel-spectrograms.

Given this set of mel-spectrograms <S(X), Y>, the task
is to train a computer vision model F(0, S(x;)), where 0
represents the set of model parameters, to predict whether
an audio sample is real or fake. The objective is to mini-
mize a loss function L(F(0, S(x;)), y;) — opt, where opt
represents the optimal performance in terms of classifica-
tion accuracy.

In addition, the problem of cross-dataset generaliza-
tion is of primary interest. Specifically, for a model
trained on a dataset <S(X,4in), Yiain>, We aim to evaluate
its performance on a distinct test set <S(Xies), Yies, Where
XiesitEXwain and the distribution of deepfake techniques
may differ. The challenge is ensuring that the trained
model generalizes well across diverse datasets, maintain-
ing high accuracy on unseen data and addressing the limi-
tations of dataset-specific detection methods.

2 REVIEW OF THE LITERATURE

The rapid advancement of artificial intelligence has
led to the proliferation of deepfake audio, posing signifi-
cant challenges to audio authenticity and security. Deep-
fake audio detection methods can be broadly categorized
into pipeline approaches and end-to-end detectors [2—5].
Pipeline approaches involve a two-step process of feature
extraction and classification. At the same time, end-to-end
detectors aim to learn the detection task in a single step
using deep neural networks.

Feature extraction techniques are crucial in capturing
discriminative characteristics present in fake audio. These
include short-term and long-term spectral features, pro-
sodic features, and features derived from deep learning
[6-8]. Short-term spectral features like Short-Time Fou-
rier Transform effectively detect abrupt changes in audio
signals [9], while prosodic features help uncover irregu-
larities in speech pitch, intonation, and rhythm [10-11].

Recent advancements have incorporated self-
supervised learning models like Wav2Vec, Wav2Vec2
XLS-R, and Hubert into the feature extraction process
[12—15]. These models learn discriminative features from
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raw audio without explicit labeling, potentially enhancing
detection efficacy. However, a key challenge is ensuring
these features generalize well across different types of
deepfake attacks and audio datasets.

Traditional classifiers such as Support Vector Machines,
Gaussian Mixture Models, and Logistic Regression have
been employed in deepfake audio detection [16—18]. While
these methods offer simplicity and efficiency, they often
struggle to capture the intricate patterns introduced by so-
phisticated deepfake audio generation techniques, limiting
their effectiveness against evolving attacks.

Deep learning approaches have shown significant prom-
ise in detecting subtle manipulations within audio data.
CNN, particularly Light CNN, has performed excellently in
deepfake audio classification tasks [19]. Residual Networks
(ResNet) and its variants have also achieved promising re-
sults [20-21]. However, these models often require large
amounts of training data and may not generalize well to un-
seen attack types. More advanced architectures like Res2Net
[22], RawNet2 [23], and Squeeze-and-Excitation Networks
[24] have been proposed to capture finer-grained audio fea-
tures. Graph Neural Networks, such as RawGAT-ST, have
improved performance in detecting a broad spectrum of
spoofing attacks [25]. While these models offer enhanced
feature learning capabilities, they often come at the cost of
increased computational complexity and reduced interpret-
ability.

A critical challenge in deepfake audio detection is the
model’s ability to generalize across different datasets and
attack types. In [26], the authors observed that while their
SincNet-based model performed well on known attacks, it
struggled with attacks significantly different from those in
the training set. This highlights the importance of diverse
training data and robust evaluation protocols to ensure mod-
els can detect a wide range of deepfake techniques.

Transformer-based models like Rawformer have demon-
strated improved performance and generalization across dif-
ferent datasets. The SE-Rawformer demonstrated good gen-
eralization, performing well on both ASVspoof 2019 LA and
ASVspoof 2021 LA datasets [27]. However, the rapid evolu-
tion of deepfake technologies means that models must con-
tinuously adapt to new attack vectors, posing ongoing chal-
lenges for generalization.

While most research has focused on audio-specific archi-
tectures, the potential application of YOLOvVS to deepfake
audio detection via mel-spectrogram transformation presents
an interesting avenue for exploration. YOLOVS’s efficiency
in processing images could potentially translate to fast analy-
sis of mel-spectrograms, enabling real-time deepfake audio
detection. Its localization capabilities could be leveraged to
identify specific segments of audio that have been manipu-
lated. However, adapting YOLO from image detection to
audio analysis may present challenges in capturing temporal
dependencies and audio-specific features.

In the realm of deepfake video detection, YOLO-based
approaches have shown promising results. The authors in
[28] proposed a YOLO-CRNN-based deepfake detection
approach that combines YOLO-Face for face detection with

EfficientNet-B5 and Bi-LSTM for spatial-temporal feature
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extraction, achieving 89.38% accuracy and outperforming
state-of-the-art methods on the CelebDF-FaceForensics++
(c23) dataset. Similarly, in [29] developed a YOLO-based
framework for detecting manipulated faces in videos, dem-
onstrating good generalization across different datasets.
These successes in video deepfake detection suggest poten-
tial for adapting YOLO-based approaches to the audio do-
main, although careful consideration of the unique chal-
lenges in audio processing will be necessary.

3 MATERIALS AND METHODS

This study employs YOLOv8 [30], a state-of-the-art
object detection model, for the task of deepfake audio
detection. YOLOVS, known for its efficiency and accu-
racy in image recognition tasks, has been adapted to proc-
ess mel-spectrograms derived from audio signals. The
YOLO family of models has been at the forefront of real-
time object detection, and YOLOVS represents the latest
iteration with significant improvements in both speed and
accuracy.

YOLOVS introduces several key enhancements over
its predecessors, utilizing a new backbone network,
CSPDarknet53 [31], which employ a cross-stage partial
network to better balance accuracy and computational
cost. The backbone of YOLOVS is divided into four sec-
tions, each containing a single convolution layer followed
by a C2f module [32]. It also integrates a PAN and a FPN
for feature fusion, along with SPP to increase the recep-
tive field. These architectural improvements allow
YOLOVS to capture multi-scale features, which are cru-
cial for detecting deepfake artifacts in mel-spectrograms.
The overall architecture thus comprises the backbone for
feature extraction, the neck for fusing those features, and
a head that generates bounding boxes and class predic-
tions.

For our deepfake audio detection task, we adapt the
YOLOvVS8 model to use BCE loss as the primary loss func-
tion [33]. The BCE loss is defined as:

BCE(y,;)=—[y-log(§)+(1—y)-10g(1—;)} (1)

where y is the ground truth label (0 for real audio, 1 for
deepfake) and y is the predicted probability of the sample
being a deepfake. The BCE loss function is chosen for our
deepfake audio detection task due to its ability to handle
binary classification problems effectively. It measures the
difference between the predicted probability and the ac-
tual label, guiding the model towards more accurate pre-
dictions.

For optimization, we employ SGD [34], which up-
dates the model parameters by following the gradient of
the loss function. The parameter update rule for SGD is
mathematically defined as:

0, =6, —nVeL(Gt,x(i),y(i)). 2)
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In SGD, the gradients are computed using individual
training samples or small batches of samples, which re-
sults in faster updates and more frequent parameter ad-
justments compared to full-batch gradient descent.

The learning rate 1 plays a crucial role in determining
how large each update step is. A smaller learning rate
provides more stable but slower convergence, while a
larger learning rate speeds up training but risks overshoot-
ing the optimal parameter values.

We also introduce momentum to accelerate conver-
gence and avoid oscillations during training. The momen-
tum update rule modifies SGD as:

Verl =W+ nVeL(Gtax(i),y(i) ), 3)

0741 =0, =V

To adapt YOLOvVS for deepfake audio detection, we
modify the final layers to output binary classifications
(real or fake) instead of multiple object classes. To use
audio signals with YOLOvVS, we employ a multi-step ap-
proach. First, we convert the audio signals into mel-
spectrograms. We then organize these mel-spectrograms
into appropriate directory structures for YOLO training
and create annotation files in YOLO format, specifying
each spectrogram’s class (real or fake).

The mel-spectrogram transformation is a critical step
in our methodology, converting audio data into a visual
format that can be analyzed by computer vision tech-
niques. Mel-spectrograms represent the short-term power
spectrum of sound based on a nonlinear frequency scale
that approximates the human auditory system’s response.
This transformation allows us to capture temporal and
frequency information in a format our adapted YOLOv8
model can effectively process.

The process of creating a mel-spectrogram involves
several steps. First, the audio signal is divided into short,
overlapping frames. We compute the STFT for each
frame, which gives us the magnitude spectrum. This spec-
trum is then mapped onto the mel scale using a filterbank.
The mel scale is a perceptual scale of pitches judged by
listeners to be equal in distance from one another. The
conversion from frequency f to mel scale m is given by
the equation:

f
=2595-1 1+—.
m ogm( - )

This transformation emphasizes lower frequencies,
which are more perceptually significant in human hearing,
and compresses higher frequencies. The resulting mel-
spectrogram provides a compact representation of the
audio signal that captures important features for deepfake
detection.

Fig. 1 shows an example of a mel-spectrogram gener-
ated from an audio sample. The x-axis represents time,
the y-axis represents mel frequency bands, and the color
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intensity indicates the energy level in each time-frequency
bin. This visual representation allows our YOLOv8 model
to identify patterns and anomalies that may indicate deep-
fake audio.

Amplitude

Mel-frequency

o [ @8 X3 A0 TS 100 123 180 108

"I:|.|"ne Time
Figure 1 — Transformation of audio signal into
mel-spectrogram

In addition to traditional mel-spectrograms, we also
form mel-spectrograms as concatenated images from
SincConv filters (Fig. 2) [35-36]. This approach allows
us to leverage the benefits of learnable bandpass filters in
the first layer of our neural network.

< BRRERHH
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Speech Waveform

Figure 2 — SincConv filters

SincConv, or Sinc-based Convolutional Neural Net-
works, is a method introduced in [35] that uses sinc func-
tions to implement band-pass filters in the first layer of a
CNN. The SincConv layer learns the low and high cutoff
frequencies of band-pass filters, which can be interpreted
in the mel-scale, making it particularly suitable for our
audio processing task.

The mathematical formulation of a SincConv filter is
as follows:

hsinc(t) :%j;ft)' (5)

The SincConv layer applies these filters to the raw au-
dio waveform, effectively learning to extract relevant
frequency information. The output of this layer is then
processed to form mel-spectrograms. Figure 3 illustrates
concatenated mel-spectrograms formed by using Sinc-
Conv filters. The image shows how 15 individual mel-
spectrograms, each representing the output of a different
SincConv filter, are combined into a single image. This

OPEN a ACCESS




p-ISSN 1607-3274 PagioenexktpoHika, iHpopMaTuka, ynpasiinss. 2025. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 1

representation allows our YOLOv8 model to analyze mul-
tiple frequency bands simultaneously, potentially improv-
ing its ability to detect subtle artifacts in deepfake audio.

e ——— S ————

Mel-frequency

Fa——

Time

Figure 3 — Concatenated mel-spectrogram

By incorporating both traditional mel-spectrograms
and those derived from SincConv filters, we provide our
YOLOvVS8 model with rich, multi-dimensional representa-
tions of the audio signals. This approach aims to enhance
the model’s capacity to distinguish between genuine and
deepfake audio by capturing a wider range of spectral and
temporal features.

To evaluate the performance of our YOLOv8-based
model, we use the EER metric [37]. EER provides a bal-
anced measure of false positive and false negative errors,
making it particularly suitable for assessing the effective-
ness of deepfake detection models. The EER is calculated
as the point where the false acceptance rate (FAR) equals
the false rejection rate (FRR):

EER = FAR = FRR (6)
where FAR = P and FRR = N . FP
(FP+1N) (FN +1TP)

represents False Positives, TN represents True Negatives,
FN represents False Negatives, and TP represents True
Positives. In practice, the EER is often determined by
plotting the FAR and FRR curves and finding their inter-
section point. The lower the EER, the better the perform-
ance of the model.

4 EXPERIMENTS

Our methodology aims to address the critical chal-
lenge of cross-dataset generalization in deepfake audio
detection. In this research we plan to train the YOLOvV8
model on mel-spectrograms derived from one dataset and
testing it on others, we seek to develop a more robust de-
tection system that can effectively identify deepfakes
across various audio sources and manipulation tech-
niques. This approach has the potential to significantly
enhance the practical applicability of deepfake audio de-
tection in real-world scenarios.
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To further explore the impact of different input repre-
sentations on detection performance, we plan to train two
YOLOVS medium-size models. The first model will be
trained using traditional mel-spectrograms, while the sec-
ond will use concatenated mel-spectrograms formed from
the output of SincConv filters. These SincConv filters
cover a frequency range from 0 Hz to 8000 Hz, with a
step size of approximately 533.33 Hz per filter. This
comparison aims to assess whether the added frequency
information provided by the SincConv-based mel-
spectrograms enhances the model’s ability to detect deep-
fakes across datasets.

Our study employs multiple datasets to ensure robust
performance across various audio types and deepfake
techniques. We primarily train our models on the AS-
Vspoof 2021 LA dataset [6], which serves as a key
benchmark in audio spoofing detection, introducing more
advanced TTS and VC methods for synthetic speech gen-
eration. The LA partition contains 25,380 genuine and
121,461 spoofed utterances in the training set.

After training on the ASVspoof 2021 LA dataset, we
assess model generalization by testing on the ASVspoof
2021 DF evaluation set and other datasets. One of these
additional datasets is the “In-the-Wild” dataset [38],
which contains fakes of politicians and public figures,
sourced from publicly accessible platforms. This dataset
includes 17.2 hours of fake audio clips and 20.7 hours of
real audio clips. By incorporating real-world deepfakes,
this dataset exposes the model to more diverse manipula-
tion techniques, providing valuable insights into how well
the model performs in uncontrolled environments.

We also test our models on the Fake-or-Real Dataset
[39], which includes 111,000 real utterances sourced from
open datasets, TED Talks, and YouTube, alongside
87,000 synthetic utterances generated by various TTS
techniques. This dataset offers a broad variety of accents,
recording conditions, and speech synthesis methods, ena-
bling us to evaluate the model’s performance under dif-
ferent scenarios. The diversity of real and fake utterances
in this dataset further strengthens the evaluation by simu-
lating a wide range of conditions that our model might
encounter.

Additionally, we utilize the WaveFake dataset [40],
which is composed entirely of synthetic speech generated
by several TTS and VC architectures, including MelGAN,
ParallelWaveGAN, HiFi-GAN, and WaveGlow. This
dataset contains 117,985 fake audio files amounting to
196 hours of generated content. Though limited to a sin-
gle speaker, WaveFake provides a focused evaluation of
the model’s ability to detect audio generated by modern
speech synthesis techniques.

The training method parameters were set as follows:
the number of epochs — 50, the loss function — BCE, and
the learning rate — 0.01. SGD was employed as the opti-
mizer, with a momentum of 0.937 and a weight decay of
0.0005. SGD was chosen for its simplicity and effective-
ness in avoiding local minima, especially when combined
with momentum, which accelerates convergence and
helps the model navigate through flat regions of the cost
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function. A warm-up learning rate strategy was applied,
with a warm-up bias learning rate of 0.1 for the first 3
epochs to ensure smoother convergence.

To enhance generalization and model robustness, var-
ious data augmentation techniques were applied, inspired
by methods like those in [41]. These included random
flips, with a 50% probability of vertical flipping, and hor-
izontal flipping disabled. Small translations and scaling
were introduced, with values set to 0.1 for translation and
0.5 for scaling. HSV color augmentations were used, al-
tering hue by 0.015, saturation by 0.7, and value by 0.4,
reflecting potential variations in spectrogram images de-
rived from different audio conditions. Additionally, the
model applied mixup with a probability of 0, mosaic with
a probability of 1.0, and random erasing with a probabil-
ity of 0.4 to further diversify the training data. These
techniques helped the model become more resilient to
variations in audio spectrograms, improving its ability to
generalize across different datasets.

After training, each model was evaluated on various
test datasets, including the ASVspoof 2021 DF evaluation
set, the “In-the-Wild” dataset, the Fake-or-Real dataset,
and the WaveFake dataset. For each dataset, we computed
the EER as the primary performance metric, which pro-
vided a balanced measure of false acceptance and false
rejection rates.

To gain further insight into the model’s behavior, we
visualized feature extraction maps after each model layer.
This visualization allowed us to observe how the model
processed mel-spectrograms and concatenated representa-
tions from SincConv filters, providing deeper understand-

ASVspoof
real audio

ASVspoof

fake audio Wavefake

fake audio

Wavefake
real audio

Layer 2: C2f

La|er 2: C2f

Layer 4: C2f Layer 4: C2f

Layer 4: C2f

La|er 4: C2f

Layer 5: Conv

Layer 5: Conv Layer 5: Conv

Layer 5: Conv

Figure 4 — The feature map of specific layers of YOLOVS trained on simple mel-spectrograms
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ing into how it distinguished between real and fake audio
signals during detection.

5 RESULTS

We present the results of our YOLOvS-based deep-
fake audio detection model, including visualizations of
feature extraction maps and performance metrics.

Fig. 4 and Fig. 5 display the feature extraction maps
from the most informative layers of the model when proc-
essing traditional mel-spectrograms and concatenated
mel-spectrograms respectively. These visualizations high-
light how the model captures essential low-level features
and identifies key frequency patterns and temporal chang-
es crucial for recognizing deepfake audio artifacts.

The performance of the YOLOVS model was evalu-
ated using the EER across different test datasets for both
traditional and concatenated mel-spectrograms. The EER
is a crucial metric for assessing the model’s effectiveness
in distinguishing between real and fake audio, providing a
balanced measure of false acceptance and false rejection
rates. The results are summarized in Table 1.

Table 1 — EER in % of YOLOv8 with different input mel-
spectrograms

Model YOLOVS with simple YOLOvV8 with con-

mel-spectrograms catenated mel-

Dataset spectrograms
ASVspoof DF 28.99 29.67
Fake or Real 39.58 35.3
In-the-wild 51.06 34.55
Wavefake 34.55 43.55

The fake or real The fake or real In the wild In the wild

real audio fake audio real audio fake audio

Laler 2: C2f

Layer 4: C2f

Layer 1: Conv

La‘er 2: C2f

Layer 4: C2f

AL
—

B
Layer 2: C2f Layer 2: C2f

Layer 4: C2f Layer 4: C2f

Layer 5: Conv Layer 5: Conv Layer 5: Conv Layer 5: Conv
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Layer 3: Conv Layer 3: Conv

Layer 5: Conv Layer 5: Conv Layer 5: Conv
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Figure 5 — The feature map of specific layers of YOLOvVS trained on concatenated mel-spectrograms

6 DISCUSSION

The results in Table 1, combined with the visualiza-
tions in Figures 4 and 5, offer valuable insights into how
different input representations — simple versus concate-
nated mel-spectrograms — affect YOLOVS’s ability to
detect deepfake audio across various datasets. Comparing
the results highlights the impact of input type on detection
effectiveness, particularly when considering the unique
characteristics of each dataset.

For the ASVspoof DF dataset, the EER with simple
Mel-spectrograms was slightly lower (28.99%) than with
concatenated spectrograms (29.67%). This minor differ-
ence suggests that the concatenated input does not add
substantial value for ASVspoof DF, where simpler input
captures most of the distinguishing features. Figures 4 and
5 support this observation; feature maps generated from
both input types appear similar, indicating that YOLOvV8
can recognize key deepfake patterns in ASVspoof DF
equally well, regardless of input complexity. In this case,
concatenated spectrograms do not provide any significant
advantage, suggesting that simpler inputs may be suffi-
cient for datasets with clear, identifiable deepfake charac-
teristics.

In the Fake or Real dataset, however, concatenated
spectrograms significantly improve performance, reduc-
ing the EER from 39.58% with simple spectrograms to
35.3%. This improvement likely stems from the model’s
ability to capture additional temporal and spectral infor-
mation, as concatenation provides a richer context for
identifying subtle deepfake cues. Figures 4 and 5 reflect
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this difference visually: the feature maps for concatenated
spectrograms in Figure 5 show more detailed attention to
distinctive regions, highlighting YOLOvVS8’s enhanced
ability to focus on nuanced patterns that simple spectro-
grams might overlook. This suggests that concatenated
spectrograms are beneficial for datasets with higher vari-
ability, where added context helps distinguish genuine
from fake samples.

The In-the-wild dataset shows the most substantial
improvement with concatenated spectrograms, lowering
the EER from 51.06% to 34.55%. This dataset is the most
challenging due to its uncontrolled recording conditions
and varied deepfake manipulations. Figures 4 and 5 illus-
trate how the model’s focus is more effectively distributed
across relevant regions when using concatenated spectro-
grams, which allows YOLOVS to capture more complex,
multi-dimensional features indicative of deepfake audio.
In Figure 5, the feature maps reveal a more coherent and
extensive focus across critical regions, demonstrating the
model’s improved capability to manage complex acoustic
environments. This marked improvement with concate-
nated inputs underscores the importance of enhanced
spectral-temporal representations when dealing with un-
predictable, real-world data.

On the Wavefake dataset, in contrast, simple Mel-
spectrograms produced a lower EER (34.55%) compared
to concatenated spectrograms (43.55%), suggesting that
the additional context from concatenated inputs may in-
troduce noise rather than clarity. The homogeneity of the
Wavefake dataset likely renders the additional informa-
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tion unnecessary, and the model may perform best with a
simpler, more focused input. Figures 4 and 5 further illus-
trate this difference, as feature maps in Figure 4 display a
more targeted focus on specific regions for simple spec-
trograms, while the concatenated input in Figure 5 shows
a diffused and less concentrated attention. This dispersion
could explain the decrease in performance with concate-
nated spectrograms, as YOLOvV8 may struggle to identify
consistent patterns amidst additional, potentially irrele-
vant information.

Overall, the comparison of Figures 4 and 5 highlights
the variability in model behavior across datasets with dif-
ferent input types. Concatenated Mel-spectrograms con-
sistently offer improvements for datasets with greater
variability (Fake or Real and In-the-wild), allowing
YOLOVS to capture intricate and temporally contextual-
ized features that might otherwise go unnoticed. For data-
sets with more homogenous patterns, such as ASVspoof
DF and Wavefake, simple Mel-spectrograms prove to be
more effective by reducing noise and focusing the mod-
el’s attention on specific, characteristic features. These
results suggest that input representation choice should be
tailored to dataset characteristics, with concatenated spec-
trograms being preferable for complex, varied data, while
simpler spectrograms may suffice for more uniform data-
sets.

CONCLUSIONS

The urgent problem of deepfake audio detection is ad-
dressed through the development of a YOLOv8-based
model that processes mel-spectrogram representations of
audio signals.

The scientific novelty of obtained results is that a
YOLOv8-based approach for deepfake audio detection is
firstly proposed, which leverages both traditional and
concatenated mel-spectrograms formed from SincConv
filters. The model analyzes visual representations of audio
signals to identify patterns indicative of synthetic speech.
This approach demonstrates that computer vision tech-
niques can be successfully adapted for audio authenticity
verification, showing varying effectiveness across differ-
ent types of datasets and mel-spectrogram representations.

The practical significance of obtained results is
demonstrated through comprehensive experiments across
multiple datasets, including ASVspoof 2021 DF, Fake or
Real, In-the-wild, and Wavefake. The results reveal that
the effectiveness of different mel-spectrogram representa-
tions varies significantly depending on the dataset charac-
teristics. Concatenated mel-spectrograms showed superior
performance on diverse real-world data (In-the-wild data-
set, EER reduction from 51.06% to 34.55%) and the Fake
or Real dataset (EER reduction from 39.58% to 35.3%).
However, simple mel-spectrograms proved more effective
for homogeneous datasets like Wavefake (34.55% vs
43.55% EER) and ASVspoof DF (28.99% vs 29.67%
EER). This demonstrates the importance of selecting ap-
propriate input representations based on the specific char-
acteristics of the target audio data.

© Zbezhkhovska U. R., 2025
DOI 10.15588/1607-3274-2025-1-14

160

Prospects for further research include exploring ad-
ditional mel-spectrogram formation techniques, investi-
gating the impact of different YOLOVS architectures, and
developing adaptive methods that can automatically select
the most appropriate mel-spectrogram representation
based on dataset characteristics. Future work could also
focus on improving the model’s robustness against new
types of audio deepfakes and reducing computational re-
quirements while maintaining detection accuracy.
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YK 004.93

BUSIBJEHHS I'THBOKNX ®EMKIB B AVJIO 3A JIOIIOMOT' OO0 YOLOVS TA MEJI-CHEKTPOT'PAM

36e:xxoBcbKka Y. P. — 1-p dinocodii, mpoBinHuii HayKOBHH CIIBPOOITHUK HAyKOBO-METOIUYHOTO BiIITy 3a0€3MeUeHHs SIKOCTI
OCBITHBOI JISTTBHOCTI Ta BUINOI OCBITH, XapKiBCEKUH HalioHanbHHH yHiBepcuTeT [oBiTpstHuX cui imeHi IBana Koxemy6a, Xapkis,
Vkpaina.

AHOTAIIA

AkTyansHictb. [Ipobiema BusABICHHS TITHOOKHX (EHKIB y ay/io cTae aeaali Giibll KPUTHYHOK B YMOBAaX IIBHAKOTO PO3BHTKY
TEXHOJIOT1H CHHTE3Y T0JI0CY Ta MOXKJIMBOCTI iX BUKOPHCTAHHSI 3 3JIOYMHHOIO MeTo0. TpaauLiiiHi MeToan 0OpOOKH ay1io CTHKAIOTHCS
3 CyTTEBUMHU BUKIIMKAMH Y BUSIBICHI CKIIQJHHUX aynio (eikiB, 0COOIMBO MiJ Yyac TECTYBaHHS Ha Pi3HUX THIIAX MaHIMyJSLiN 3 ayaio
Ta Habopax maHux. O0’€KTOM NOCHIIKEHHA € po3poOKa MOAeTi BUSBIECHHS TMHOOKHX (DeiKiB y aymio, sSka BHKOPUCTOBYE MeEI-
CIEKTPOTpaMH SIK BXiTHI TaHi Il KOMIT FOTEPHUX METOIIB 30PY, 30CEPEIKYIOUN YBary Ha MOKPAIICHHI MOXKIIMBOCTEH y3aralbHEHHS
MDK HabOpaMy JaHHX.

Meta po6oTH — MOKpAIICHHS y3arajJbHIOIOYNX MOXIUBOCTEH MOJieNIeil BUSBICHHS TIIHOOKHX ayaio (eHKiB MUITXOM BHKOPHC-
TaHHS MeJ-CHEeKTporpaM Ta KOMIT'IOTEpHUX MeToniB 3opy. Lle mocsraerscs nuiixom amanrtanii YOLOVS, cywacHol mopeni
KOMIT FOTEPHOTO 30Dy, JUTS aHalli3y ayJIio Ta JOCHTiHKEHHs e(EeKTHBHOCTI Pi3HUX MPECTaBICHh MEJI-CIICKTPOrpaM Ha Pi3HOMAaHITHUX
Habopax JAaHUX.

MerTona. 3anpornoHOBaHO HOBHUil miaxin, 1o BukopucroBye YOLOVS mis BusiBieHHs IuOOKHX aynio (eikiB depe3 aHawi3 IBOX
TUMIB MeJ-CIIEKTPOrpaM: TPaIUIiHHIX Ta KOHKaTeHOBaHUX, copMoBaHuX 3 ¢inbTpiB SincConv. MeTox TpaHchopMye ayaiocUTHa-
I B Bi3yalbHi MPEACTABICHHSA, IKi MOXYTb OOpOOIISATHCS aNrOPUTMAMK KOMIT IOTEPHOTO 30py, IO JO3BOJISIE BUSBISATH TOHKI MI1a0-
JIOHH, SIKi CB1{4aTh PO CHHTETUYHY MOBY. 3aIIpOIIOHOBAHMH ITiIX1]] BKIIOYA€ KiJIbKa KITIOYOBHX KOMIIOHEHTIB: ONTUMI3allii0 (yHKIIT
BTpat OiHapHOI Kpoc eHTpomii Iyt 3a1adi OiHapHOT KiIacHdiKariil, CTOXaCTHIHUH rpagieHTHUH ciryck 3 MoMeHToM (0,937) s edexk-
TUBHOTO HAaBYaHHS Ta KOMIUICKCHI MeTOIU ayrMeHTanil manux. @inptpu SincConv OXOIUIIOTh YacTOTHHN fiana3oH Big 0 ' mo
8000 TI'r; 3 kpokom mpubm3Ho 533,33 't Ha GinkTp, 3a0e3MeuyroUn AeTabHI MOKIMBOCTI YaCTOTHOTO aHami3y. EQekTuBHIiCTh o1li-
HIOEThCs 3a nonomororo MeTpukd EER Ha kinbkox Habopax manux: ASVspoof 2021 LA (25 380 crpaxnix Ta 121 461 migpobie-
HUX BHCIIOBIIOBaHb) A1 HaBuaHHs, Ta ASVspoof 2021 DF, Fake-or-Real (111 000 peanbuux Ta 87 000 CHHTETHYHUX BHCIIOBIIIO-
BaHb), In-the-Wild (17,2 rogunn ¢eiikoBux, 20,7 ronunu peanpHux), Ta WaveFake (117 985 ¢eiikoBux ¢aiimiB) ais TecTyBaHHA
y3araibHeHHS MK HaOOpaMU JaHUX.

Pe3yabTaTn. ExcriepuMeHTH 1eMOHCTPYIOTH Pi3HY €(EKTUBHICTE MOJEINEH B 3aI€XKHOCTI BiJl pI3HHAX MPEICTABICHb BXITHUX Ja-
HuX. KoHKaTeHOBaHI MeJ-CIEKTPOrpaMu MPOAEMOHCTPYBAIH Kpallly MPOIyKTHBHICTh Ha PI3HOMAaHITHHUX peaJbHUX HAbOpax JaHHX
(In-the-Wild: 34,55% EER, Fake-or-Real: 35,3% EER), Toai ik IpoCTi MeJI-CIIEKTPOTrPaMu MPAIFOBAIIN Kpallle Ha OLITBII OTHOPITHUX
Habopax manux (ASVspoof DF: 28,99% EER, WaveFake: 34,55% EER). Bizyamizaniii kapT 03HaK MOKa3yroTh, [0 [Ta0JIOHN yBarud
MOJIeNTi 3HAYHO PI3HATHCS B 3aJICKHOCTI Bill THINB BXiJHHMX JaHUX, HANPHUKIIAJ, KOHKATCHOBaHI MEN-CIEKTPOrpaMH JIEMOHCTPYIOTh
O1IbLI PO3MOiNIeHUH (POKYC Ha BiAMOBIAHUX 00NACTSX IS CKIaJHUX HAOOPIB JaHHX.

BucHoBku. ExcriepuMeHTanbHI pe3ybTaTd MiATBEPIKYIOTh JOUUIbHICTh BuKopucTaHHs YOLOVS mjis BUSBIEHHS TNTHOOKHX
aynio QelkiB Ta JEMOHCTPYIOTH, IO €()eKTHBHICTh MPEACTABICHb MEN-CIIEKTPOrpaM 3HAYHO 3aJIeKHTh BiJl XapaKTEPUCTUK HAOOpy
nmaanx. OTpUMaHi pe3yinbTaTH CBiq4aTh, IO MPEICTABICHHS BXIIHUX JAHUX CIiJl OOMpaTdh Ha OCHOBI crielU(iYHUX BIACTUBOCTEH
LUIBOBUX ayJi0laHAX, IPUIOMY KOHKAaTEHOBAHI MEJI-CHEKTPOrpaMH € GUIBII MiTXOASIINMY JUIs PI3HOMaHITHUX peaJIbHUX CICHApIiB,
a IPOCTi MEJI-CIIEKTPOrpaMu — Juisi OLIbII KOHTPOJILOBAHUX OJHOPIHUX HaOOpiB HaHuX. JIOCIiPKEHHS 3aKiiaiae OCHOBY JUIs MOJa-
JBLIMX JOCHIIKEHb Y Taly3i aalTUBHOIO BUOOPY IPEJCTABICHHS JaHUX Ta ONTUMI3aLil MOJeIel Ul BUSIBICHHS TIIMOOKHX ayJlio
(elikis.

KJUIFOYOBI CJIOBA: BusBieHss riubokux ¢eiikis, YOLOVS, Men-crieKTporpamu, y3arajabHIOI04i MOXKIHBOCTI.
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ABSTRACT

Context. The study addresses the current task of automating a sensitive image segmentation algorithm based on the Type-2 fuzzy
clustering method. The research object is low-contrast greyscale images which are outcomes of standard research methods across
various fields of human activity.

Objective. The aim of the work is to create a new set of informative features based on the input data, perform sensitive fuzzy
segmentation using a clustering method that employs Type-2 fuzziness, and implement automatic defuzzification in eigen subspace
of membership functions.

Method. A method for segmenting low-contrast images is proposed. It consists of the following steps: expanding the feature
space of the input data, applying singular value decomposition (SVD) to the extended dataset with subsequent automatic selection of
the most significant components, which serve as input for fuzzy clustering using Type-2 fuzzy sets. Clustering is performed using the
T2FCM method, which allows the automatic selection of the number of fuzzy clusters based on an initially larger guaranteed num-
ber, followed by the merging of close clusters (proximity was defined in the study using a weighted Euclidean distance). After fuzzy
clustering, the proposed method integrates its results (fuzzy membership functions) with the input data for clustering, preprocessed
using fuzzy transformations. The resulting matrix undergoes another fuzzy transformation, followed by SVD and the automatic selec-
tion of the most significant components. A grayscale image is formed based on the weighted sum of these selected components, to
which the adaptive histogram equalization method is applied, resulting in the final segmentation output. The proposed segmentation
method involves a small number of control parameters: the initial number of fuzzy clusters, the error of the T2FCM method, the
maximum number of iterations, and the coefficient of applied fuzzy transformations. Adjusting these parameters to the processed
images does not require significant effort.

Results. The developed algorithm has been implemented as software, and experiments have been conducted on real images of
different physical nature.

Conclusions. The experiments confirmed the efficiency of the proposed algorithm and recommend its practical application for
visual analysis of low-contrast grayscale images. Future research prospects may include analyzing the informative potential of the
algorithm when using other types of transformations of fuzzy membership functions and modifying the proposed algorithm for seg-
menting images of various types.

KEYWORDS: Image Segmentation, Fuzzy Clustering, Type-2 Fuzzy Clustering, orthogonal transformation, singular value de-
composition, singular subspaces.

ABBREVIATIONS

2DPCA is a Two-Dimensional Principal Component
Analysis;

FCM is a fuzzy clustering algorithm;

T2 refers to Type-2 fuzziness;

T2FCM is a fuzzy clustering algorithm based on
Type-2 fuzziness;

MRI is Magnetic Resonance Imaging;

PCA is a Principal Component Analysis method.
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NOMENCLATURE

N is a number if pixels of an image;

M is a width of an image;

L is a height of an image;

C is a vector of the coefficients of algorithm;

dC is a vector of differences of neighbouring ele-
ments of vector C of algorithm;

dC is a minimum element of vector dC;

dC,
¢ is a number of fuzzy clusters;

OPEN a ACCESS
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dC, is a coefficient of algorithm;

K is a coefficient of algorithm;
I is an input image;

1°"" is a segmented image;

! . . . .

Iihax 18 @ maximal value of processing window;

I Ilnin is a minimal value of processing window;
g . . )

1% 1s a maximal value of image;

g - . . '
15, is a minimal value of image;

I, is a center pixel of processing window;

I' is image at various stages of algorithm, i e {svd, tr,
u, s};

u;; is a degree of membership of the object i to cluster
Js

m is a weight coefficient that characterizes a measure
of fuzziness;

v; is a center of cluster j;

d; is an Euclidean distance between a center of cluster
v; and an instance of original data x;;

U is a membership function;

w; is a singular value from singular value decomposi-
tion, j ¢ {i, I-6};

x is a pixel coordinate;

y is a pixel coordinate;

z is a pixel coordinate.

INTRODUCTION

Image segmentation refers to a high level of process-
ing and it is a mandatory stage in there most image analy-
sis technologies. Currently, there is no universal algo-
rithm for its implementation and the result largely de-
pends on the quality of the initial data [1]. Low-contrast
images are often used in practice, and the insufficient
quality of which is due to both the features of the
equipment (heterogeneity of fields, nonlinearity of
sensor’s characteristics, noise) and the process of their
formation (anatomical features of the analysis objects,
dynamic distortions, etc.). In addition to randomness,
which can be controlled in accordance with the theory of
probability, the objective property of images is the
presence of uncertainty and ambiguity, which must be
taken into account during processing.

The object of study is the process of grayscale low-
contrast images’ segmentation that are the result of
standard research methods.

The segmentation process often involves the synthesis
of the new information parameters formed on the basis of
initial data which make it possible to increase the values
of the initial brightness characteristics’ variations and to
separate the information from different sources. This is an
ambiguous task related to the field of artificial
intelligence. The reliability of the result depends signifi-
cantly on the type and characteristics of the initial data
and, as a rule, there is no a priori information about the
system of their formation and noise component.

© Akhmetshina L. G., Yegorov A. A., Fomin A. A., 2025
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To increase the validity and sensitivity of
segmentation it is necessary to take into account the
ambiguity and uncertainty that are always present in
digital images.

The subject of study is the technology of grayscale
low-contrast images’ segmentation based on the use of the
T2FCM method (fuzzy clustering type 2) with automatic
determination of the number of clusters with further
conversion to the singular subspaces of the obtained
membership functions using singular value decomposition
and synthesis of the resulting image based on its eigen
images of orthogonal components.

The known fuzzy clustering algorithms [2—13] are
usually characterized by uncertainty in determining the
number of clusters and initializing initial values, ambigu-
ity of the defuzzification process and also, they do not
take into account the spatial information. Besides, they
are sensitive to the noise component.

The purpose of the work is to increase the sensitivity
and reliability of grayscale low-contrast images’
segmentation and, to a certain extent, to neutralize the
sensitivity to the influence of noise factors (due to the
synthesis of a segmented image based on its eigen images
of fuzzy membership functions).

1 PROBLEM STATEMENT

It is supposed that the low-contrast grayscale image /
is given as a set of brightness values /; for i=1, 2, ..., N
pixels with coordinates (x, y), x = 1, 2, , M,
y=1,2,..L.

The synthesis problem of a segmented image can be
represented as the problem of visualizing the result of its
clustering on the basis of a fuzzy membership functions’
matrix U:<uy, I>), where uy; is a fuzzy membership
function of an instance of initial data /; with coordinates
(x, y) to the k-th cluster, &=1, 2, .., ¢, and
Y k(Y i(sum(uy; )=1)).

The [U transformation: f{<uy">, <dj>) — min, where
dy; is the Euclidean distance between the centre of the
cluster v; and the object /;; m is the weight coefficient that
characterizes the measure of fuzziness. The clustering
parameters ¢, m are chosen experimentally.

Creation of a segmented image 7 : AV k(¥ i(uy))).

2 REVIEW OF THE LITERATURE

Image segmentation is a complex analysis procedure.
It belongs to the tasks of unsupervised learning. Modern
algorithms can be used in conditions of almost complete
lack of information about the data distribution laws. They
use the measure of object parameters’ proximity in a
multidimensional space and rely solely on heuristic
considerations about the nature and characteristics of the
investigated set.

Inaccuracy and uncertainty are present in all digital
images and can lead to errors while forming data for
analysis based on brightness characteristics [2]. The con-
cept of “ambiguity of grey” reflects the fact that the accu-
racy of brightness values is primarily limited by the dig-
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itization process (quantization in amplitude and spatial
discretization), as well as, by the precision of the hard-
ware systems. For example, ambiguity in medical images
is caused by the forming fields’ heterogeneity or move-
ment of a patient. It’s the weather conditions in satellite
images. It’s the inaccuracy and unevenness of the meas-
urement grid in geological field images. It’s the uneven
background, significant noise, aberration artifacts, etc. in
microscopic images. Geometric fuzziness manifests when
determining object boundaries because of deformations
from motion capture, insufficient resolution, low contrast
and noise influence. It should be noted separately the need
to consider the peculiarities of a human eye as an instru-
ment of visual analysis which adheres to Weber’s laws. In
particular, it cannot detect changes in the grey level below
the threshold of visual perception [3, 4].

The procedure of image segmentation to enhance
analysis reliability must correspond to the contradictory
requirements — noise removal while preserving fine de-
tails, as well as the delineation of object boundaries with-
out excessive detailing and emerging artifacts. One of the
ways to solve the problem of improving images’ quality
and the reliability of their analysis is based on the forma-
tion of the new informative features on the assumption of
the initial data, which change the relationship (the space
structure) of the analyzed features [5]. The use of fuzzy
logic due to nonlinearity allows to increase the influence
of variations in the brightness properties and eliminate
ambiguity of the initial data [6]. The processing medical
images using a fuzzy approach allows to increase resolu-
tion, highlight the features of the individual areas’ struc-
ture and improve the accuracy of segmentation [7]. It is
necessary to carry out preliminary conversion (improving)
for noisy low contrast images before the targeted
processing is performed. Most often, the local
characteristics of each pixel are converted.

The key problem for the implementation of sensitive
segmentation is the formation of a relevant set of inputs
that provide a solution to the problem. The synthesis of
information parameters is considered as the transforming
process of the images’ initial brightness characteristics
into a new virtual space where there is a redistribution of
brightness characteristics, which allowing to increase the
analyzed brightness range and (or) the metric distance
between the object of interest and the “background”.
Choosing different types of source image transformations
and segmentation methods leads to different results.

Fuzzy clustering methods provide a set-theoretic parti-
tioning into subsets and associate each object with a fuzzy
set with a membership function that varies in the interval
[0, 1] [8]. The first developed fuzzy clustering method
was the FCM (Fuzzy C-Means) algorithm. In 1980 J.
Bezdek proved its convergence and in 1981 he
generalized the algorithm in the case of arbitrary fuzzy
sets [9]. Today there are a significant number of FCM
method modifications aimed at solving the specific prob-
lems with maximum consideration of images’ specifics
[10-13].
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The FCM algorithm problems can be formulated as
follows:

1. There is no theoretical justification for the impor-
tance of the choice of the clusters’ number and the fuzzi-
ness degree;

2. The use of pseudorandom initial values of centroids
leads to different results;

3. Noise sensitivity;

4. The spatial information which is essential for image
processing is not used [14, 15];

5. The process of defuzzification is ambiguous.

The membership functions obtained within the
framework of FCM method can be interpreted as an
ensemble of multiparameter data with the possibility of
using multivariate analysis algorithms for its processing,
for example, orthogonalization methods. The ideas of
projection methods into eigen subspaces as one of the
tools for mathematical processing of experimental data,
were presented in the works [16, 17].

In particular, methods called principal component
analysis (PCA) involve the use of statistical principles to
reduce the number of inputs in order to extract the most
significant factors from the input data. This approach in
the problems of processing of images which are two-
dimensional structures was applied in practice only in the
2000s [18]. Two-dimensional principal component analy-
sis (2DPCA) and other orthogonalization techniques are
currently used to solve such important problems as com-
pression of visual information, feature extraction in object
recognition and search for video images, reduction of
calculations in image processing, etc. [19, 20]. The image
covariance matrix is constructed directly with using the
original image matrices and its eigenvectors are computed
to highlight the features of the image that determine the
internal structure of the experimental data.

This article deals with the information possibilities of
using the method of multivariate information analyzing
based on fuzzy clustering and singular decomposition in
the analysis of low-contrast greyscale images.

3 MATERIALS AND METHODS

The formalization of the term “fuzzy set” involves
generalizing the concept of membership reflecting the
idea that elements of a set can have a common property to
varying degrees. Unlike the probability which is con-
nected with the uncertainty regarding an object’s mem-
bership in a crisp set, fuzzy logic provides a foundation
for developing a more flexible approach to data analysis
and allows to make a decision among a set of alternative
options. The general scheme of fuzzy image processing
includes the following stages: input parameter formation,
fuzzification, processing/interpretation of membership
function values and defuzzification on the basis of which
the final result is formed [21, 22].

The mutual mapping of grey levels and fuzzy
membership function surfaces can be interpreted as a
specific type of nonlinear coding-decoding, in terms of
fuzzy logic is data fuzzification-defuzzification. The
complexity of the fuzzy approach is the uncertainty in the
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formation of the final result in a multidimensional space.
The methods for its implementation are determined
mainly by the purpose of processing and differ in the pe-
culiarities of taking into account the topology and proper-
ties of the analyzed image, for example, the dynamic
range of brightness, the used color model, the number of
channels, the size of the ensemble, etc.

Image I of size N =M xL can be represented as an
array of fuzzy sets regarding the analyzed property, in
particular, brightness, with the value of the membership

function u, , varying in the interval [0,1], for each pixel:

M Ly,
r=UU;= )

x=ly=1"x,y

The fuzzification process can be carried out in various
ways. For example, fuzzification based on histogram
analysis refers to global methods that take into account
the grey level of each pixel on the basis of which the
membership function to one or more classes, such as very
dark, slightly bright, medium, etc., is determined accord-
ing to the given requirements. Its use requires prior
knowledge about the analyzed image; for example, the
minimum and maximum of grey levels' frequencies.
However, the accuracy of these points™ detecting on the
histogram does not need to be very high because the con-
cept of fuzziness is used.

Neighbourhood-based fuzzification takes into account
a defined neighbourhood of pixels and typically requires
more computational time compared to the histogram-
based approach.

This approach requires additional data analysis be-
cause noise and outliers (anomalous values) can lead to
false values of the membership functions for a subset of
pixels. For example, for a window of size » x r the mem-
bership function of the central pixel can be described as
follows:

-1
1 r—l1
u=l-1+——>|1, -1, 2)
i) 2o 4l
or
! 7!
u=1- I_Imax_lmin (3)
If%ax_lriin

]g

min *

l l
Where’ Imax > Imin > Ir(%ax >

are the local and global
extremes of the window and the image as a whole,

respectively; I is the central pixel.

To solve high-level problems, it is necessary to extract
properties of the analyzed image (such as the object
length, the region homogeneity, the entropy, the average
value, etc.), which are then subjected to fuzzification.
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Fuzzy clustering techniques that iteratively determine
the matrix U — the degree of pixels' belonging to fuzzy
clusters can also be interpreted as a fuzzification stage.

The simplest way to perform the defuzzification pro-
cedure of the clustering result is to select the value corre-
sponding to the maximum of the membership function.
When using this approach, a new parameter whose

visualization provides the image segmentation is
synthesized as follows:
t
194 = max(uy ), Vk €[l,c] (4)

where u; . ,, is the membership function of a pixel in the

output image with coordinates x, y to the k-th fuzzy clus-

ter. The resulting image will always be greyscale.
Another method of visualization is to form an output

[out

image based on the centres of the clusters (v):

%

However, the values of the membership function can
have comparable or even equal values for different
clusters, which leads to ambiguity and therefore,
unreliability of defuzzification. Fig.1 ¢ shows the type of
two membership functions’ graphs for clustering into 6
clusters for the model image in Fig. 1 a whose histogram
is presented in Fig. 1 b where the two membership func-
tions have a substantial number of identical values.

On the other hand, each class, by definition, also con-
tains the information suitable for the analysis that can be
lost when performing expression-based defuzzification (4,
5). If the membership function of each class is interpreted
as an image where each one carries specific information,
then during segmentation, it is necessary to form a “com-
posite” image based on the image merging of all member-
ship functions.

Fuzzy logic of type 2 (T2) makes it possible to
consider the problems with a higher degree of uncertainty,
in particular, in the methods of image representation and
in the algorithms for their processing [23].

The theoretical basis of our approach to the
defuzzification process is the fact that by specifying a
specific number of ¢ classes for fuzzy clustering, a three-
dimensional matrix U containing a set of ¢ values of
membership functions for each field pixel is gotten. The
dimension of the third z coordinate is equal to the speci-
fied number of classes. The latter means that within the
framework of FCM method it is possible to obtain auto-
matically an ensemble of multidimensional data and apply
methods for multidimensional information processing.
Each membership function can be interpreted as an
image, and the U array can be interpreted as a
multidimensional image with ¢ channels.
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Figure 1 — View of the Fuzzy Membership Functions: a — model image; b — histogram; ¢ — membership functions of two classes

In particular, the application of singular value decom-
position (SVD) for multidimensional data enables a tran-
sition to a new (eigen) orthogonal subspace, where each
new component results from a linear composition of all
original parameters. This allows for a comprehensive
analysis. The informational contribution of each new
component can be determined by analyzing the spectrum
of normalized singular values w;,ie [l,n], and
wZwy 22w, 20.

Applying the singular transformation to the matrix of
fuzzy cluster membership functions forms an orthonormal
“eigen images” basis of these membership functions.
Each of the “eigen images” contains H; % of all the in-

formation contained in the original ensemble of the matrix
U . This circumstance allows defuzzification to be per-
formed based on the information contained in all mem-
bership functions. By additionally imposing, for example,
a constraint:

w>H,

Mo

Il
LN

(6)

where H is a specified boundary value, such as 95% or
99%, p<n, it becomes possible to influence the sensi-

tivity of segmentation. The physical meaning of the ex-
pression (6) is a filtration of non-essential information
components (noise).

Based on the above, an image segmentation algorithm
is proposed that, firstly, synthesizes new informative pa-
rameters based on the original brightness characteristics,
secondly, applies a type-2 fuzzy clustering algorithm with
automatic cluster number determination, and thirdly, per-
forms automatic defuzzification using the “eigen images”
of membership functions.

The algorithm includes the following steps:

1. Transforming the original greyscale image bright-
ness values using a window transformation (window size
3x3), forming a 9-dimensional ensemble including the
brightness of neighbouring pixels to take into account for
spatial characteristics.

© Akhmetshina L. G., Yegorov A. A., Fomin A. A., 2025
DOI 10.15588/1607-3274-2025-1-15

168

2. Performing an orthogonal transformation (SVD) on
the expanded original data, followed by automatic selec-
tion of the most significant components [24] based on
calculating the coefficient vector C by the formula:

I+c¢ l+c
S0+ 07)) %)
Jj=1 J=1 ;

C = 5 ,ze[l,l—i—c],

where V contains the right singular vectors for the SVD.
This vector C is sorted in descending order, and a differ-
ence vector dC is created, containing the differences for
each neighbouring pair in the sorted vector C . The value
dC, is then calculated as:

®

where dC;, and dC,, are the minimum and maxi-

mum elements of vector dC, respectively. This threshold
value dC, is used to determine the number of the most

significant elements of the left singular vector matrix. The
selected indices correspond to the original indices in vec-

tor C prior to sorting I°" .

3. Scaling each component of matrix 7** to the in-

terval [0,1], forming a multidimensional input matrix for

fuzzy data clustering.
4. Performing fuzzy clustering on the scaled matrix

1" using the T2FCM [25] method with dynamic com-
pression of the fuzzy membership function [9]. This in-
volves initially setting a larger number of fuzzy clusters,
which dynamically decreases during training by merging
close clusters. The weighted Euclidean distance is used to
determine closeness, calculated (for the distance between
the centers of the k-th and /-th clusters) as follows:
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q
0
diy = Z(Suk Vi~ Su, 'vlt,j)z’ ©)
j=1

where values S, and S, are calculated as:

S, ==

min

,(Vj € {1,...,0}),

(10)

where u ;

j 1s the average membership value for the j-th

fuzzy cluster, and u,,;, is the minimum value of the vec-
tor u of average membership values for each cluster.

During each training iteration ¢, the MFT2 matrix a'
is determined based on the difference between the “up-

99

per” uj, and “lower” u] membership functions as fol-

lows:

(”21 ) = ((ut)l k y_((ut)"»k)”[(utl»k]l[u b +(”t)jf°'5 | (11)
(. lf(ulj,"k s

(o] ] B o
(”22),-,;{ _ ((ut)i,k )K+0.75+(u_’)k/2’ (13)

(“1[2 )i,k _ ((”t)i,k )K+1.25+(u_’)k/2’ (14)

(u—t)l _ ((u—t)kjl—max[(utjk 1—(#)/(1 as)

(”51 ),,k = ((u;ll)i,k + (uzﬁz),,k )/ 2, (16)

(“lt )z,k = ((”51 )i,k + (ufz ),,k )/ 2, (17)

where u'y is the average membership for the k-th cluster,
and ie [I,N], K is the coefficient, values of which are
recommended to be chosen within the interval [0,0.2].
This coefficient has a significantly impact the transforma-
tion results. The final membership function matrix a’ is
then interpreted as a multidimensional image.

5. Transforming the scaled matrix 7" by the for-
mula:
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Iit,rj :( ZVd )i,j _( lSVd )i,j’ (18)

where 73" and I;"? are calculated as per formulas (11)

and (12), respectively, forming matrix 7.
6. Constructing matrix /“ as the union of the columns

of matrices I and o' .
7. Applying the transformation described in step 4 to

matrix /" to compute matrix a’ (formulas (11)—(17)),
resulting in matrix / .
8. An orthogonal transformation (SVD) is applied to

the matrix 772. Following this, the most significant com-
ponents are selected from the left singular vectors, as de-

scribed in step 2. A grayscale image I° is formed using a
weighted sum of selected significant components based
on the values of the vector C, corresponding to the se-
lected significant components of the left singular vectors,
scaled so that their sum equals 1.

9. Applying the adaptive histogram equalization
method (using a uniform transformation function) to the

image /°, forming the final grayscale image 7°" .

4 EXPERIMENTS
Traditionally, the number of clusters for fuzzy seg-
mentation is determined empirically, and defuzzification
is based on the maximum of the membership function.
Our algorithm employs the T2FCM method with auto-
matic determination of the final number of clusters. The
following control parameters were used: fuzziness coeffi-

cient m =2, exit condition €< 107 , maximum iteration
number set at 100, and an initial number of fuzzy clusters
c=9 (the experiments were conducted on medical im-
ages, and therefore, this amount is more than enough).
The starting initialization of the cluster centers for the
T2FCM method was carried out by filling them with val-
ues from the original data vectors. Coefficient K =0.075
(for formulas (13) and (14)) was used in all experiments.
It was found that for some images, the best results
could be obtained without applying step 7 in the proposed

algorithm (using matrix /¥ in step 8 instead of / r2 ).

The presented experiments were conducted on images
of various physical nature, termed “low-contrast”. Exam-
ples of images and histograms are shown in Figure 2:
MRI (a, b) and X-ray (c, d), respectively. Unlike typical
low-contrast images, characterized by narrow histograms
in low brightness regions, these images have features such
as multimodal histograms, a full or nearly full intensity
range with significant dark and light regions, smooth
brightness transitions in areas of interest, and blurred
boundaries, lack of a priori information about the pres-
ence and location of anomalies that can be compared with
the noise level making visual analysis challenging.
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Figure 2 — Low-contrast images and their histograms: a, b — MRI; ¢, d — X-ray

5 RESULTS

Figure 3 illustrates various segmentation methods ap-
plied to the MRI image shown in Figure 2 a: Figure 3 a
depicts the FCM method with ¢=6 (since medical im-
ages typically contain 5-7 different tissues) based solely
on the intensity characteristics using expression (4); Fig-
ure 3 b shows segmentation with an extended feature
space as described in Section 1; Figure 3 ¢ presents the
proposed algorithm without Step 7; and Figure 3 d shows
the result of the full proposed algorithm.

4

Figures 4 a and 4 b present the membership functions
of two different classes of the membership function U ,
while Figures 4 ¢ and 4 d show the first and second eigen
images of the membership functions.

Figure 5 a shows the segmentation result of the X-ray
image shown in Figure 2 c, and Figure 5 ¢ presents the
result for the optoelectronic metallographic image shown
in Figure 5 b.

Figure 3 — Visualization of fuzzy clustering results for the MRI image (6 classes): a — original image; b — maximum membership
function based on the original data; ¢ — with an extended feature space (step 1); d — proposed method

Figure 4 — Visualization of fuzzy clustering results for the MRI image into 6 classes: a, b — two arbitrary fuzzy classes; c, d — first and
second eigen images of membership functions
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Figure 5 — Image segmentation: a — segmentation of the X-ray image from Figure 2 c; ¢ — segmentation of the optoelectronic metal-
lographic image from Figure 5 b

6 DISCUSSION

Fuzzy clustering is a sensitive tool, particularly re-
sponsive to the quality and composition of the original
dataset. Visual analysis in Figure 3a shows that defuzzifi-
cation by maximum membership function based solely on
brightness forms a “noisy” image. Expanding the original
brightness space per steps 1 and 2 significantly improves
the result (Figure 3 b).

For example, for Figure 2 a, Table 1 presents the
percentage of information H contained in each of the
eigen images from the singular value decomposition of
the membership functions. The first principal component
carries the most information among all the obtained
membership functions, while the second one contains the
highest amount of information among the remaining
components, and so on.

Table 1 — Eigenvalues of singular value decomposition (%)

Wi %) w3 Wy Ws We
Hy, | 45.858 | 22.102 13.881 | 9.553 | 4.751 | 3.853
H, | 56.533 | 21.511 11.140 | 6.348 | 3.516 | 0.952

The analysis of eigenvalues shows increased informa-
tiveness for the first three principal components, from
81.841% to 89.184%, for cases where only the brightness
of pixels (Hy) is used as the initial data and its conversion
in accordance with step 1 (H)).

In addition to the above, the information contained in
the membership function of each class is largely lost
during defuzzification based on expressions (4), (5)
(Fig. 4 a, b).

The process of orthogonalizing membership functions
enables conversion from peer cluster space to non-peer
eigen image space. As seen in Figure 3 c, the use of the
eigen space of membership functions from the singular
value decomposition during defuzzification eliminates
excessive detail and artifacts, enhances the clarity of
object delineation, and simplifies the procedure for
visually analyzing the results.

The automatic defuzzification method for the fuzzy
clustering process, implemented by the proposed
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algorithm, demonstrates a significant improvement in the
sensitivity and informativeness of the synthesized image.
It ensures clear delineation of the objects of interest and
reveals the structure of various tissues compared to the
original image.

CONCLUSIONS

A relevant problem has been solved: a sensitive algo-
rithm for automatic segmentation of low-contrast gray-
scale images was developed based on type-2 fuzzy clus-
tering.

The scientific novelty lies in the first-time proposal of
a method for automatically forming segmented images in
the eigen space of type-2 fuzzy clustering membership
functions, enhancing accuracy and sensitivity.

The algorithm incorporates mechanisms for account-
ing for spatial components (expansion of the feature space
based on window transformation), a clustering method
using type-2 fuzziness, and result formation in the or-
thogonal space of membership functions. The singular
value decomposition method was applied to the input data
for fuzzy clustering, which were preliminarily subjected
to fuzzy transformations and to the membership functions
of the T2FCM method, with automatic determination of
the final number of clusters, followed by the selection of
the most significant components. The final result is
formed based on the weighted sum of these selected com-
ponents.

The practical significance of the results obtained lies
in the fact that the proposed algorithm ensures improved
accuracy and sensitivity in the segmentation of low-
contrast grayscale images of various physical origins.

The prospects for further research involve studying
the proposed algorithm’s application to segmenting vari-
ous types of images, analyzing its informational potential
when using alternative types of functional dependencies
for forming type-2 fuzzy membership functions and other
transformation’s types of fuzzy membership functions for
result generation.
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CEI'MEHTAIISA CIABKOKOHTPACTHHUX 30BPAKEHD
V BA3HCI BTACHUX MIAMPOCTOPIB HEUITKAX ®YHKIIIN HAJTEXKXHOCTI THITY-2

Axmermuna JI. I'. — 1-p TexH. Hayk, npodecop Kadeapu eIeKTPOHHUX 00UUCITIOBAIFHIX MalliH J{HIMPOBCHKOTO HAI[IOHATBHO-
ro yHiBepcurety im. O. ['onuapa, {xinpo, Ykpaina.

€ropos A. O. — KaHA. TeXH. HAayK, CT. BUKJI. KadeApr KOMII'IOTEPHUX HayK Ta iHpOpMAIiHHIX TeXHONorii IHINpOBCHKOTO Ha-
nioHanbHOTO yHiBepcutety iM. O. [N'oruapa, [{Hinpo, Ykpaina.

®omin A. A. — acrmipanT Kadenpu eJCKTPOHHHMX OOYMCIIIOBAJIbHUX MamMH JHIMPOBCHKOTO HalliOHAJIBHOTO YHIBEPCHTETY
iM. O. lN'onuapa, Ininpo, YkpaiHa.

AHOTALIA

AKTyalbHicTh. PO3rIsiHYTO aKkTyanbpHE 3aBIaHHS aBTOMATH3Allii YyTIMBOTO aJrOPUTMY CErMEHTaIlii 300pakeHb Ha OCHOBI Me-
TOINy HEWiTKOi Kiactepm3amii Tumy-2. O0’€KTOM IOCTIKEHHS € caOKOKOHTPACTHI HAIiBTOHOBI 300paKeHHs, SIKi € pe3yJIbTaToM
CTaHJAPTHUX METOIB JIOCII/DKEHHS B PI3HUX Taly3sX AISUIBHOCTI JFOJUHH.

MeTa po6oTH — CTBOPEHHS HOBOTO Habopy iH(GOPMAaTHBHHX O3HAK Ha OCHOBI BUXIJHHX JAaHUX, BUKOHAHHS Yy TJIMBOI HEUITKOL
CerMeHTallil Ha OCHOBI METO/a KJIacTepH3allil 3 BUKOPUCTAHHSIM HEYITKOCTI 2-T0 MOPSIKY, peanizallis aBToMaTu4Ho1 edasndikanii
y BIIaCHOMY IiJ{IpOocTOpi (QYHKIIH MPUHAIEKHOCTI.

MerToj. 3anpornoHOBaHO METOZ CErMEHTallii cl1a0KOKOHTPACTHUX 300pakeHb, SIKUH CKIAAEThCs 3 HACTYITHUX KPOKIB: PO3LIU-
PEHHS IIPOCTOPY O3HAK BXIJHUX JaHMX, 3aCTOCYBAHHS CHHTYJIIPHOIO PO3KJIALy A0 PO3LIMPEHOr0 HAabOpy AAaHUX 3 HACTYHHHUM aBTO-
MaTHYHAM BiZOOpOM HAMOUTBII 3HAYYMIMX KOMIIOHEHTIB, IO € BXiAHUMH JAaHUMH JJIS HEYITKOI KiacTepu3allii 3 BUKOPUCTAHHAM
HEYITKUX MHOXHH THITy-2. L5 kiactepusamis BinOyBaeThes 3a nornomororo meroay T2FCM, sxuii 103BoJIsie aBTOMATHYHO TiOHUpa-
TH KUIBKICTh HEWITKHX KJIACTEPiB HA OCHOBI ITOYATKOBOTO 3a/IaHHS TapaHTOBAHO OUTBINOI KUIBKOCTI 3 HACTYITHHAM 3JIUTTSIM OJIM3bKHX
KJacTepiB (B poOoTi OM3BKICTh BU3HAYAIaCh Ha OCHOBI 3BaskeHOi EBKiIiI0BOT BifcTaHi). [Ticis BukoHaHHS HediTKoi KiIacTepu3amii B
3aIpOIIOHOBAHOMY METO/II 3IIHCHIOETHCS 00’ €AHAHHS 11 pe3ynbTaTiB (HEUiTKOT (QyHKIIT HAIEKHOCTI) 3 BXITHUMH ISl HEUiTKOT KJlac-
Tepu3alil JaHUMH, SKi HOIEePEeAHBO OOPOOIIOIOTECS HEUITKMM IEepeTBOPEHHSAM. Pe3ynbTyioua MaTpHIl 3HOB MIJUIArae HEiTKOMY
HEPETBOPEHHIO, MiC/Is YOTO JI0 OTPUMAHHUX PE3yJIbTaTiB 3aCTOCOBYETHCS CHHTYJISPHHUI PO3KIAJ 3 HACTYITHUM aBTOMAaTHYHUM Bif0o-
poM Haif6ibII 3HAYYIIMX KOMIOOHEHTiB. Ha OCHOBI 3Ba)keHOT CyMH IIMX BigiOpaHHX KOMIIOHEHTIB ()OPMYETHCS HAMiBTOHOBE 300pa-
JKEHHSI, JI0 SIKOTO 3aCTOCOBYETHCS METOJ alTHBHOI eKBali3alii ricTorpaMu, B pe3ysbTaTi YOro i OTPUMYEThCS KiHIIEBHI Pe3yJIbTaT
cerMeHTailii. 3almpoIOHOBaHUI METOJI CErMEHTAIlil Ma€ HEBEIHMKY KUIBKICTh KEPYIOUNX MapaMeTpiB: MOYATKOBY KUIBKICTh HEUITKHX
KJacTepis, moMmiKy meroxy T2FCM Ta MakcHMalbHy KiJIBKICTB iTepallii, a TakoX Koe(ilieHT BUKOPUCTAHUX HEWIiTKUX IEPETBO-
peHb, IPHIOMY iX HaJAIITYBaHHS Ha 300pa’keHHs, [0 0OPOOIIOIOTECS, HE BUMAararoTh 3HAaYHHUX 3yCHIIb.

Pe3yabTaTn. Po3pobieHuii alroput™ peasi3oBaHO NPOTPaMHO, MPOBEACHO EKCIEPHMEHTH HA PeabHUX 300paKeHHSX Pi3HOL
¢iznyHOT IpHpoaN.

BucnoBku. [IpoBesieHi eKCliepIMEHTH MiATBEPANIIH TIPALE3IaTHICTh 3aIIPOIIOHOBAHOTO AJTOPUTMY Ta JI03BOJISIIOTH PEKOMEHIY-
BaTU HOTro /Ul BUKOPHCTAHHS HA MPAKTUI MPU BUPIIICHHI 3a1a4 Bi3yaJbHOTO aHaji3y cIaOKOKOHTPAaCTHHX HAMiBTOHOBHX 300pa-
XeHb. [lepcrekTHBY MOAAIBIINX AOCHII/KEHb MOXKYTh MOJIATaTH B aHai3i iHQOPMAaTUBHUX MOMJIMBOCTEH aJlrOPUTMY IPH BUKOPHC-
TaHHI 1HIIUX THIIIB MEPETBOPEHD HEUITKUX (PYHKIIN HaJEeKHOCTI Ta B MoAu]iKalii 3aIpOIOHOBAHOTO aNTOPUTMY Ul CerMEHTaii
300pakeHb Pi3HOTO THITY.

KJIFOYOBI CJIOBA: cermenrariist 300pakeHb, HEUITKa KiacTepU3allisl, HeUiTKa KJIaCTepU3allis TUIy 2, OpTOrOHAJbHI mepe-
TBOPEHHSI, CHHTYJISIpHE PO3KJIaJaHHs, BIACHI MiIITPOCTOPH.
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AHAJII3 MIXOIB JOCTYIY O JAHUX Y MYJbTH-KJIAY
CEPEJIOBUIIII

Kacepec A. — acmipanT HanioHaapHOTO TEXHIYHOTO YHiBepcuTeTy YKpaiHu «KUIBCHKUI MONITEXHIYHUN 1HCTUTYT
imeHi Irops Cikopcbkoroy, kadenpa iHhpopMamiifHuX TEXHOJIOTIH B TenekoMyHikatisx, Kuis, Ykpaina.

I'no6a JI. C. — npodecop, aA-p TexH. HayK, Kapeapa iHGpopMaIifHIX TEXHOJIOTIH B TEICKOMYHIKAIsIX iIHCTUTYTY Te-
JIEKOMYHIKAIiHUX CHCTEM HAIliOHAJHHOTO TEXHIYHOTO yHiBepcuTeTy YKpaiHu «KHiBCHKHMIA MONITEXHIYHUN 1HCTHTYT
imeHi Irops Cikopcekoro», Kuis, Ykpaina.

AHOTALIA

AKTyasnbHicTh. MyIbTHXMapHA CHCTEMA XapaKTePHU3y€EThCS IOCTIIOBHAM ab0 OJJHOYaCHUM BHKOPHCTAHHSIM IOCIYT BiJ] PI3HHX
XMapHHUX MOCTA4aJIFHUKIB JUI BUKOHAHHS IporpaMm. Taka cucrema € 0axaHOIO iH(GPacTpyKTyporo Il mepeBaxHoi Oinbrrocti IT-
6i3Hecy chorojHi. Hapasi iCHYrOTh Pi3HOMaHTHI MiAXOJM Ui 00 €IHAHHS XMapHUX IUIATPOPM KiJIbKOX MOCTAYaIbHHKIB. Y HaHiit
CTATTi JOCIIPKYBAIUCH NMPAKTHYHI ITIXOAN JUIsl TOCSATHEHHS MYJIBTHXMapHO! CyMICHOCTI, 30CepeIKyIOuiCh Ha a0CTPaKTHOMY JI0-
CTYMI A0 JaHUX MK pi3HHUMH mocTadansHukamu cloud-cxoBuin Ta multi-cloud posnoaini obuncioBanbHUX pecypcis. [IpeacTaBieHo
KJIFOYOBI TEXHOJIOTIT Ta METo0JI0Ti1 Oe3mnepediiiHoro KepyBaHHs JaHUMH, Taki SK BUKOPUCTaHHS MYyJIbTUXMapHHUX LUTI031B 30epiran-
HA maHux (Ha mpukiani S3Proxy), BmpoBamkenHs miardopm kepyBaHHA qaHumu (Apache NiFi) Ta BUKOpHUCTaHHSA yHiBEpCAIbHHUX
xMmapHuX 6i6miorek (Apache Libcloud). Y po6oTi BUCBITICHO NepeBard i HEAOMIKK OOpaHUX IMiAXOIIB i IPOBEICHO CKCIIEPUMEHTH
10 BU3HAYECHHIO BapTOCTI 1 MPOJIYKTHUBHOCTI JUIs HUX. Pe3ysIbTaToM MpOBENEHUX JOCIILKEHb € BU3HAYCHHS BapPTOCTI 1 MPOIYKTHB-
HOCTI JJISI PI3HUX MiAXOMAIB JOCTYITy A0 AaHUX y MYJIBTHXMapHUX CEPETOBHINAX.

Merta. Jlocnimuty pi3HI NiAXOAN MyJIETHXMAapHOTO JOCTYILy IO AaHWX 1 BU3HAYMTH HAaHOUIBII ONTHMAlIBHUI 32 XapaKTepPHCTH-
KaMH IIPOLYKTUBHOCTI i BAPTOCTI.

MeTona. 3anpornoHOBaHO ONTHMI3ALII0 MYJIBTHXMAPHUX iHPPACTPYKTYp HA OCHOBI eKCIIEpUMEHTAIbHUX JaHuX. ExcriepumenTa-
JIbHE MOJICIIIOBAHHS BKJIIOYAE B ceOe eMIipUyHi BUMIPIOBaHHS IBUAKOMAIT 1 MOPIBHSAHHS BUTpAT Ha 30epiranns. BuzHaueHHs npomy-
KTHBHOCTI 0a3y€eThCsl HA BUMIPIOBAHHI Yacy YUTaHHS JAAHUX 1 3aTpUMKU. J{/1s OLiIHKM BapPTOCTI BUKOPUCTOBYETHCSI MOJICIb L[IHOYTBO-
pernst AWS S3. OnmcaHo miIxoau onTHMI3alil 3 ypaxyBaHHAM po3MipiB (aiimiB i 00caroM 30epiranHs JaHUX: 00’ €THAHHS CHIBHUX
CTOPIH PI3HUX MYJBFTHXMAPHUX MIIXOMAIB 1 TUHAMIYHE MEPEMHUKAHHSI MK PIICHHSIMHU. 3alIPOTIOHOBAHO ANTOPUTM BHOOPY MYIJBTH-
XMapHHX MiXO/IB, ¢ BpaXx0oBaHi KpUTEPil BapTOCTI 1 MBUAKOIIT, @ TAKOXK TX MPIOPUTETHOCTI.

Pe3yabTaT. Y X0/i €KCIIepUMEHTY OTPUMAaHO 3HAUEHHS BapTOCTi, HEOOXiqHOI Iyt 30epiraHHs i 3aBaHTAKCHHS JaHUX PI3HUX
o6csrie ( 100 I'b, 1 Th, 10 TB), a Takox NpoxyKTUBHOCTI AJIs IepefaBanHs (aiiB pisHoro po3mipy (100 Kb, 1 Mb, 10 Mb) nis
TEXHOJIOT1H MyJIbTUXMapHUX LUTIO31B, IJIATGOPM YIPABIiHHS JAHUMHM, Ta XMapHO-He3aJIexKHUX OiOmiorek. S3Proxy Mae HalmBHI-
Ui 1ocTyn a0 QailniB 1 Benmukux oocsri qanux. Apache Libcloud mokasye kpaiiy BapTicTh Ha HeBenukux 06’emax. [Ipore i
obuzBa migxoau 3HauHO nepeBaxaiote Apache NiFi. Jlane mociipKeHHs MOXKe CIPHATH PO3BUTKY METO/IB e(peKTHBHOIO KepyBaH-
HSl pecypcaMil y MyJIbTHXMapHHX CepelOBHIIAX.

BucHoBku. OTpuMaHi pe3ynbTaTy Jal0Th MOXKJIMBICTh BU3HAYHUTH MPIOPUTETHICTE BUOOPY O3HAYCHUX MAapaaurM, Moo J0MOMOr-
TH OpTaHi3allisiM pO3pOOUTH Ta PO3TOPHYTH e(PEeKTHBHI MyIbTHXMApHI CTpaTeril, sSIKi J03BOJISATH IM CKOPUCTATHCS NIepeBaraMy yHika-
JTbHUX (PyHKIIH KOXKHOTO XMapHOTO IIpoBaiaepa, 30epiraloun mpu IboMy yHi(iKoBaHe, THyUYKe Ta eeKTHBHE cepeqoBHIIe 30epi-
TaHHSA Ta OOYUCIICHHS.

KJIIOYOBI CJIOBA: xmapHi 004YHCIIeHHS, MyJIbTUXMAapHUI JOCTYI, YHIBepCaJIbHI XMapHi 0i01i0TeKH.

ABPEBIATYPU P.x — MakcuManbHa MPOIYKTHBHICT XMapHOTO Cep-
DMP — Data management platform. BiCy;
T — cepenniii yac goctymy 10 Gaiiny;
HOMEHKJIATYPA V' — 06’em 30epiraHHs.
A — MHOXHHA MYJbTUXMAPHHX ITiIXO/IiB;
A gpy— ONTHUMATBHUH MyIbTHXMAPHUN MiIX1; BCTYII
C; — BapTiCTh BUKOPUCTAHHS XMapHOTO CEpBicy i-T0 [TpoGnemy 00’emHaHHS XMapHHX IUIATPOPM KUIBKOX
poBaiiiepa; BEHJIOPIB (TTOCTavyaJIbHUKIB IIOCIYT) y BHUIIISAL €JHHOTO
Cyin — MiHIMaNIbHA BapTICTh BUKOPHCTAHHSA XMAapHOIO  IIPOCTOPY 30epiraHHs Ta 0OpOoOKU JaHUX MOKHA 3yCTPIiTH
cepBicy; y pizHuX gocmimpkeHHsax [1-3]. [mobansHe BIpoBaKeHHS
CC — xpuTepiii BapTOCTi; MYJIBTUXMapHHUX CTpaTerii 3pocTae, i opraHizamii BCix
CT — kputepiii yacy nocTyiy 1o daiiry;, PO3MIpiB Ta ranysell Bce Oibllie BUKOPUCTOBYIOTh HEpe-
F'S — poawmip daiiny; BarW JCKITPKOX XMapHUX MpoBaiaepiB. ONUTyBaHHA
K — KiTBKiCTh HIHOBUX (aKTOpiB; Gartner [4] mokasye, mo 81% KopucTyBadiB MyOIidHHX
M — xineKicTh niepeaBanb Ghaity; XMap TpaolTh 3 JOBoMa ud  Gimbmie  cloud-
N — KinbKiCTh JOCHIKYBaHUX MyJIbTUXMapHUX CTpa-  mposaiinepamu. Flexera 2024 State of the Cloud Report
TeTiH; [5] minTBepmxye 1ie, mokazyrouu , mo 89% ycix oprasi-
P; — IpoyKTHBHICTE XMapHOIO CEPBICY i-r0 IPOBal-  3amiii BUKOPHCTOBYIOTH  MYJLTUXMApHi  TEXHOJIOTIi
nepa; (puc. 1).
© Kacepec A., I'no6a JI. C., 2025
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Pucynok 1 — CtaH BUKOpUCTAaHHA XMapHUX TEXHOJIOTIH

OckinbKy Bee Oibllle KOMIaHii MPUHAMAIOTH 110 TEH-
JIeHIIit0, Tpo0bIeMu, TOB’s3aHi 3 KepyBaHHIM JIOCTYIIOM
J0 JAQHWX y PI3HUX MOCTAYalbHUKIB XMapHHX CXOBHII,
CTafOTh nenami odeBHAHImUMH. Lle moTpebye moBHOTO
PO3YMiHHS PI3HOMAHITHHX MIiAXOMIB, SIKi BHKOPHUCTOBY-
I0Th JUIs a0CTPAKTHOTO JOCTYIY 10 AaHHUX Y MyJIbTHXMa-
PHHUX cepeloBHINAX. 3a3BHYail BEIMUYE3HI 0OCATH TaHUX
30epiraloThesi B OJHINM XMapi, a ix 00poOka BinOyBaeThCs
B IHIIIH, a pe3yabTaTH 00POOKH MOXYTh OyTH 30epexkeHi
ie Ha ofHii cloud-mardopwmi [3].

VYrpaBiiHHA TOCTYNOM 10 JJAaHUX Y PI3HHX IMOCTaya-
JIHUKIB XMapHHUX CXOBHIL 1 PO3MOALI OOUMCIIOBaIbHUX
pecypciB MK pi3HUMH XMapaMy MOXK€ CTAaHOBHUTH 3HA4HI
TpyaHouli. Yepe3 BiACYTHICTh CTaHAApTHHUX iHTep(eiiciB
UL JOCATHEHHS MYJBTHXMapHOI CYMiCHOCTi Hepinko
iHTeTpaIilo MOTPiOHO ImIopa3y po3poOIATH Bpy4HY [6].
[[{o6 BUKOpPHUCTATH MOTEHIIial MyJIFTUXMAPHAX CXOBHII i
0o0YHCIIeHb, OpraHizallii MOBUHHI BU3HAYWTH HaMKpaIui
miaxig A0 abCTpakTHOrO MOCTYIy O JaHUX y PI3HHUX
XMapHHUX HpoBaiaepiB, 30epiralou mpu nboMy yHi(iko-
BaHe Ta e)EeKTUBHE CEPEIOBUIIIE.

O0’ekT HoCHiTKeHHs] — MyJIBTHXMapHi cTparterii Ta
IXHe T100abHE BIPOBAPKEHHSI.

IIpenmer nocaigkeHHs] — METOOU Ta MpodIeMH
YIPaBIiHHS JTOCTYNOM [0 JaHUX y MYJIBTUXMapHHX Ce-
PCIOBHINAX, & TAKOX MMOPIBHSAHHS PI3HUX MiJXOJdIB 10
abCTpaKTHOTO JOCTYIy 1O JAaHHX 3 TOYKH 30py BapTOCTi
Ta MPOyKTUBHOCTI.
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MeTo10 TPOBEIEHUX MAOCHIIKEHb € IIOCTAaHOBKA Ta
MPOBEJCHHS EKCIIEPUMEHTY, KU MOPIBHIOE Pi3Hi MiJX0-
JIM MyJIbTUXMApHOTO IOCTYILY /IO JAHUX Ha OCHOBI BapTO-
cTi 1 mpoayKTHBHOCTI. OIIHIOIYH Ta PAHXKYIOYH IIi Iij-
XO/IM, OpraHizamii MOXyTb NMpUHAMAaTH OOIPYHTOBaHI pi-
IIEHHS, SIKI ONTHMI3YyIOTh iX MyJIbTUXMapHE pPO3rOpTaHHS
Ta MAaKCHMI3YIOTb IIepeBark, OTpUMaHi BiJ] BAKOPHCTAHHS
KIUTBKOX XMapHUX ITOCTaYaIbHHKIB.

Ha cporonniniHiii JeHb MIMPOKO 3aCTOCOBYIOTH TaKi
TEXHOJIOTIT IOCTYITy JI0 AaHUX Y MYJIBTHXMapHUX CEpeio-
BUIIIaX, BHKOPHUCTOBYIOUH BEPXHi PiBHI a0CTPaKIIii:

— Multi-cloud nutro3u (Multi-cloud storage gateways);

— mnardopmu kepyBanHst ganumu (Data management
platforms abo DMPs);

— Opoxepu
Brokers);

— yHiBepcanbpHi xMapHi Oibmiorekn (Cloud-agnostic
libraries)

— xoHTerHepu3aris (Containerization);

xmapaux  cepsiciB  (Cloud  Service

— OpKecTpais KOHTEIHepiB (Container

Orchestration).

1 IOCTAHOBKA 3AJ1AYI

Jns Bu3HAUEHHS S(PEKTHBHOCTI TEXHOJOTIl HOCTYIY
IO JNaHUX Y MYJbTHXMApHHX CEPEIOBHUILAX, BHKOPHCTO-
ByIOUHM BepxHi piBHI abctpakuii mogeni OSI, ommimemo
BXi/IHI 1 BUXiZHI TapaMeTpH.

JaHo: y AKOCTI BXigHHX NapaMeTpiB BHUCTYHArOTh
HiIX0au a0CTPaKTHOTO JOCTYILY IO JaHUX Y MYJIBTHXMa-
pHEX cepenoBumax A = {4;, A,,..., Ay }.

Jlnst OliHKK Ta TOPIBHSHHS Pi3HUX MiAXOIIB OyIyTh
BUKOPHCTaHI HACTYIHI KpUTEpii:

— BapTicTh C; BUKOPUCTaHHS XMapHOTO CEpPBICY i-TO
npoBaiinepa, 1e 1 <i < N.

— TPOAYKTUBHICTH (Yac BiNryKy) P; XMapHOTO cepBi-
cy i-ro mpoBaiinepa, ae 1 <i < N.

Kputepii Ta 0OMexeHHS OIIHKH SKOCTi Pe3yIbTaTiB:

— JUIA BapTOCTI BaXJIMBAa MiHIMI3allisl 3HAYCHHA
C — min, nipu nbomy C = {C;, C,,...,Cy };

— Ui TIPOIYKTHBHOCTI BaKJIMBa MaKCHMi3allis 3Ha-
4yeHHs1 P — max, P = {Py, P,,...,Py }.

3HaliTH: JaHe JIOCITIPKCHHS Mae Ha MeTi OTpUMaTh
MiHIMaJBHY BapTicTh i MAKCUMaJIbHY MIPOJYKTUBHICTb.

[IpoayKTUBHICTE BH3HAYMMO SIK BiTHOIICHHI 00CATY
JTAHWUX J10 Yacy oopooku (1):

P=a M

BapTicTh BH3HaYa€eThCS K CyMa CKJIAaIOBHX BapTOCTI

)
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2 OIJIAd JITEPATYPU

IcHye Oarato crmoco0iB BHKOPHCTaHHS PECYpCiB pi3-
HUX xMap. Y [7-9] HaBeeHO oI MyIbTUXMapHUX TEX-
HOJIOTi{ Ta MPOTOTHUIIB, Cepell IKUX BUKOPUCTAHHS MYJIb-
TUXMapHHX IJIaT(OpM, HIIF031B, IPOTOTHITH JJIsI KOMILIE-
KCHOi 0OpOOKH IMOJIiii B XMapHOMY CepelOBHII, pOo3po0-
KA U1 OOpOOKH KOMEPIIIMHHX XMapHUX CHMYILIIIH,
(dpeliMBopKkH, BimkpuTi 6i0mioTekn. HalOinmbm edexTus-
HUM METOJOM JUIA 3a0e3leYeHHs B3aeMOJIil € HamaHHS
THYYKHX CTaHAAPTIB UIA POOOTH y XMapHHX CEpBicax.

3ycwuis 31 CTaHAApTH3AMi{ MyTbTHXMAPHOTO JTOCTYILY
CTOCYIOTBCS 1HIIIaTHB TaXy3eBUX KOHCOPIIyMiB, OpraHi-
3amid 31 CTaHAapTH3alii Ta BIAKPUTHX CHOUTBHOT IS
CTBOpPEHHSI CIUILHOTO Habopy cneuudikamii i peKoMeH-
Jaii, sKi CHpPUSIIOTH CyMICHOCTI JOCTYNY 1O JaHUX Y
KIJIBKOX XMapax.

Jeski 3ycuiuis 31 cTaHAapTu3anii B MyJIbTHXMapHOMY
IIPOCTOP1 JJOCTYITY JIO NaHUX BKIIOYAIOTh!

— IaTepdeiic xepyBanas xmapaumu ganumu (CDMI)
[10], po3pobieHmii Acormiariero iHIYCTpii Mepex 30epi-
ranHsa ganux (SNIA), e cranmapTom, sikuii BU3Ha4dae Qy-
HKI[IOHAJIbHUN 1HTepQenc i IOCTyNmy Ta KepyBaHHS
JaHuMH, o 30epirarotecs B xMapi. CDMI no3Bomsie ko-
pHCcTyBayaM CTBOPIOBaTH, OTPUMYBAaTH, OHOBIIIOBATH Ta
BUJIAJISATH €JIEMEHTH JIaHUX 13 XMapH, a TaKoX BHSBJSITH
0a30By 1H(PACTPYKTYpy XMapHOTo 30epiraHHs i kepyBa-
TH HEIO.

[To3uTHBHNM CTOPOHOIO JaHOI TEXHOJIOTII MOXKHA Ha-
3BaTH BIJCYTHICTh NPUB’SI3KK JI0 OIHOTO XMapHOTO II0-
CTadallbHUKA, IO A€ MOJJIMBICTh IEPEMIIIyBaTH HaHi
MiX XMapaMH, TAaKOX SBISETHCS BIIKPUTUM CTAaHAAPTOM 1
HiATPUMYETHCS OaraTbMa NpoBaiIepamMH.

Pa3om 3 THM, cTaHIApT MOXKE HETaTUBHO BIUIMHYTH Ha
NPOAYKTUBHICTH B OKPEMHUX BHIIA[IKaxX, & TAKO)K BUMaraTtu
JONATKOBHX 3yCHJIb IHTErpalii 3 iCHYIOUMMH CHCTEMaMH
YIpaBJIiHHS TaHUMH.

— Bigkpuruii inTepdeiic xmapuux obuncienb (OCCI)
[11] — ue HaOip cienmdikanii, siki Bu3Ha4aoth API 3ara-
JIBHOTO TPHU3HAYEHHS U1 KEepyBaHHS PI3HOMaHITHUMH
pecypcaMu XMapHHUX OOYHCIICHb, BKIIIOYAIOUM CIYXOH
30epiranss, oOumcieHHS Ta MepexeBi ciayxom. OCCI
nparHe COpHUsTH B3a€MOJIl MK PI3HUMH XMapHUMH IIPO-
BaifilepaMu Ta CIIPUATH PO3POOLI MOPTATHBHUX XMapHUX
Iporpam.

Leit inTepdeiic crporye iHTErpamio Ta yrnpaBiIiHHS
XMapHUMH pecypcaMH, MOXeE aJalTyBaTHCS 10 Pi3HUX
NOTped KOPUCTYBadiB 1 TEXHOJIOTIH.

BonHouac, 3a paxyHOK MOJAYJIBHOI CTPYKTYpH MOXeE
NPU3BECTH A0 CKJIAJHOCTI y BHOOpi KoHpirypamil min
KOHKPETHI IIOTPEOH.

TakuM YMHOM, OIUCaHI CTAHIAPTH MAIOTh JIESKI CITLTb-
Hi IepeBary, Taxi sK CHPOILEHHs IHTerparii Ta yrnpasBiiHHs
XMapHUMH pecypcaMy, IO3BOJISIE BUKOPUCTOBYBATH Pi3Hi
XMapHi 1athopMu Oe3 MPUB’SI3KH 10 OJHOTO BEHAOpPA.
OCHOBHI HEIIOJIKHM BH3HAYAIOTHCS SIK MOTEHIHI Tpooie-
MH 3 IPOIYKTUBHICTIO 1 CKJIQJHICTh BIPOBA/KCHHSL.

Xoua CTaHZAPTH3AII0 YacTO BBAXKAIOTh HANHOUIBII
MEPCIIEKTUBHUM CHOCOOOM 3a0e3MedYeHHsT B3aEMOMIl 3
KiJJbKOMa XMapaMH, BIIPOBA/DKEHHS CTaHIapTiB BinOyBa-
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€TBCS MOBUIBHO, OCKUIBKM MOCTaYaJbHUKUA XMapHHUX I10-
CIIyT 3alliKaBJicHI B POCYyBaHHI cBOiX BiacHux API i Tex-
HOJIOTIH.

TakuM YMHOM, BiJCYTHICTh 3araJlbHOBU3HAHUX CTaH-
JIapTiB BHMarae AOCII/DKCHHS aJlbTEpPHAaTUBHHUX pIllICHb
o0 iHTeponepadbeabHOCTI [9].

Jns momampmioro AOCHiKEHHS OYIyTh PO3TIISAHYTI
HACTYIIHI MapajurMu MyJIbTUXMApHOTO JIOCTYIy JO Ja-
HHX:

— multi-cloud numo3u;

— 1aTOpPMH KepyBaHHS TaHUMHU;

— XMapHO-He3aIexHi 0i0ai0TeKn.

1. Multi-cloud nutio3u — 11e anapatHe abo mporpamHe
3a0e3reueHHs], SKe HaJae TUIABHUM JOCTYII 10 JaHHX, L0
30epiraloThcs B KiJIbKOX XMapHHUX IpoBaiiiepax, Ai04n
SK MOCEPEJHUK MK MPOrpaMamMH KOpPHCTyBada Ta CITykK-
6amu xmapHoro 36epiranns [12].

MynbTHXMapHi UTI03W CXOBHII IPAIOIOTh, TIEPETBO-
protoun API-iHTepdeiicn pisHUX XMapHUX IPOBaWIepiB B
enuauit API, moneruryroun nepeMileHHs JaHuX 1 yrpas-
JiHHS HUMH. BOHM JO3BOJSIOTH KOpHCTYBayaM OTPUMY-
BaTH JOCTYIH i KepyBaTH JaHHMH B Pi3HUX XMapHHUX HPO-
Balizepax 0e3 HeoOXiTHOCTI BIPOBAKECHHS Ta MIATPUMKHI
kizpkox iHTerpanidi API. Cnporiena apxitekTypa gocry-
My 710 JaHUX 4Yepe3 ILITI03 30epiranHs MpouTIOCTPOBaHA Ha
puc. 2.

KapcTyBaLleka nperpama
€ AP

Linios 3Gepiraria

o N T

Cnewadiusui APLATA XMAp  Creuydisnui AP s xmaps  Creuyadiduini AP 415 xmapm Crewadhickui AR na xuapi

NG 53 Azure Blob Storage Google Cloud Storage THWW i XapH A Npoealigep

Pucynoxk 1 — CrpoliieHa cxema I3y MyJIbTUXMAapHOIO
CXOBHIIA

Joctyn 1o XMapHOro CXOBHILA YEpe3 LUII03 3a3BUYail
Ma€ Taki IepeBaru:

— CrpolleHe KepyBaHHS JJaHUMH 3a JIONOMOTOI0 €U~
Horo yHidikoBanoro AP

— YHuKae OOKyBaHHS MOCTavyajbHUKA Ta 3abe3nedye
CTIMKICTh JAHWX IIJISIXOM PO3IMOJUTY JaHUX MIXK KUIbKOMa
XMapHHUMH IIPOBaWJEPAMH.

— IloreHuiiiHO MOKpaleHa MPOAYKTHBHICTH JOCTYITY
JI0 JTaHWX 3a JIOTIOMOTOI0 KEUTyBaHHS Ta METOZIB ONTHMI-
3aii.

[pu pOMyY 10 HEOJIKIB MOKHA BiTHECTH:

— JolaTKOBi BUTpPATH 32 KOPUCTYBAHHS LIITFO30M.

— 3HIDKEHHS IPOIYKTHBHOCTI a00 301TBIICHHS 3aTpH-
MKH 4epe3 T0JaTKOBHU piBeHb aOCTpaKIIii.

— 3aNexXHICTh BiJ MOCTa4aJbHUKA [IUTIO3Y MIOA0 OHOB-
JICHb, BUTPABJICHHS IIOMIUIOK 1 MiATPHMKH.

Po3pobkamu y wiii coepi e: Cloudian Hyper-Store,
Nasuni Cloud File Services, Panzura Freedom, Morro
Data CloudNAS, S3Proxy, siki ONTHMi3ylOTh BHKOpPHC-
TaHHS CXOBHWIA Ta IHiJBHIIYIOTh OE€3IMeKy, OIHOYACHO
3a0e3nevyroyd MyJIbTUXMapHUH TOCTYI O NaHHX.
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2. [lnardopmu kepyBaHHs JTaHUMH — 1I€ TPOTrpaMHi
pilleHHs, sKi, Ha BiAMIHY BIiX LUIIO3IB 30epiraHHs,
NpU3HAYCHI JUIS TIOJIETIICHHs HE JIMIIE KePYBaHHSM Ja-
HUMHM Ta JIOCTYIIy A0 HUX y MYJBTHXMapHHX CEpeIOBH-
max, aje ¥ wmirpamii, 3axucTy Ta KepyBaHHSIM JaHUMHU
MDK PI3HMMH IIOCTa4YaJIbHUKaMH XMapHHUX cxoBuml. Lli
mwiatrgopMu  abcTparyroTh 0a30Bi  CIyOM XMapHOTO
30epiraHHa Ta 3a0e3MeUyIOTh IEHTPATi30BaHy IDIONIHHY

"Aoaatok 3 iHTerp.yHisepc.xmapHo GiGnioTexon” "Whnro3 36epiranHa abo DMP"

YhithixosaHuid focTyn A0 faHWX

YIpaBIiHHS JaHUMH, LIO0 J03BOJISIE OpraHi3alisM 3aIpo-
BaJ/DKyBAaTH TOJIITUKH, aBTOMATH3YBaTH MPOIECH Ta OT-
pPUMYBAaTH aHaJIi3 CBOIX aHMX y KiJIbKOX XMapax [13].

ApxitekTypa Ta noTik noctyny DMP nyxe cxoxi Ha
nuTIo3u 30epirans (puc. 2). 3aMicTh IBOTO MPOIOHYETh-
Csl 30CEPEIUTHCS Ha KIIFOYOBHX BiIMIHHOCTSIX JUTS KiHIIC-
BOT0 KOPHCTYBaya.

Hiarpama mOCTITOBHOCTI Hilf TOKa3aHa Ha puc. 3.

"AWS 53" "Azure Blob Storage” "Google Cloude Storage”

YHidikoBaHWA AOCTYN 40 AAHWX

YHiikoBaHnA JOCTYN A0 gaHux

YHithikoBaHMA A0CTYN A0 AaHnx

“Aoaatox 3 iHTerp.yHisepc.xmapro BibnioTerow” "LWnio3 36epiranys abo DMP"

"AWS 53" "Azure Blob Storage "Google Cloude Storage”

Pucynok 3 — [liarpama nociiloBHOCTI J1iif 11010 iHTerpamnii XMapHO-He3aJIe)KHOT 610J1I0TeKH B KIHIIEBHH J10J1aTOK

[epeBaru miathopm ynpasiliHHS JaHUMU:

— OnTuMmi3yroTh KepyBaHHS JJaHUMH, 00poOKy Ta aHa-
JITHKY B 0araTboX XMapHHX IpoBaiiepax, MPOMOHYHOYH
OipII po3mupeHi GyHKIIIT, HiXK IUTI03H 30epiraHHs.

— [MoxpamyroTh yIpaBIiHHSA JAHAMH Ta BiIIOBiTHICTH
BHMOTaM, 3a0e3MedylodYr IEHTPaTi30BaHWN KOHTPOIb 1
BUIMMICTh JTAaHUX i3 PI3HUX [DKEpell, Y TOMY YHCI MyJIb-
TUXMapHUX CITyk0 30epiranus.

— IlinTpuMytoTh po3mMpeHy oOpoOKy JaHuX 1 MOXK-
JIMBOCTI aHAIITHKH, SIKI 3a3BHYail HEJOCTYIHI B MUIIO3aX
30epiraHHs.

Henomniku mnatgopM ynpasiiiHHS JaHUMU:

— MoxyTp OyTH CKJIaJHIIIMMH Yy BIPOB/DKECHHI Ta
00CIIyroBYBaHHI 3aBJISIKM JJOAATKOBUM (DYHKIISIM 1 QyHK-
isIM, SIKi Hajae TaTgopma.

— MOXyTb NPU3BECTH A0 MiABUILCHHS BAPTOCTi BUKO-
puctasHs mwiatdopmu.

— Jeski mrathopMu MOXYTh HE HiATPUMYBAaTH BCiX
XMapHHX [TOCTa4aIbHUKIB a00 TEBHI CITy:k0H 30epiraHus,
10 MOJKE MPHU3BECTH JI0 MOTEHIIHHUX MPoOsIeM i3 cymic-
HicTIO 200 OOMEXXEHb.

Cepen nomysapaux npukinaaize DMPs MoxHa Ha3BaTu
Talend Data Fabric, Informatica Intelligent Cloud
Services, Dell Boomi AtomSphere, SnapLogic Intelligent
Integration Platform, a Takox pilieHHS 3 BIIKPUTHM KO-
noM Apache Nifi.

3. YuiBepcanbHI XMapHi 0i0mioTekHn — me mporpamHi
IHCTpYMEHTH, sIKi 3a0e3MeuyroTh €IUHWNA YHi(iKOBaHHN
iHTEepdeiic ana B3aeMoIii 3 JeKiTbKOMa CiIyk0aMu XMap-
HOTO CXOBHINA Ha PiBHI MPOTpPaMyBaHHS IOJATKIB, yCy-
BalOYM HEOOXIAHICTH MPAILOBATH 3 KUTBKOMA CIEIiajb-
numu API nist cloud-cepenouina. 1li 6ibmioTekn yacto
PO3pOOJISIFOTECS Ta MIATPUMYIOTHCS CIIIBHOTOK yYaCHHU-
KiB, 110 pOOUTH iX iHINIATUBAMH 3 BiJKPUTHUM BUXIITHHUM
KOJIOM 1 J103BOJIsIE OyJb-SIKUM PO3POOHHMKaM J0/aBaTh
BiZICyTHI (YHKIII Ta HAJIAIITOBYBATH IHCTPYMEHT BifIO-
BiTHO 110 ToTpeO BIacHOI mporpamu. OIHAK, OCKITBKA i
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610mioTeKy MOTPiOHO BIPOBAPKYBATH B KIHLIEBY IpOrpa-
My Ha HabaraTto HWX4YOMY DPiBHi, BOHU MOXYTb HOTpeOy-
BaTH OiNbIIE 3yCHIIb Y po3po0Ili MOPIBHAHO 3 MTOTIEPEIHi-
MH JIBOMA PillICHHSMH.

[puknmagn yHIBepcalbHUX XMapHHX 0i0mioTex 1
¢peiimBopki BkirouaroTh Apache Libcloud i JClouds.
Bonn npomnonyoTs po3poOHUKAM MOMIIUBICTh B3a€EMOIL
3 IIMPOKMM KOJIOM IIOCTaYaIbHHKIB XMapHHX CXOBHII
yepe3 equnuii API. Xoya oOumBi 0i0IiOTeKH CXOXi 3a
CBOEIO 3/IaTHICTIO HaJaBaTH iHTepdelicy, 110 He 3aexarh
BiJl XMapH, BOHU BIAPI3HAIOTHCS MiIXOA0M JI0 IHTErparii
XMapHoro cxoBuia [ 14].

BukopucranHsi yHiBepcalbHHX XMapHHX 0i0JyioTeK
Jl0Jla€ 3HAYHMX 3YCHJIb JUIS peaizalii KiHIEeBOro JojaaT-
Ky. AGcTparyroun aeTaii TOCTyIy A0 JaHWX, CIennidHi
IUIsL XMapH, Lie BBOAUTH MOTpeOy B peanizalii BIaCHOTO
crnemiagbHoro API, sikuii 3a3Bu4aii OUIBII OOMEXEHMH 1
MEHIII JOKyMeHTOBaHHH, HiK APl xmapHuUX mpoBaiinepis.
[poinrocTpyemo mporiec iHTerpamii XMapHO-He3aleKHOT
0i0Ti0TEKH 3a TOTIOMOTrOXO jiarpam 3 i 4.

“[l08aTOK 3 iHTErp. yHiBEPC. X¥aDHDIO HiBniarexak” NS 53 “Azure Blob Sterage” “Goagle Cloude Storage’

YuitpikoBaMN 4OCTYN BE A2k
-

Ynidikosanili qocyn 40 gaki

Ve pikasaHi gocryn 2o Ak

“[lO5ATOK 3 iHTErp, yHiBEpE, XagHOIO GIENIOTExOI WS ST “hzure Blch Sterage” “Goagle Cloude Storage

Pucynok 4 — Jliarpama mociifoBHOCTI Jiif OO0 iHTErpamii
XMapHO-He3aJIeXKHOI 0i0II0TeKH B KiHLIEBHUI JOAATOK

[epeBaru yHiBepcalbHUX XMapHHX 0i0NIOTEK BKIIO-
YaloTh:

— PenrabesbHiCTh, OCKUIBKH OUIBINICTh PillieHb 3 Bij-
KPUTUM KOJIOM MO>KHa BUKOPHCTOBYBATH OE3KOIITOBHO.

— Po3BuHyTI 3aco0M HamamTyBaHHS, IO JO3BOJSIOTH
HEOOMEKEHY aJlanTailito ab0 po3IHUpPEHHS.
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— lIBuame BUNpaBiIeHHs] MOMIJIOK 3aBISIKH Po3po0ii,
KEpOoBaHill CHIBHOTOIO.

B stkocTi HEIOMIKIB MOYKHA BiJI3HAUNTH:

— 3a3Buuail BUMarae Oijbllle TEXHIYHMX 3HaHb i 3Y-
CHJIb JUISl BIIPOBADKEHHS Ta MATPUMKH.

— IlinTpyMKa Ta JOKyMEHTalis MOXYTb OyTH oOMe-
JKCHI, 3aJIE)KHO BiJl TMOMYJIIPHOCTI MPOEKTY Ta Y9AaCTi CITi-
JBHOTH.

— [MorenmiitHi MpobIeMu cyMicHOCTI a00 OOMEXEeHHS
MMEBHUX XMapHUX IOCTaYalIbHHUKIB a00 ciIyxk0 30epiraHas
[15].

Juia aHamizy KOKHOTO 3 ONMCAaHMX BHINE ITiIXOIB,
HEOOXI1THO MPOBECTH EKCIIEPUMEHTAIbHI JTIOCII/DKEHHS, Y
X0/ SIKUX Oy/ie OTPUMAaHO 3HAYCHHS MOKAa3HUKIB BAPTOCTI
1 IPOAYKTUBHOCTI ISl MOJANIBIIOI OIIIHKK ¢(heKTUBHOCTI
BITPOBA/PKEHHS 1 JOIIBHOCTI 3aCTOCYBAaHHS KOXHOTO 3i
CIOCO0IB B KOHKPETHUX YMOBaX.

Jnsi mpoBeNeHHS eKCIEePUMEHTY OOpaHO pillleHH:,
SKi € perpe3eHTaTHBHUMH ISl KOXKHOI mapamurmMu. Bu-
3HAYCHI TEXHOJIOTIi XapaKTepU3yIOThCA CBOEI NOCTYITHI-
CTIO, TOOTO MArOTh JIIEH3iI0 I HEKOMEpPUifHOTO BHUKO-
PHUCTaHHS, a TAKOX CTabiIbHY MiATPUMKY:

— S3Proxy [16] — penpe3eHTye MyIbTHXMAPHi IILTIO3H.
Ile cepBepHMI KOMIIOHEHT, SIKUH CIIy>KUTb SIK IIOCEpE-
HHMK MK J0/IaTKOM Ta 00’ €KTHUM CXOBHILIEM.

— Apache NiFi [17] — npencraBHuK matdhopM yrpas-
JHHS ~ JaHWMH, po3poOseHmit  Apache  Software
Foundation. Ile cucrema 1sst Bi3yaJIbHOTO ITpOTpamMyBaH-
HSl TIOTOKIB JJAHUX MDXK PI3HHUMH CHCTEMaMH, SKa JJ03BO-
JISI€ JIETKO HANAINTOBYBATH, KEPYBaTH Ta IPOBOIUTH MO-
HITOPUHT TOTOKIB JaHUX, BKIIIOYAIOYHU IHTETpaliiro 3 pis-
HUMH JDKEepeNIlaMu TaHUX, IX 00poOKy Ta mepenady B pi3Hi
cucTeMH 200 CXOBHIIA.

— Apache Libcloud [18] — npeacraBHuK XMapHUX 6i0-
JOTeK Ta iHImiaTHB 3 BigKpUTUM KomoM. Lle 6ibmioTexa
Python, sika npononye yHidikoBanuii APl mist B3aemonii
3 MIMPOKMM KOJIOM XMapHHX IMpOBaijepiB. 3abe3mnedye
BUCOKHI piBeHb aOCTpaKIlii, AKUH CHpoIye poOOTy 3 pi3-
HUMH CIIy>KOaMH XMapHOTO CXOBHIIA, 1[0 POOUTH HOTO
NIPUAATHAM Uil pO3pOOHMKIB, SKI BiAJAlOTh TepeBary
OIHIII MOBI MporpaMyBaHHS Ta MOTPEOYIOTH IIUPOKOTO
CIIEKTPY MiATPUMKH MMOCTAYaTbHHKIB.

3 MATEPIAJIU TA METOIU

VY excriepuMenTi Oyle BUKOHAHO ITOPiBHAHHS Iapame-
1piB BaptocTi C i mpoxykruBHOCTI P [19].

[TapameTp BapTOCTi B IaHOMY €KCHEPHUMEHTI CIIPSIMO-
BaHMH Ha OIHKY (DiHAHCOBUX HACNIJKIB, MOB’SI3aHUX 13
BIPOBA/DKEHHSM 1 EKCIUTYaTalll€l0 KOXXHOTO PillleHHS —
S3Proxy, Apache NiFi ta Apache Libcloud. Yci pospa-
XYHKH BapTOCTI B IIbOMY EKCIIEPUMEHTI 0a3yloThcs Ha
Mojensax niHoyrBopeHHst AWS S3 [20] cranom Ha 1 4ep-
BHs 2024 poky.

PosrnsHemMo mpsMi BUTpaTH, TTOB’sA3aHi 3 QYHKIIIOHY-
BaHHAM [WX pIIIEHb, JO3BOJSIIOYM KOPHCTyBadaM HpH-
“MaTH OOTPYHTOBAHE PIlICHHS 3 YpaxyBaHHIM IXHiX KOH-
KpeTHHX MOJeJie BHKOPHUCTaHHA Ta OIOKETHHUX OOMe-
KCHb.
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AHani3 MpojyKTHBHOCTI Ma€ Ha METi OIL[IHUTH MOX-
JIMBOCTI JIOCTYIY JI0 JaHUX, SIKi MPOMOHYE KOXKHE pillleH-
Hs, 1 30cepe/XKeHUI Ha BUMIPIOBaHHI 4acy YMTaHHS Ja-
HUX 1 3aTPUMKH.

Jlyst IpoBeeHHS LBOTO EKCIIEPUMEHTY 30CepeKye-
MOCH Ha TaKUX CKJIQJIOBUX BapTOCTi:

— Butpatn Ha 30epiranas. Po3paxoByIOThCS Ha OCHOBI
o0csary maHux, mo 30epiraroTbcs B Xxmapi. Mu posrisia-
emo pi3Hi 00csru manux (100 I'b, 1 Th i 10 TB).

— Butpatn Ha exzemmurap (BipTyampHa mammaa). Lli
BUTpPATH TOB’S3aHi i3 3aIlyCKOM EK3eMIUIIPIB BipTyaib-
HUX MAaIIiH Ha XMapHHX Iiatdopmax, 30kpema Ha AWS
EC2 nnst manoro ekcnepumMeHty. Po3risgaemo po3mipu
EK3EMILLIPIB BIPTYaJIbHUX MAllHH, SIKi MOXYTb 00po0JIs-
TH 00CSTH JIaHUX, 1110 BUKOPUCTOBYIOTHCS B TECTaX.

— Butparn na 3anmT. Taki BUTpaTu oniHoOTh (iHaH-
coswii BruuB Kimbkocti 3amutiB PUT, GET i LIST, 3po6-
JICHHX IIiJ Yac omepariii mocrymy mo manux. Lli BuTpatn
3a3BHYAll 3aJIeKaTh BiJl KUTBKOCTI 3alUTiB, 3pO0JICHUX Ha
MICSIIb.

VYci ckmagoBi BapToCTi OyiH B3sITi 3 OQiIliifHOTO CalfTy
mpoBaiinepa AWS [20].

TakuMm 4mMHOM, 3arajibHa BapTiCTh IS i-TO MIAXOIY
Oyne po3paxoBana 3a (3):

k
=20 €)

J=1

OCKUIBKY Bel PIlIEHHS, 3 SIKUMH ITPOBOJSATHCS €KCIIe-
PUMEHTH, € BIIKPUTHUMH, JIIEH3iiHI BUTpATH HE CTATY-
IOTBCHL.

{06 ouiHUTH NPOXYKTHBHICTE, (paliny pi3HUX PO3Mi-
piB BUKOPUCTAHO JUTA MEPEBIPKH Yacy JOCTYIY:

— 100 KBb;

—1MB;

— 10 MBb.

Kosxen ¢aiin orpumano 20 pa3iB A KOKHOTO CIieHa-
pito, 11100 OTpUMAaTH HANOLIBII JOCTOBIPHE CepellHE 3Ha-
4yeHHs. [ y3romKeHOCTI BUKOPUCTAHO CTabiibHe Kabe-
nbHE 3’eHaHHsA 31 mBHKicTIo 100 Mb6it/c.

Cepenniit yac moctyny ao Qaiiry Uit i-ro Miaxomy
Oyne po3paxoBaHo 3a (4):

o3

= [T

“

3
Il

HacTynHi KpOKH ONHCYIOTH MpOIIEC BHUMIipIOBaHHS
MPOJyKTUBHOCTI:

— IlpoBecTn TOPIBHAUIBHUN aHANI3 Uil KOXHOTO pi-
IICHHS, 1100 BHUMIPSTH Yac, HEOOXIAHMN I YHUTAHHS
JAHKUX B PI3HUX MTOCTAYAIFHUKIB XMAaPHUX CXOBHUIIL.

— OUiHUTH 3aTPUMKY JIJIsI KOKHOTO PINICHHS, BU3HA-
YHBIIHM YaC, BUTPAuYeHUH HA OOPOOKY Ta MOBEPHEHHS 3a-

IIHTIB.
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— IlpoaHnamnizyBaTi MNpOIYCKHY 3AaTHICTh KOXHOTO
pillICHHSI, BUMIpIOIOYM O0CAT JaHUX, OO SKHUX MOXKHA
OTpUMATH JIOCTYI 1 TIepeaTH X 3a OJJMHUILI0 Yacy.

[IpoxyKTUBHICTS y HAalIOMY BHUIAJIKy — LI HIBHIKICTh
00poOKHM MaHUX, TOOTO, YUM MEHILC 3HAUYEHHS CEPEAHBO-
'O Yacy JOCTyIy JIo (aiity, THM Kpalle.

TakuMm 4YMHOM, TiCIs NMPOBEACHHS BUMIPIOBaHb JUIS
KOXXHOTO MiAXoxy OyayTh BH3HAYCHI BapTICTh 1 IIBHI-
KICTh JOCTYIY 0 (paiimiB.

4 EKCIIEPUMEHTHU

Jus mpoBeneHHS EKCHepHUMEHTIB TporpaMu  Oyiio
BCTAHOBJICHO Y 130JIbOBaHI JJOKEP-KOHTEHHEPH 13 HACTYII-
HUM OOMEKCHHSAM PECYPCiB:

— 2 Virtual CPU;

-2 GB RAM;

—2 GB SWAP;

— 16 GB Virtual disk.

1. ExcnepumeHT S3Proxy

Jns mpoBeneHHs excriepuMenTy 3 S3 Proxy Oyno Bu-
kopuctano odimiinuit Docker-o6pa3z [21]. s Bumipro-
BaHHA IIPOJYKTUBHOCTI OyJIO HANMCAaHO HPHUKJIAAHY IMpPO-
rpamy Ha Python, noctymHy y BinkputomMy moctymi [22].

ExcriepuMeHT, nMpoBeeHHil 13 3aCTOCYBaHHSIM TEXHO-
sorii S3Proxy, mae ysBJIEHHS MPO HOrO MOXKIUBOCTI SIK
MYJIBTUXMapHOTO pillleHHs JUIsi JOCTYIy [0 JaHuX
(tabm. 1).

Tabmuus 1 — IBuakicts moctymny go daitnis S3Proxy

Po3swmip caiimy Cepenniii uac foctymy, ¢
100 Kb 0,0732
1 Mb 0,1055
10 Mb 0,3652

IponykruBHicTe S3Proxy omiHIOBamacs MUIIXOM BH-
MIpPIOBaHHS CEPEIHBOTO Yacy AOCTyIy 1o (ailniB pi3HOro
po3mipy. Ilpm crabinmpHOMY KabenpHOMY 3’€JHAHHI Ha
100 MOGit/c koxen ¢aitn Oyno 3aBanTaxkeHo 20 pasiB Ta
BU3HAUYECHO CEPEeIHE 3HAUCHHSI.

BusisieHo, o cepenHiil 4ac AOCTYIy A0 (aitay pos-
Mmipom 100 KB cranosuts 0,0732 cexynmu. Cepenniii yac
noctyny nemo 30utbmmBes 1o 0,1055 cexynam st daii-
ay po3mipom 1 MB i cyrreBo 36inpmmBes 1o 0,3652 ce-
KyH1H st aitry pozmipom 10 MB.

Y mamomy nocmimkeHHi pimeHHs S3Proxy dgaxrop
BapTOCTIi OIIIHIOBAaBCS Ha OCHOBI KOMIIOHEHTIB, TIOJaHUX
paHile: BUTpaTH Ha 30epiraHHs, BUTPATH HA CK3EMIULIPH
Ta BUTPATH Ha 3alUTH. Y TaOIHUIi 2 IOJAaHO JETalbHUHA
po3momin nux BUTpaT ans ganux posmipom 100 I'b, 1 Th
110 Thb.

Tabmuns 2 — Bapricte S3Proxy

06’em Baprticts 36epi- Butparu Ha Baprticts
JTAaHUX ranns, USD €K3eMIUTIp Bip- sanurty, USD
TyaJIbHOI MalIu-
uu, USD
100 I'b 2,45 72 7,27
1Tb 24,5 14,4 89,25
10 Tb 245 72 889,18
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2. Excriepument Apache NiFi

Jns nmanoro migxoay Bukopuctano Docker-o6pas
[23]. Kox mporpamu, sikuii peaitidye BUMIPIOBaHHS IpoO-
JYKTUBHOCTI, 3HaXOJIUTHCS Y BIIKpUTOMY JocTymi [24].

Pesyneratn TecryBaHHs Apache NiFi HaBeneno B
Tabammi 3.

Tabmuig 3 — Buakicts noctyny go daiinis Apache NiFi

Po3wmip ¢aitiry CepenHiii uac foctymy, ¢
100 Kb 7,2302
1 Mb 7,2502
10 Mb 7,2402

Pimennss Apache NiFi takox Oynmo mpoaHanizoBaHO
Ha OCHOBI CEepeIHBOr0 Yacy AOCTYIy IO (ailimiB pizHOTO
po3mipy. CepenHiii gac moctymy OyB 3HA4YHO TOBIIUM
nopiBHSHO 3 S3Proxy: ¢aitn posmipom 100 Kb 3aiimaB y
cepeqabpomy 7,2302 cexynmu. Yac moctymy i OiTbIINX
¢aiinis, 1 Mb i 10 Mb, OyB noni6num i cranoBus 7,2502
cekyHIH i 7,2402 cekyHau BIAMOBIIHO.

s pimennss Apache NiFi omiHka BapTocTi BinOyBa-
€TBCS 32 TIEIO JK CXEMOIo, 110 i aHami3 S3Proxy. Bapricts
peanizanii Apache NiFi npexncrasiena y tabnumi 4.

Tabmuus 4 — Bapricts Apache NiFi

06’eM Baprticts 36epi- Burpatu Ha | Bapricts 3amury,
JIaHUX rauns, USD EK3eMILIP, USD
USD
100T'B 2,45 12,6 7,28
1 Tb 24,5 25,2 89,27
10 Tb 245 126 867,88

3. Excnepument Apache Libcloud

Tak sk Apache Libcloud — 6i6mioreka, mo iHTErpy-
€TBCS TIPSMO Y KO KiHIIEBOTO 3aCTOCYHKY, JAHHUH IMiAXin
He moTpedye MPOMIKHOTO KPOKY 13 3aIlUTOM B OKpPEMHI
KoHTelHep. BiamosigHo, ko 0i0mioTekn Oyino B3ATO 3 ii
odimiitHoro pemosuTopiro [25] i iHTEerpoBaHO 3rigHO 3
HasBHUMH IHCTPYKLiAMH. Pe3ynpTyroumii koj excriepu-
MEHTY MO)KHA TIOOaYNTH 1O TIOCHIIAHHIO [26].

Excniepument i3 Apache Libcloud, 6i6mioTexoro
Python, cTBopeHor0 At B3aemozii 3 OaraTbMa HOMYJISIp-
HUMH MOCTa4YaJbHUKAMH XMapHUX MOCIYT 3a JIOIOMOTOI0
enuHoro API, moka3aB HacTyIHi pe3ysbTaty (Tadu. 5):

Tabmuus 5 — IIBuakicTs goctyny no ¢aitnis Apache Libcloud

Po3mip ¢aiiny CepeHiii yac gocryiy, ¢
100 Kb 0,0919
1 Mb 0,1059
10 MB 0,2927

VY Bumnanky pimenns Apache Libcloud cnoctepirano-
csl, 0 CepeHIN Jac MOCTyIry 10 (GailiIiB pi3HOTO po3Mipy
OyB Tpoxu moBmMM, HiX aist S3Proxy, ane 3HaAYHO KOpPO-
TimM, HOK 011 Apache NiFi. V tabmumi 6 HaBeneHo pos-
TOJTLT BUTpAT Ha BipoBamkeHHs Apache Libcloud.
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Tabmuns 6 — Bapticts Apache NiFi

06’em Bapricts 36epi- Burparu Ha ex3e- Bapricts
JaHuX rauus, USD mmsip, USD 3anuty, USD
100 I'b 2,45 0 9,06
1 Tb 24,5 0 92,84
10 Tb 245 928,48

Po3rnsHyBIIM KOXHE pIMICHHS OKPEMO, BaXKIIHBO
TIPOBECTH MOPIBHSUIBHUH aHANi3 MK TPhOMa ITiAXOJaMHU:
S3Proxy, Apache NiFi ta Apache Libcloud. Lleii mopis-
HSUTBHUHN OTJIA[ JO3BOJISE ORI IIOBHO 3pO3YMITH CHIIBHI
Ta crmabKi CTOPOHH KOXHOTO IiAXOXy MO BiJHOIICHHIO
OJIMH 10 OIHOTO. 3arajbHa BapTICTh MO0 KOXKHOMY ITiJIXO-
Jly TIpeJcTaBiIeHa y Tabnuuii 7.

Tabmuns 7 — 3aranbpHa BapTicTh

Hinxin 06’em 3arayipHa BapTiCTh,

USD

S3Proxy 100 I'b 16,92
1 Tb 128,15
10 Tb 1206,18

Apache NiFi 100 I'b 22,33
1 T 138,97
10 Tb 1238,88

Apache Libcloud 100 I'b 11,51
1Th 117,34
10 Tb 1173,48

3arajpHa IBUIKICTH JOCTYITY 110 (ailliB 10 KOXHOMY
MiIXOMy MPEICTaBIeHa y Tabmui 8.

Tabmuus 8 — IIBuakicTs gocTyny 10 daitnis

Tligxiz 06’em CepenHiii yac 10-

CTyIy, C

S3Proxy 100 Kb 0,0732
1 Mb 0,1055

10 Mb 0,3652

Apache NiFi 100 Kb 7,2302
1 Mb 7,2502

10 MB 7,2402

Apache Libcloud 100 Kb 0,0919
1 Mb 0,1059

10 MB 0,2927

5 PE3YJIBTATHU

B xozi excriepuMeHTy OyiM OTpUMaHi JiaHi 1o BapTo-
CTl 1 IIBUJKOCTI nepeaaBaHHs (ToOTo yac, 3a SIKUil nepe-
naethes (aityt IeBHOTO po3Mipy) JUTs KOKHOTO 3 MIIX0/iB
MYJIBTUXMapHOTO JOCTYILYy /10 JaHuX. Y BHUIAIKY KpHUTe-
pito MPOAYKTHBHOCTI, NlepeBary BapToO HaJaTH TOMY ITiJ-
X0y, SIKUM Mae HaWMCHIIWA CepeHid Yac JAOCTYIY, IUIs
BapTOCTiI — HAWHMKIY IiHY. AHANI3YIOUN TaOIUIi 3 Bif-
MOBIJHUMH JAaHUMH MOKHAa 3POOMTH BHCHOBOK, IO
Apache NiFi mMae HaiiBumy miHy i HalOIMBIIMN Yac HO-
CTyIly, a, 3HAYUTh, Cepeji OOpaHUX MiIXOJIB, Ma€ HalHH-
KYWH TPIOPUTET BHOOPY, SIKIIO MOBA e MPO BapTiCTh i
mBHAKoAir0. Haiikpanii )k pe3ynbTaTi moKa3ajlo BUKOPH-
cranns Apache Libcloud y BapricHomy nokazuuky. 1o
CTOCY€EThCS MPOAYKTHBHOCTI, To 1 Apache Libcloud, i
S3Proxy mokasanu JOCUTh OJU3bKI Pe3yIbTaTH, IPOTE Ha
po3Mipi ¢aiinis 1o 1 Mb Tpoxu Burpae S3Proxy.
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I'padixu 3aranbHOT BApTOCTI 1 IBUAKOCTI JOCTYILY A0
(haiiniB mokaszaHi BiINOBIAHO Ha puc. 5 1 6.

Tenep MOXXHA PO3TIISIHYTH IiIXOJH JJIsl ONITUMI3aLlii.

O0’eqHaHHS CHIIBHUAX CTOPIH:

— S3Proxy Mae HaWIIBHAMMKA TOCTYN 10 (aililiB po3-
Mipom o 1 Mb;

— Apache Libcloud moka3sye Haifkpallly BapTiCThb Ha
pi3HUX o0csTaX.

— Apache NiFi migxoauts 1j1s CieHapiiB, 1€ MIBUIKO-
Jlisl He € KPUTUYIHOIO, TPOTe HEOOXiAHA CKIagHa OPKeCT-
parist JaHuX.

BapTictb (USD)

10016 176 10TB

—G3Proxy = = Apache NiFi essese Apache Libcloud

Pucynok 5 — T'padik 3anexHocCTi BapTocTi Bix obcsry 30epi-
TaHHS

LLIBMAKiCTb 3aBaHTaMeHHA (C)

100 KB 1MB 10 MB

=——S3Proxy = = Apache NiFi «ssees Apache Libcloud
Pucynok 6 — I'padik 3amexxHOCTI yacy nepeaadi JaHuX Bif

po3Mipy daiiry

JluHamiuHe NepeMUKaHHs MK PIILICHHSIMH:

— S3Proxy s HeBenMKHX 1 cepeaHix daitnis (o 10
MB), ne BaxxJIMBa BUCOKA IIBHIKICTh IE€peaBaHHS;

— Apache Libcloud, xonm BaXJIMBUM € 3HMXKCHHS
BapTOCTI;

— Apache NiFi, skmo HeoOXigHa OLTBIN CKIIaJHA JI0-
rika mepeaadi.

Jnst onTmMi3anii BUKOPUCTaHHS MYJIBTUXMapHUX
MiAXO/IiB IIPHU HASBHOCTI MapaMeTpiB MIBUIKOII i BapTOC-
Ti IPOMOHYETHCSA HACTYITHHI alNrOpUTM:

1. Bu3HaueHHS BXiTHUX MapaMeTpiB. Y HaIIOMY BH-
naaky 1e: posmip (aiiry, 00’eM 30epiraHHs, KpUTEpii
BapTOCTI, KpUTEPiit yacy pocrymy 1o daitny.
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Hns CC i CT, sixuii napamerp € OUIbII BaXKJIUBUM,
npusHayvaemo 1, inakure — 0.

2. INopiBuioemo CC'i CT.

3. Obupaemo ontumaneHui miaxig npu CT=1, Bu-
KOPUCTOBYIOUM (YHKIIiIO, [0 BU3HAYAE CEpeAHId wyac
JOCTYIy JUIs axony A i 3amaHoro po3mipy gaiiiny FS:

A, . =argminT (A4, FS).
opt g y ( ) &)

4. Obupaemo ontumanbuuil minxig npu CC=1, Bu-
KOPUCTOBYIOUM (YHKII}O, II0 BHM3HAYa€ BapTICTh JUIS
niaxoxny A i1 3aganoro 06’eMy 30epiranss V:

A, =argminC(A4,V).
opt g y ( ) (6)

Jns minxonis Apache Libcloud i S3Proxy mpaBuiio
MPUAHATTSI PillieHb Oy/Ie MAaTH HACTYIIHUI BUTIIS;

SKIIO FS<=1MbB TA CT=1,

TO obupaemo S3Proxy,

IHAKIIE o6upaemo Apache Libcloud.

Jns ompamroBaHHS OUTBII CKIaTHUX CLEHApiiB MO-
Ha ooparu Apache NiFi.

ANTOpUTM B 3arajlbHOMY BUTJISIJII TIPEJCTABICHO Ha

puc. 7.
MNovarox
BBEAEHIH MARAMETRID
(23
v
cc
MopiBHAHHA Y MopigHAHHA

BapToCTi
nigxoqis 3
ypaxysaHHam V,

Yacy AocTyny
nigxogie 3
YPAXYBAHHAM

BuGip 3 F5, Bubip 3
HaiMeEHLWMM HaiiMeHLWUM

L ]

—Hi Tk

OTPUMEHWI Nigxin

¥

PucyHnok 7 — 3aranbHuii anroput™ BUOOpy
MYJIBTHXMApHOTO IiIXOIy

6 OBI'OBOPEHHSA

[TpoBeneHi nociiPKEHHST IOKA3aJd, IO MiAXiJ XMap-
HUX yHiBepcanbHuX 0i0mioTek (Apache Libcloud) i myib-
TUXMapHHUX 0UT03iB (S3Proxy), Maioun He3HauyHWH pPO3-
PUB Y €KCIEpHUMEHTAIbHUX JaHUX, MOXYTb OyTH pEKo-
MEH/IOBaHi 10 BIpoBakeHHA. [ BuOopy mimxomy mifg
KOHKPETHY 3aJa4y BapTO 3BEPHYTH Ha OCOOIMBOCTI KOXK-
HOTO 3 HHX.

XMapHi yHiBepcabHi 0i0mioTeKu:

— J103BOJISIFOTE pO3pOOHUKAM MUCATH KO, SIKUH MOXe
B33aEMOJIISITH 3 PI3HUMH XMapHUMH CepBicamu 0e3 3aex-
HOCTI BiJI KOHKPETHOTO TpOBakepa.
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— CrpourytoTh npolec inTerpauii i poooTH 3 XMapHH-
MU cepBicaMu.

— MoxyTh HE MiATPUMYBATH Bl GYHKIIT, SIKi JOCTYII-
Hi Yy KOHKpPETHUX XMapHHX cepBicax.

MynbTHXMapHi HITIO3H:

— Jl03BOJISIIOTH IHTETpYBaTH pi3HI XMapHi cepBicH B
€IHE CXOBHILE, IO IOJIETIIYE YIPABIiHHA JaHUMH B
PI3HUX CepeloBHUIIAX.

— BUKOPUCTOBYIOTBCS JUIS 3HMKSHHSI CKIIAIHOLIIB Mi-
rparii JaHuX MK Pi3SHIMU XMapHAMH IIaT(GopMami.

— JonarkoBi mapu abcTpakxiiii, SKi BBOAWUTH ILIIO3,
MOXXYTb IIPU3BECTH JI0 3HWKEHHS MPOLYKTHBHOCTI.

— MoXyTh BUMaraTu JOAaTKOBUX BUTpAT Ha 00CIyro-
BYBaHHSI Ta MIATPUMKY.

Ane nmns BceOIYHOTO aHaNi3y O3HAYEHUX ITIXOJIB
MoXe OyTH HEeJOCTAaTHIM BHKOPUCTAHHS JIMIIE WX KpH-
TepiiB U1l OUIHKH e(eKTHBHOCTI BIPOBA/KEHHS. Tomy
NoJajblle JOCHI/DKEHHS INPOIOHYETHCS BHUKOHYBATH Y
HAaIPsMKY OLIHKH CKIIaJHOCTI BIPOBAJDKEHHS KOXKHOTO 3
pimreHs i moOynoBH OaraTOKpHUTEpiabHOI MOJIENI BH3HA-
YeHHs e(DEKTUBHOCTI.

BUCHOBKH

B xopi poGotu OyJio 10CHiKEHO Taki MiIXOAN MYJIb-
TUXMapHOTO JIOCTYITy 10 TAHUX:

— multi-cloud uutro3wu;

— matopMHu KepyBaHHS JaHUMU;

— yHiBepcaJbHi XMapHi 010mioTeku.

JIis KO>)KHOTO 3 MiAXOJiB OYyJIO 00paHO TEXHOJOTIH,
Ha OCHOBI SIKO{ 1 POBOJMBCS €KCIIEPUMEHT.

HayxoBa HOBU3Ha. BcTaHOBIIEHO, IO YHiIBepcalbHI
xMapHi 6ibmiorexu, mpencrasieni Apache Libeloud, me-
MOHCTPYIOTh HalKpallli TOKA3HUKH 3 TOYKH 30pY BapToC-
Ti Ta MPOAYKTUBHOCTI. TPOXH MOCTYIA€ETHCS EKCIIEPHMe-
HTaTPHUMH AaHuMH S3Proxy, SKMi € NpeIcTaBHUKOM
MYJbTUXMApHUX [UI03iB. HaWripui moka3sHUKH Mae
Apache NiFi (rutatopmu kepyBaHHS TaHHMH).

[MpakTiuHa 3HAYMMICTH JOCHIIKeHHs. Pe3ynbratu
JIOCII/PKEHHSI MOXKYTh OYTH BHKOPHCTaHI OpraHizalisiMu
JUTsE BUOOPY HAWOINBIN BiMOBITHOTO MIiIXOAY JO MYJIb-
THUXMapHOTO JOCTYITy J0 JAHUX BiANOBIXHO JO 1X KOHK-
peTHHX moTped i yMOB.

[Momayeini DOCTIKEHHS. TPONOHYEThCS CHPSMYBaTH
Ha BU3HAUEHHS KPUTEPII0 CKIAJHOCTI BIPOBAIKCHHS
KOXKHOTO 3 MiAXOofiB. I mami, Ha OCHOBI ycCiX 3a3HAYEHUX
KpPUTEPiiB, MPONOHYETHCSI CTBOPUTH MOJIEIB, sIKa O 3MOT-
Jla OKPECIUTH METOAOJIOTII0 BUOOPY HAMOLIbII eeKTUB-
HUX IHCTPYMEHTIB.
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ABSTRACT

Context. A multi-cloud system is characterized by the sequential or simultaneous use of services from different cloud
providers to run applications. Such a system is a preferred infrastructure for the vast majority of IT businesses today. Cur-
rently, there are various approaches to combining cloud platforms from multiple vendors. This article explores practical ap-
proaches to achieve multi-cloud interoperability, focusing on abstract data access between different cloud storage providers
and multi-cloud computing resource allocation. Key technologies and methodologies for uninterrupted data management are
presented, such as the use of multi-cloud storage gateways (using S3Proxy as an example), the implementation of data man-
agement platforms (Apache NiFi), and the use of cloud-agnostic libraries (Apache Libcloud). The paper highlights the advan-
tages and disadvantages of the selected approaches and conducts experiments to determine the cost and performance of these
strategies. The result of the research is to determine the cost and performance of different approaches to data access in multi-
cloud environments.

Objective. To investigate different approaches to multi-cloud data access and determine the most optimal in terms of cost
and performance.

Method. We propose the optimization of multi-cloud infrastructures based on experimental data. Experimental modeling
includes empirical measurements of performance and comparison of storage costs. The determination of performance is based
on the measurement of data reading time and latency. The AWS S3 pricing model is used to estimate the cost. Optimization
approaches are described, considering file sizes and data storage, combining the strengths of different multi-cloud approaches
and dynamic switching between solutions. An algorithm for selecting multi-cloud approaches is proposed, which takes into
account the criteria of cost and performance, as well as their priority.

Results. The experiment yielded values for the cost of storing and downloading data of different sizes (100 GB, 1 TB, 10
TB), and the performance of transferring files of different sizes (100 KB, 1 MB, 10 MB) for multi-cloud gateway technolo-
gies, data management platforms, and cloud-agnostic libraries. S3Proxy was found to have the fastest file access for large data
volumes, while Apache Libcloud showed better value for smaller volumes. Both approaches significantly outperformed
Apache NiFi. This study can contribute to the development of methods for efficient resource management in multi-cloud envi-
ronments.

Conclusions. The obtained results can assist in prioritizing the selection of these paradigms, aiding organizations in de-
veloping and deploying effective multi-cloud strategies. This approach enables them to leverage the distinctive features of
each cloud provider while maintaining a unified, flexible, and efficient storage and computing environment.

KEYWORDS: cloud computing, multi-cloud access, cloud-agnostic libraries.
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VIK 004.9

METO/ USE CASE B YHHPABJIIHHI IT-TIPOEKTOM
HA OCHOBI METOJOJIOI'TI AGILE
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yHiBepcuteT JKuToMupchKa nmojiTexHika, M. JKutomup, YkpaiHa.

IMyaexo 1. B. — kaH/. TeXH. HAyK, JOIEHT, JOICHT KadeapH KOMII' FOTEPHOT iHXKeHepil Ta KibepOe3neku, Jlep:xaBHuit
yHiBepcuteT JKuromupcebka nojitexHika, M. JKuromup, Ykpaina.

I'pap M. C. — noxrop ¢inocodii, 3aBimyBauka kKadeapu KOMITIOTEPHUX HayK, JlepikaBHMH yHIBEpPCHUTET
JKuromupcrka mositexHika, M. XKuromup, Ykpaina.

Herpocsin P. B. — crapmmii Bukiagay kadeapn KoM 'roTepHUX Hayk, JlepxaBHuil yHiBepcuteT JKurommpcbka
moriTexHika, M. JKuromup, YkpaiHa.

AHOTANIA

AKTyanbHicTh. Po3risHyTo ponbp Ta mpouec (opMmyBaHHS BUMOI KOpuCTyBaua Ha ocHOBI Mertony Use Case B owmiHIi
TpynomictkocTi Agile mpoekTy Ha eTarmi monepeaHbol OLiHKK MEHEIKMEHTOM kommaHii. Bixke 3 cepeantn 70-X pokiB Bimomo, 110
MOMWJIKH Y BUMOTaX € HaW4MCJICHHILIMMHM, HAHJOPOXKYUMHU Ta TPYIJOMICTKHMH JUIS BHUIIPABICHHS B NPOEKTaX. Y 3B’A3KYy 3 LIMM,
TTIBUIILYETHCS CTYMIHD BKJIMBOCTI YIIPaBIiHHSA BHMOramH B IT-mpoekTax 3 BUKOPHCTaHHSAM CYYaCHHX TEXHOJIOTIi Ta METOHIB iX
(hopMyBaHHS Ta OIIHKH.

Meta. ®opmyBaHHs Ta OL[iHKa BUMOT KOpUCTyBa4a B ympapiiHHi [T-ipoektamu Ha ocHOBI Metoay Use Case Ta X BIUIMB Ha
OJIVH 3 NTOKa3HUKIB e)eKTHBHOCTI MIPOEKTY HA €Talli IUIAHyBaHHS, 30KpeMa TPYIOMICTKICTb.

Mertopn. B crarTi 3anponoHoBaHO HOBHH aBTOPCHKHH MiJXix 10 (JOpMyBaHHS Ta OLIIHKM BUMOT KOpPHCTyBa4a B Agile-mpoekTax 3
ypaxyBaHHSIM BIUTUBY PH3HKIB Ta OIIIHKH CKJIAQJHOCTI cucTemMu Ha ocHOBI Meromy Use Case, i sIK pe3ysibTaT JOCHTIDKCHHS Ta
MPOIO3HUIi IO JOCATHEHHIO IIOCTAaBJICHOI METH, 3alpOIIOHOBAHO MAaTEMAaTHYHYy MOJEIb OLIHKH TPYJOMICTKOCTI HPOEKTY.
MartemaTnuHuii 11a0J0H MOJEII 03BOJISIE BPAaXOBYBaTH JOJATKOBI 3MiHHI, SIKi MOXYTh BIUIMBATH Ha IMPOEKT, 30KpeMa KiIbKICTh
PiBHIB KOpHCTYBayiB, HAABHUI (PyHKIIOHAT Ta pU3UKH TEXHIYHOTO Ta OPTaHi3aIiifHOTO XapaKTepy, € THYYKOIO 1 MOXKE alalTyBaTUCS
0 pi3HUX MOTpPe0 KOHKPETHOTO TMPOEKTY, IIO BiAMOBinae mpuHOUIAaM MeTomoinorii Agile. KigpKicTh KOMIIOHEHTIB y (opmyii
MOXYTb OyTH 3MiHEHi, m00 BpaxyBaTH BaKIMBICTh PI3HMX 3MIHHHX, a00 pO3IMIMpeHa, 00 BPaXxOBYBATH JOJATKOBI 3MiHHI, SIKi
MOXYTb BIUIUBATH Ha HPOEKT.

Pe3yabTaTn. Po3pobieHa Ta anmpoOoBaHa Ha MPHKIAAi MOOUILHOTO JOJATKYy MaTeMaTHYHA MOJCIb OIIHKH TPYAOMICTKOCTI
IIPOEKTY HAa OCHOBI METOMY USE case, [0 MIiCTHTh Halip BUXIAHUX JAHUX ISl PO3POOKU IPOAYKTY Ta OOMEKEHB IOJ0 3MIHU BUMOT
KOPHCTYBauiB Ta OpraHizauiifHO-TeXHIYHUX PU3MKIB. 3aNPONOHOBAHA MAaTEMAaTH4HA MOJEIIb JO3BOJISIE MIBUKO, TOYHO Ta €hEKTUBHO
BU3HAYaTH CIEHApil TPYAOMICTKOCTI BHTpAT IMPOEKTY PI3HOTO THIY Ta PIiBHS CKJIATHOCTI Ta MOXE CIyryBaTH e(EeKTUBHUM
IHCTPYMEHTOM IPHHHATTA YIPAaBIIHCHKUX PillICHb.

BucHoBkH. 3aranbHi BUCHOBKH, OTPHMaHIi Micis aHAIi3y METOIIB (OPMyBaHHS Ta OLIHKM BUMOT KOPUCTyBada B MpakTuili Agile
yIpaBiiHHA, HacTynHi. Ha erami miaHyBaHHS poOiT 6a30BY MOJEINb OIIHKH NPOEKTY, sIka 0a3yeThesl Ha eKCISPTHIH OIHIN KOXKHOT
(yHKIIOHAIFHOT BUMOTH, 3aMIHEHO Ha OUTBII CydacHy Ta CKIAJHY, sIka 0a3yeThCsl HA METOJI USe Case Ta BPAaXOBY€ 3MIHH BHMOT
KOPHCTYBAUiB Ta IHINI PU3UKU PO3POOKH MpoaykTy. [y CKilafaHHsS HOBOI MOJENI BUKOPHCTOBYIOTHCS rpadidyHi, aHANITHYHI Ta
MaTeMaTH4HI IHCTPYMEHTH, 30KpeMa, Jiarpama use case, KOpUrytodi KoedillieHTH, 110 BPaxOBYIOTb CKJIaJHICTh aKTOpa Ta use case,
Koe(illieHTH, 1[0 BPAaxOBYIOTh OpraHi3aliifHUil Ta TEXHIYHWI PU3UKH, 1 SK pe3yiabTaT, OTPUMYEMO MareMaTnuHuil (opmar
PO3paxyHKy TPYAOMICTKOCTI MpoekTy. Takuil MiAXix J03BOJSIE MIBUIKO AJANTYBATUCS 10 PI3HUX THIIB MPOCKTIB, a 32 YMOBH
NPaBUIILHOTO BM3HAYEHHS BHUXIIHHX JAHUX, MOJENb J03BOJISIE OTPUMATH JOCHTb TOYHI OLIHKM Ha PaHHBOMY €Talli IUIaHyBaHHS
npoekTy. IIpakTHYHO OTpUMaHi Pe3yJIbTATH JOCIIPKEHHS AEMOHCTPYIOTH IOTEHIia)l 3alpOIIOHOBAHOI MaTeMaTHYHOI MOJEINI, sKa
MOJKE MaTH JIOTi4HE TIPOJOBXKCHHS depe3 BepHdikamito Moaesi Ha OLnpIii BUOipii Ta OMiHKY i1 CTIMKOCTI IO pi3HUX THITIB IPOEKTIiB
1 pH3HKIB.

KJIIOYOBI CJIOBA: Bumorn kopuctyBadis, IT-poxyxr, Agile-npoexr, User Story, Use Case, MOOIIBHHI 10JaTOK.

ABPEBIATYPH TCF — Technical Complexity Factor;
API — Application Programming Interface; QA — Quality Assurance;
ACF — Actor Complexity Factor; UI — User Interface;
BA — Business analysis; UML — Unified Modeling Language;
CR — Communication and Risk; UCCEF — Use Case Complexity Factor.
Dev — Development;
GUI — Graphical User Interface; HOMEHKJIATYPA
IT — incopmartiitHi TEXHONOTIT; E — MHOXWHa BCIX eTariB MPOEKTY;
MVP — minimum viable product; F — MuOXMHA biy;
OF - Organizational Factor; G — TIOKa3HUK PU3UKY;
OCF - Organizational Complexity Factor; i — eTarmu poOOTH HAZl TIPOEKTOM;
PM — Project management; J — MHOKUHa use case;
TF — Technical Factor; Ki — xoedillieHT CKIaIHOCTI eTary;
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Kcr — cepeqHs CKIIaIHICTh aKTOopa;

Kyccrp— cepemss CKIIIHICTh USe case;

K7cp — TOKa3HUK TEXHIYHOI CKIIaTHOCTI IPOEKTY;

Kocr— NOKa3HUK OpraHi3aliiHOl CKJIaTHOCTI MPOEKTY;

PF — 1pomyKTUBHICTE pPO3pPOOKHM MPOrpaMHOTO
3a0e3MeueHHs Ha j-My use case;

¢;— KUIBKICTh aKTOPIB JJIA [-TO USe case;

¢; — KUIBKICTh use case JJIs j-T'0 aKTopa;

T — 3arajibHa TPYIOMICTKICTh ITPOEKTY;

Ti(f) — gac, HeoOXimHUH Ay po3poOKku (ivi f Ha eTarti
i poOOTH HaIl IPOEKTOM;

X — MHOXXHWHa aKTOpiB.

BCTYII

[TpoexTH TpoOrpamMHOro 3a0e3NeuyeHHs MaloTh IyKe
BUCOKY HMOBIPHICTh MpOBajly, i OCHOBHOI IPUYHUHOIO
I[LOTO € TIOraHUH MPOIEC PO3POOKH Ta OLIHKA BUMOT Ha
erani 1uanyBaHHs. B Agile merononorii ¢opmyBaHHS
BHUMOT € OCHOBHUM 1 HAiBOXJTUBIIIMM €TarioM XUTTEBOTO
LUKy po3poOKku mporpaMHoro 3abesmedeHHs [3]. A
MTOMHJIKA B OI[IHIII BEMOT MOJKE 30UTBIIATH BHUTPATH Ta
Yac BHKOHAHHS Ta TIPU3BECTH JO 30010 IIPOEKTY
nporpamMHoro 3abesnedeHHs. [lomomaHHS DX HENOIIKIB
motpeOye 3acTOCYBaHHS HOBOTO TIIXOAYy A0 BHOOpY
MeToMiB  300py, (QoOpMyBaHHS Ta OI[HKH BHMOT
KopucTtyBaua. He3Bakaioum Ha IIUPOKUHA  CIEKTP
ICHYIOUMX METOJIB, TaKUX SIK IHTCPB’I0, AHKCTYBaHHS,
NPOTOTHUITYBAaHHS, BHUKOPHCTaHHS IIPELEACHTIB Ta iH.,
cydacHi IT-mpoekTH BHMAararoTh OUIBII THYYKHX Ta
edexTHBHEX Miaxo/iB. Came ToMy HaOyIU MOIMYIAPHOCTI
Taki METOJHW, SK CICHapil KOpHCTyBaHHS (use case) Ta
icTopii KopucTyBadiB (user story), siKi T03BOJISIOTH OLIBIIT
THYYKO OIHMCYBaTH (YHKI[IOHAJBHICTH CUCTEMH Ta JIETKO
amanTyBatd 11 @O0 3MIHHMX BUMOr. B crarTi
MPOaHai30BaHO iX IepeBard HE HEIOJIKH, 3IiHCHEHO
BHOIp MeTomy use case A MOOyJOBH MaTeMaTUYHOI
MOJIeNi TTPOTHO3YBAHHS OIIHKH TPYAOMICTKOCTI TPOEKTY
Ha OCHOBI BHUMOI KOpPHUCTyBa4a, SIKy IPaKTH4HO
anpoOOBaHO Ha MPOEKTI MOOLILHOTO J0AATKY.

Meta nocaimkennsi. MozenoBaHHst TPYJOMICTKOCTI
IT-npoexTy Ha ocHOBI mpouecy (GopMyBaHHS Ta OLHKH
BUMOT KopHucTyBaua metooM Use Case.

O0’ekT  mocaimkeHHss €  Tpolec  1MOOYIOBH
MaTeMaTUYHOI MOJENi OIIHKH TpyAOMicTKocTi Agile
NPOEKTY, IO BPaxOBye BHMOIM KopucTyBaya IT-
NPOJYKTY, PU3HK PO3poOKH Ta iHCTpyMeHTH MeTony Use
Case.

Ipeamer pociaigxenHs. IloemHanHs TpagumiHHAX
MeTOZiB (DOpMYyBaHHS Ta OLIHKH BHUMOI KOPHCTyBaua 3
IHHOBALIITHUMU, K1 o0y 1oBaHi Ha OCHOBI
BUKOPUCTaHHA IIPUPOAHOI MOBH, KOHILENTYyaJIbHUX
MoJIeNield, SKi JO0MOMararoTh OIMCATH MaTeMaTHYHO Ta
BisyanizyBatu mnpouecu B Agile-npoekTax, a TaKoX
3HAaXOIITh  CBOE  BiJOOpaKeHHS B  IIOKAa3HUKax
TPYIOMICTKOCTI.

1 IOCTAHOBKA INPOBJIEMH
Po3pobka Ta oOImiHKa BHMOT € KIIOYOBOIO Ta
LEHTPAIBHOIO JJIi KOXHOTO VCIIIIHOTO IPOEKTYy. €
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KiJIbka Mpu4nH, 9oMy [T-TIpOEKTH 3a3HAIOTHCS HEBIAY,
cepel HUX € TPUYUHM, SKi TOB’S3aHI 3 BHUMOTAMH,
30KpeMa,  MeTojamMu  iX  300py,  OIIIHKH  Ta
JIOKYMEHTYBaHHs. I[CHYIOYl METOIM 4YacTO MAlOTh PsiJ
O0OMEXEHb, TaKUX SK CY0 €KTHBHICTH, 3aJIC)KHICTh Bij
SKCIICPTHUX OIIHOK Ta HEJOCTaTHS THYYKICTh JUIS
aganTamii A0 3MIHHUX BHMOTI KOpHUCTyBada. Tomy
BHUHUKAE moTpeda y po3poOIili HOBUX MiAXOJIB 10 OIIHKH
NIPOEKTIB, AKi O J03BONMIM 3a0€3NeUnTH OLIbII TOYHE
BHU3HAYCHHS TPYAOMICTKOCTI MPOEKTY Ha paHHIX eTarax,
Ipu IHOMY BpPaxoOBYBalM (PaKTOpW pPHU3UKY Ta 3MiHY
BUMOT KOpHCTyBada. PimeHHs maHoi mpoOiemMu Moxe
MONSATaTH y CTBOPEHHI MoOjedi, fka O J03BoiMiIa
a/lanTyBaTH JI0 TAKMX YMOB PaHHIO OIIIHKY TPUBAJIOCTI Ta
BapTOCTI TPOEKTY, a TaKOX  MIHIMI3yBaTu BIUIUB
JIFOZICBKOTO (hakropy Ha TOYHICTb OIIIHKH,
BUKOPHUCTOBYIOYHU OLIBII 00’ €KTUBHI METOJIU PO3PAXYHKY.

OmHMM 13 TEPCHEKTHBHUX IIXOMIB JIO BUPINICHHS
miei mpoOJeMH € 3acTOCYBaHHS METOJy USe case SK
OCHOBHU Il TOOYJOBH MAaTEMAaTHYHOI MOJEINi OIIHKH
TPYAOMICTKOCTI TpoekTy. Lle 103BONMTH BpaxyBaTh
CKJIAJIHICTh KOXXHOTO USE case, HOro B3a€MO3B’SI3KH 3
aKTopaMH, a TaKOoXX BpaxyBaTH BIAIMOBIMHI PH3HKH,
OB ’s13aHi 31 3MIHOI0O BUMOT KOpHCTyBada. Taka MOJENb
O3BOJIUTH ~ CTBOPHUTH OUTBII  TOYHY, THYYKYy Ta
00’€KTHBHY CHCTEMY OLIHKH IPOEKTIB HAa pPaHHBOMY
eTari peajisarii.

JIist IpUIHHATTS PILIEHHsI [P0 3aCTOCYBaHHS J@HOTO
MiIXOAY MOIIBHO MPOBECTH IOCIIIKEHHS Ha OCHOBI
MOPIBHSHHS JIBOX BapiaHTIB OLIHKH MPOeKTy. [leprmii —
TPAmUI[HAN, [UIIXOM TIPSAMOTO MiAPAaXyHKY BHUTpAT
TOJMH Ha PO3POOKY MPOEKTY Ta 3aCTOCYBAHHS 1O HHUX
KOPHUTYIOUMX KOe(iIi€HTIB, 0 CPOPMOBaHI €KCIIEPTHUM
NUISXOM Ha OCHOBI IMOTEPEIHBOrO JIOCBiAY. 3amada TyT
MOJISATae y PO3paxyHKy 3arajibHOI TPUBAJIOCTI MPOEKTY Ha
OCHOBI MMOKa3HHUKA TPYIOMICTKOCTI 7, BpaxoByrOUn Habip
diu F Ta ixHI XapaKTepUCTHKH, 10 cHOpMOBaHI Ha
OCHOBI BHMMOT KOpPHCTyBaya, $IKi BpaxoBYIOTb €Talu
po3pobku mpoexty, i (Ul, Dev, QA, PM, BA, CR) Tta
BIAMOBIAHMIE KoediieHT 1X ckmamHocti, Ki. Jlms mporo
NPOTIOHY€ThCs (popMatizyBaTH Lieil BapiaHT OLIHKH Yepe3
mabnon MarematuyHoi wmoxeni. Tomi, MaTeMaThyHa
MOJIC)Ib BH3HAYCHHS 3aralibHOi TPUBAJOCTI Mpoekty 7,
MaTuMe Takui BUrisig (popmyna (1)):

T=Y(feF)).(icE)Ti(f)-Ki, (1)

ne F = A{f1, /2 coo fu}-

[Mopsin umm, Takuii popMaT po3paxyHKy € JOCTATHbO
COpOINEHNM, Ma€ ps  OOMEXKEHb, TaKuX  SIK:
Cy0’€KTHBHICTh Ta 3aJIC)KHICTh BiJl CKCIIEPTHUX OILIIHOK,
BHCOKAa TPYIOMICTKICTh CaMHX OI[IHOYHUX poOOIT,
BiJICYTHICTh THYYKOCTI B 3aJI)KHOCTi BiJ{ 3MiH BIUTUBY
30BHIIIHFOTO KOHTEKCTY. 3aCTOCYBaHHS METOMAY USE case
JTO3BOJINTH CTBOPUTH HOBY MAaTEMATHYHYy MOJENb, SKa
BpaxoByBaTUME Taki (pakTopH, SK: CKJIAJIHICTh USE case,
PU3UKHU MIPOEKTY Ta MPOAYKTUBHICTH PO3POOKH.
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OTmxe, TOCTAaHOBKA 3aJadi TIOJSATa€ y CTBOPEHHI
MaTeMaTUYHOi MOJAENi JUIsi TIPOTHO3YBaHHS OI[IHKH
TPUBAIOCTI MPOEKTY 7 Ha paHHIX €Tamax PO3BUTKY, 3
ypaxyBaHHSIM CKJIQJHOCTI aKkTopiB, K cr Ta CKJIAIHOCTI
use case, Kyccr, MPOAYKTUBHOCTI po3poOHuKH, PF Ta
piBH# pu3uKy npoekty, G. [Tpu 1ipomy, 3a1aHo:

X={x1,x2, ..., X}

J= s J2s worfm

B sKocTi KpUTepil0 OI[IHKA BH3HAYEHO 3arajbHy

TPYAOMICTKOCTI TPOEKTy TpH TOTPHMAaHHI 3aJaHdX
00OMeKeHb:

— TexHIYHMX (HampuKiam, BHOIp  TEXHOJIOTII,
mw1aTHopMu);

— opraHizamiiHuX (HampHKIaJ, CTaHAAPTH SKOCTI,
JIOCBIJ] KOMaH/IN);

— 3MIHM BHMOT KOPHCTYBauiB (HampuKiang, 3MiHa
(YHKI[IOHAJILHOCTI).

BukopucranHs MeTOy Use case B SIKOCTI OCHOBHU JUIsl
MaTEeMaTUYHOT MO JO3BOJIUTh TOCATTH OUTBII TOYHOT
OILIHKA Ta MPOTHO3IB TPHUBAIOCTI MPOEKTY TOPIBHIHO 3
TPaAULITHUMH METOJAMH.

20IJI 0 JITEPATYPU

Jocminauku 3poOuim BeNMKHHA BHECOK y cdepy
(¢bopMyBaHHS Ta OLIHKA BUMOTI B Agile-poekrax, aie
CTYIiHb, 0 SKOTO IXHI mpomo3umii Oynmn HpUHATI Ha
NpPaKTHL, 3aIUIIAETBCS  HEJOCTATHHO  PO3KPHUTHM.
CyuyacHi OCHI/PKeHHS MOKa3yIoTh, 1o 71% mporpaMHUX
NPOEKTIB 3a3HAIOTh HEBAAYl Yepe3 IoraHe yrnpasJiHHS Ta
HENpaBWIbHY OLIHKY BHMMOI Ha eTami IJIaHyBaHHS.
Homogine Standish CHAOS [1], sxa mocmimxysana 9236
IT-poekTiB, BHsABWIA, 1[I0 TPbOMa OCHOBHUMH
MpUYMHAMHA HEBJA4 TPOEKTIB  Oymu:  BIICYTHICTPH
BBEJICHHS JTaHUX KOPHCTyBayaMH, HEIOBHI BUMOTH a0o
3MiHK BUMOT. KpiM TOro, JOCHIHKEHHS CBiqYaTh, o [2]:
JeSKX BHMOT HE BHCTadae B KiHIN iTepamii, a AesKi
BUMOTH OyNIM HEOJHO3HAYHMMH Ta HENOCIiIOBHUMH, L0
3 4acoM NOTpeOyBajIo 10JaTKOBOT poOOTH HaJl BUMOTAMH;
JesKi  BUMOTM  BTpayarmoThCsi ab0  HEJIOCTaTHBO
CTPYKTYPOBaHI YM MAIOTh HE3PO3yMiJie MOXOKEHHS, 10
TIPU3BOJUTE JI0 BTPATH X PO3YMIHHSI.

Merononoris Agile Oyna mnpu3HaueHa TOJIOBHUM
YMHOM JUIi TOrOo, MO0 JIOIOMOTTH PO3pOOHHKaM
CTBOPHTH HPOEKT, KU MOXE HIBUAKO aJaNTyBaTUCS IO
MIEPETBOPEHHSI 3alUTiB 1 MIAXOAUTH MJS TIPOEKTIB 3
BHCOKHM CTYIICHEM HeBU3HadeHOcTi. Agile — mpomykT
OyayeTbcs IHKpEeMEHTAIBHO, TOOTO 3aMiCTh TIOYaTKOBOTO
KOPCTKOT'O IUIAHYBaHHS CTBOPEHHS 1 BHUITyCKYy BCHOTO
MPOAYKTY, OJpa3y HEBENHKIi MiHHI iIHKPEMEHTH MPOIAYKTY
TUTAHYIOTHCS Ta BUITYCKAOTHCS MOCTYMOBO [13].

Po3risinemo myOuikanii Ta OCHOBHI HOpMaTHBHI
JIOKyMEHTH, 1110 BU3HAYAIOTh OCHOBHI ITPOLIECH, OB’ sI3aH1
3 (QOpMyBaHHAM Ta BH3HAYEHHSM BHUMOT KOPHCTYBadiB.
Crangapr IEEE Std 610.12-1990 wictute riocapit
TEPMiHIB, TIOB’S3aHUX 13 TPOTPAMHOI0 IHXKEHEpi€ro,
BIJIMIOBITHO JIO SIKOTO BUMOTa — IIe «yMOBa ab0 3[aTHICTh,
HeoOXiTHa KOPUCTYBAYEBi IS BUPIMICHHS MpodiemMu abo
nocsrHeHHS 00’ektwBHUX 1inei» [4]. Ilopsax 3 mum,
BITYM3HIHI aBTOpH MyOmikamid [5, 6] JONMOBHIOIOTH IIe
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BU3HAUEHHS MOXKIMBOCTSMH, SIKUMH ITIOBUHHA BOJIOJITH
cucTeMa, mo0 BHKOHATH KOHTPAakKT abo 3aJ0BUIBHUTH
cranaapram, crenudikamisiM abo IHIIUM (OpMaILHUM
JokymeHTaM [5]. Tnmmii migxix Oinbln y3araneHenuit. e
Halbip moTped TOTEHIIMHUX KOPUCTYBAa4iB  II[OJO
BJIACTHBOCTEH, sKOCTe Ta (YHKIIH NpPOrpamMHOrO
NPOJYKTY, KU NOTPiOHO po3pobuTH abo MoaudikyBaTn
[6].

Cranmapt ISO/IEC 25062 [7] mpsmMo He 3ramaye
BUMOTH, aJie HEsIBHO 3a0e3Ieuye OCHOBY JUIsl BUSHAUYCHHS
BHAMOT IIOJI0 3pYYHOCTI iX BuKopuctanus. Cranmapt ISO
9241-210:2019 chpssMoBaHMI Ha BHW3HAYCHHS MPOIIECIB
JUIL BH3HA4YEHHS BHMOI JI0 B3a€MOJIl KOpHCTyBada 3
iH(pOpMAaIifHO-KOMYHIKaIlifHIMI ~ TexHoJoTisMHU. Bix
HaJa€ 3arajbHi PEKOMEHMAIll IIMO0JA0 TOro, SK CIij
30upaTH, aHami3yBaTH Ta JOKYMEHTYBaTH BHMOTH
KOPHCTYBAYiB il Yac pO3POOKH CHCTEM, III0 BKIIFOYAIOTH
B cebe iHTepdeiicu kopuctyBaua [8]. Crammapt
ISO/IEC/IEEE 29148 wicTuth pi3Hi acmekTa 300py,
JIOKyMEHTYBaHHS, aHajli3y, IEpeBIpKH Ta YIpaBJiHHSA
BUMOTaMH, BKJIIOYAalOYHM BHMOTH KOPHCTYBadiB, HaJae
3araibHi BKa3iBKH JJIs X YIIPaBIiHHS Ta 00poOKu [9].

ABTOpaMU B HAYKOBUX BHIIAHHSX ITyONIiKYIOTECS Pi3HI

MiAXOMM OMHCY TIPOLECiB 1 METoHmiB, SKi MOXHA
BUKOPDHUCTOBYBaTH s 30opy  iHdopmamii  mpo
KopucTyBauiB Ta ixmi 3aBmamHsa [10, 11, 12]. Heski

aBTOPU YiTKO PO3MEXOBYIOTH NMOTpeOHM KOpUCTyBada Ta
BUMOrn kopucryBada [l11]. Bumorum xopucryBauiB
3a3BMYail BKJIFOUAIOTHCS SIK YaCTHHA BUMOT 3alliKaBJICHUX
CTOpIH JOKYMEHT crenudikamii, $SK OIHCAaHO B
ISO/IEC/IEEE 29148. B aBtopchkiit  crarti  [2]
HAaBOIATHCS TPAKTUYHI pe3yJbTaTd IOCHIDKEHb IIOJ0
CTPYKTYpYBaHHs BUMOT 3a Pi3HMMH O3HAKaMH B HpoIeci
po3pobku  mpoekTiB. B Agile-npoekTax  3agacty
(opMyBaHHI BHMOT 3[IHCHIOETBCA IBOMAa OCHOBHHMH
croco0aMu — 3 BHUKOPUCTaHHAM MPHPOTHOI MOBH, TOOTO
MOBH, SKOIO KOpHCTyBadi a00 CTEHKXOIOEpHU TIPOEKTY
CNUIKYIOTbCSL (HaIpUWKJaa user story Ta use case) Ta 3
BUKOPHCTaHHSIM KOHILIENTyaJIbHUX Mogzeneii (model based —
Use Case Diagrams, Class Diagrams, Activity Diagrams,
State Diagrams). HalOinbIn mMpoke MOMIMpEeHHsT OTpHMaB
MEePIIMH TAXiT, K HaHOUIBII THYYKWH, a IPYruil HOCHTh
JorioMikHUK Xapakrep. Ilopsim 3 MM BHKOpPUCTaHHS
rpadivHUX €JIEMEHTIB € IMIMPOKO MOMUPEHUM B TPAKTHIII
dopmyBanHs BuUMOT. OCHOBHOIO METOIO BHKOPHCTaHHS
rpadivHUX €IEMEHTIB € HaJaHHS JTOAATKOBOI iH(popMaIii
y BUTJAAI aHOTaIiii abo JOMOMOTTH Bi3yasi3yBaTH
BUMOTH. BoHM € Oinbmn Hao4HOIO (OpMOI0 OaueHHs
BUMOr. Bubip Meromy 3aleXuTh BiI THIy IPOEKTY,
crienmdiku Oi3Hecy Ta BnonoOaHb komaHau. Haityacrime
BUKOPHUCTOBYIOTh ~ KOMOIHAIll0  PI3HUX  METOMIB IS
HaWKpalmoro po3yMiHHA Ta JIOKYMEHTYBAaHHS BHMOT
creiikxomepis [2].

3  pPO3BUTKOM TPOAYKTIB Ta  iH(pOpMAIiHHUX
TEXHOJIOTIH BHUMOTH KOPHCTYBadiB CTAalOTh JEAami
CKIAMHIIAMHU, 1 B pe3yNbTaTi TEHEPYIOThCS OLIBII
CyYacHi METOIM OTPUMAHHS BHMOT, 32 JIOIIOMOTOI SKUX
BUMOTH CTalOTh BUMIPHUMH, TECTOBAHMMH, ITOB’SI3aHUMU
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3 Oi3Hec-moTpebamu, i OMMCAHMMH 3 PIBHEM AeTaji3ariil
JOCTaTHIM JUIsl KOHCTPYIOBaHHS CHCTEMH.

Orxe, omHa 3 mpobimem B ympaehiHHI Agile-
NPOEKTAaMU — 1€ BIJICYTHICTh 3arajbHONPUHHATUX
TEpMIHIB Ta MiAXOIB, SIKKIMH KOPUCTYIOThCS (axiBIi JUIs
ONMCY BUMOT KOpPHCTyBada Ta IX BIUIMBY Ha OI[HKY
TPYIOMICTKOCTI IPOEKTIB. Y Pi3HUX JpKepesiax mpodiemy
MIPOTIOHYETHCS BUPIIIYBAaTH, BUXOJSYHU 3 PI3HUX YMOB, IO
CKJIAINCSI B MEHEIDKMEHTI IPOEKTY Ta MaJlo YBaru
MPHUIUIAETBCS POl YNPaBIiHHA BHMOTaMH B IHX
mporecax. 3 Orsiay Ha po30DKHICTE POOMMO BHCHOBOK
PO BaXJIMBICTH BHOOPY Ta OOTPYHTYBAaHHS IMiIXOMIB Ta
MeTOZiB 70 (hopMyBaHHS Ta aHAJI3y BUMOT IPH PO3poOIIi
IT-mpoexTiB Ha ocHOBI Agile.

3 MATEPIAJIX I METOJIA

B npoMy po3nini cTaTTi aBTOPOM HABOAMTHCS OIHC
3aIIpOIIOHOBAHOI MOJIEINi OLIHKM TpyJaoMicTKocTi Agile
IIPOEKTY Ha OCHOBI METOAY use case. Bapro Big3HauuTH,
o (GopMyBaHHS BHMOT — II€ MOCTIHHUI TpOIEC, KU
MTOYMHAETHCS HA €Talll Ipeceiny (IomepeIHboi OMiHKH) 1
TPHUBAE MPOTATOM YCHOTO XHTTEBOTO LMKy MpoekTy. Ha
KOXKHOMY €Talli BUMOTH YTOUHIOIOTHCS, ETANI3YIOThCS 1
MOXYTb  3MIHIOBAaTUCS,  BHUKOPHUCTOBYIOTBCA  Di3HI
IHCTpyMEHTH Ta MeToAH. ToMy, aBTOPOM IPOBOIUTHCS
MOCT/DKEHHA Ta  HABOIATHCA  MPOMIO3WIT  IIOAO
BUpIiLIeHHs Mpo0ieMu (GopMyBaHHSI Ta OLIHKH BUMOT B
ynpapiiaHs [T-mpoexkToM MeToJoM use case Ha erari
HoTepeHbOT OILIHKK MPOEKTY 3a Bi3i€lo 3amoBHMKa. Ha
LOMY €Talll TOJIOBHOIO METOI0 € OTPUMATH IIEPBHHHE
YSBICHHS TIPO TPOEKT, BH3HAYUTH HOro MacmTao,
CKJIaMHICT Ta TMOTEHIIHHY BapTICTh 3a pPI3HUMH
CKJIaZIOBMMHU 3 MOJJIMBICTIO THYYKOI ajganTamii MpOeKTY
0 3MIHHMX yMOB  3aMOBHUKA. 3a3BWyail  IIe
BHCOKOPHBHEBI, He(hopMaTi30BaHi BUMOTH, SIKi 3aMOBHHK
BUCIIOBIIFOE Yy 3arajibHUX pucax. BoHM ciyryrooTe s
CTBOPEHHSI IIEPLIOI OILIHKKM IPOEKTy Ta BU3HAYCHHS
NOAAJbLIMX Jiif. 3amporoHOBaHa aBTOPOM  MOJIEINb
JI03BOJISIE BUPIMINTH TIOCTaBJIEHE 3aBlaHHA. B Hamomy
JOCII/DKEHH] Taka Mozeidb Oyle MaTh MaTeMaTHuHY
(dopmaizoBaHy CKJIaJOBY, IO 3a0€3NEUUTh JIOCATHEHHS
MocTaBiieHol 3ajadi, TOOTO CTBOPUTH MOJEIb OIHKH
TpuBasocti  Agile-mpoekty B roauHax Ha  eTarli
TONEPETHLOI OIIHKK 3 METOIO ITIBUIIUTH i TOYHICTH Ta
3a0e3MeunTH OUTBII THYYKE YIPABIIHHSA IPOCKTOM Y
BIJIMIOBITHOCTI 10 3MiHHUX BUMOT KOPHCTYBaya Ta BIUIUBY
OpraHi3aliiHO-TeXHIYHUX PU3HKIB.

PosrnsnyBIm icHyro4i MeToau GOpPMYBaHHS Ta OMHUCY
BUMOT OyneMo TMO€qHyBaTH Trpadiddi, aHATITHYHI Ta
MaTreMaTU4Hi IHCTPYMEHTH JUIsl TOOYA0BH MOJIEINI OLIIHKU
TPYIOMICTKOCTI mpoekTy. Ha ocHOBi nmiarpamu use case,
sIKa BUKOPHCTaHA B TAHOMY JIOCIJKCHHI JIIs Bi3yamizarii
6i3HeC-BUMOT MIPOEKTY MOOIUTBHOTO JIOIATKy
BiZIeOpellaKTopa, ONHUILEMO eTary o0y 10BH MOJIEI.

Ha nmepmiomy erami  aBTOpOM  MPOMOHYETHCS
3aCTOCYBAaTH KOPHUTYIOUi KOeQiIlieHTH 10 3aJaHoi
MPOAYKTUBHOCTI PO3POOKM [UIA i-TO USE case, IIo
BpPaxOBYIOTh  CKJIQJHICTh  KOXKHOI'O  akTtopa  Ta

BIAMOBITHOTO BapiaHTa BHKOPUCTAHHs (Use case), IIo
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BimoOpaxkeHi Ha giarpami (puc.3) 3 METON BH3HAUYCHHS
piBHS CcKIamHOCTI cucTemd. JIJIs IBOr0 PO3MOAIIMMO
aKTOpIB Ta uS€ case Ha MPOCTi, cepemHi i CKIamHI 3a
KPHUTEPIisMHU, TIPECTaBICHUMH B Ta0I1.2 Ta Tadi.3.

Tabmums 2 — Kputepii po3nofiny akTopiB Ha IPOCTi, CepeHi i

CKJIaTHI
Knacudixaris
XapakTepucTHKa akTopa
aKTopa

Simple 30BHINIHS CHCTEMA, SIKA B3AEMO/IIE 13 CUCTEMOIO,
sIKa BUKOPHCTOBYE YiTKO Bu3HaueHui API

Average 30BHIIIHS CHCTEMA, SIKa B3a€MO/II€ i3 CUCTEMOIO,
10 BUKOPHUCTOBYE CTAHAAPT HPOTOKOJIIB 3B’SI3KY
(nanp.TCP/IP, HTTP, 6a3a nanux)

Complex JIropuHa-axToOp, mo BukopucToBye GUI
inTepdeiic mporpamu

3 BUIIEe MPEICTABICHUX XapaKTePHCTHK aKTOpIiB,
HaAMH 3pOOJICHO Taki BHMCHOBKHM IMOMO imeHTHdikamii
aKTOpIB Ha MPOCTI YK CKJIAIHI:

— SIKIO aKTOP B3a€EMOJI€ 3 ICKUIbKOMa BapiaHTaMH
BUKOPHCTaHHS 0€3 10JJaTKOBUX YMOB, TO BiH, IIBHIILE 32
BCE, € IIPOCTUM;

— SKIIO B33aEMOJISl MK aKTOPOM 1 CHCTEMOK €
CKJIAIHOK0, B HAIIOMY MPHKIAAI II¢ TONATKOBI Iii, sKi
MOBUHEH BHKOHATH aKTOp, 1100 3a0e3nednuTH peamizamii
BapiaHTy BHUKOPHMCTaHHS, TO aKkTOp, LIBHIIIE 3a BCE, €
CKJIaJIHUM;

— BXIUBICTh aKTOpa JISi CUCTEMH. SIKIO aKTOp €
BXJIMBUM U CHCTEMH, TO BiH, IIBHALIC 3a BCE, €
CKJIaJIHUM.

HacrymauM eranoM noOyIoBH MOJENi € PO3paxyHOK
ACF, sxkuii BH3HAuaeThCs K cyma JOOYTKIB KUIBKOCTI
aKTOpIB 3a KaTeropi€lo CKJIQJHOCTI Ta WOro Barw.
OTpuMaHe cepelHe 3HaueHHs 3 I[bOT0 YMCiia Ha OJHOTO
akropa i 0yne K cr.

Jami anamizyeMo cUCTeMy 3a KPHUTEPiEM KiIBKOCTI
NPOCTHX, CEPEIHIX Ta CKIIATHUX BapiaHTiB BUKOPUCTAHHS
(Tabm. 3).

Ta6muus 3 — Kitacudikaris use case Ha IpocTi, CepeHi Ta

CKJIAHI
Kracudikariis use case Mexi use case
Simple Mexi 1-3
Average Mexi 4-7
Complex 8 i Gyl
Ha ocHOBI OTpHMaHHX JaHHX PO3PaXOBYEMO

KoeiIlieHT cepeaHbOi CKIAIHOCTI USe case 3a JaHUMH
UCCF Tta sBignoBiguuii Kyccr, SKI  BH3HAYAIOTHCS
ananoriuno ACF ta K,cr BIAIOBIAHO.

[Ticns anaIizy CKIaJHOCTI CHCTEMH B MOJIEII aBTOPOM
NIPOTIOHYETbCS ~ BUKOPHCTaTH  IIOKa3HUK  BIUIMBY
OpraHi3alifHO-TeXHIYHUX pu3uKiB, G. OTXe, HACTYITHIM
eTaroM oOyJI0BH MOJIEN € OMUC HOro po3paxyHKYy.

Ha mromy erami gpopmyeTtbes Habip cyddakTopis Ta ix
BiTHOCHA BAXIMBICTE B po3poOmi mpoekty. Oxpemo
dopmyeTbcs HaOlp TEXHIYHMX Ta OpraHi3amiiHUX
cyb¢akropiB. Komanna exciepTiB mprCcBOIOE 3HAYCHHS Ta
Bary KOXKHOMY 3 CyO(akTOpiB, BHXOJSYM 31 CKJIAIHOCTI
NPOEKTY, 30KpeMa: 3HadeHHs 0 — AKuo cyOdakTop He Mae
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3HA4YEeHHS, 3 — KO CyOdaKTOp Mae cepeaHiil BIUIUB Ta 5
— AKIIO0 cyO(dakTop MO€ qyXKe BEINKUI BIUIMB HA MPOEKT.
Ha ocHoBi cdopmoBanoro Habopy i3 13 TexHi4HHX
cyOdakTopiB Ta ix Baru BU3HaYaeThes Krcr . Lle mo3Bosisie
OLIHUTH CKJIQJHICTh PO3POOKM Ta  BIPOBAIKCHHS
nporpaMHoOro 3abesmnedycHHs. UuMm Buile 3HA4YCHHS Krcr,
TUM CKJIQIHIIINM BBaXaeTbcs MpoekT. Dopmyna uis

PO3paxyHKy:

TF
ferep = 0,6+ —— . 2
TCF 100 2

ne TF — ne iHzeKc, SIKMH BpaxoBye€ KOHKPETHI TEXHIYHI
acmeKTH TPOeKTy. Moro 3HayeHHs, OGUHCIIOEThCA Ha
OCHOBI 1HIIUX MAPaMETPiB, TAKUX SK KUTBKICTh (QPYHKITIH,
CKJIAQIHICTh  aITOPUTMIB, BUKOPUCTaHHS  HOBHUX
TEXHOJIOTiH TOLIO.

0,6 — me KoHCTaHTa, fKa nonmae 0Oa30BUI piBEHBb
CKJIAHOCTI A0 TpOeKTy. 3HadeHHS KoHCcTaHTH 0,6
BioOpakae MIHIMAJIBHUM PpIBEHb CKJIATHOCTI, SIKHI
NPUCYTHIH y OyJIb-KOMY TPOEKTI, a TaKOX J03BOJISIE
OiIbII TOYHO MOPIBHIOBATH Pi3HI IMPOEKTH 3a IXHBOIO
CKJIQJIHICTIO.

OmiHka oOpraHi3allifHAX pPU3WKIB Ma€ aHAIOTIYHUHN
miaxig g0 po3paxyHky, sk i mis TCF. Iloka3Huk
OpraHi3allifHOl CKJIATHOCTI TPOEKTY Kocp BpPaxoBye
pizHOMaHITHI (akTopH, SKi MOXYTh BIUIMHYTH Ha
3arabHy €(QEKTHBHICT MPOCKTY, HANPHUKIAL, IOCBif
KOMaH[IM, TEXHOJIOTIYHA CKJIAIHICTh IPOEKTYy, PO3MIp
npoekty Tomio. s mporo BpaxoBaHo 8 cyOdakTopis,
KOKHOMY 3 SIKMX BH3HQUeHO Bary y 3aralbHoMy IX
3HaYeHHI JUIa po3poOku mnpoekty. Dopmymna s
PO3paxyHKy MaTUMe BHUIJISIA:

kocr =1,4+(-0,03-0OF), 3)

me 1,4 — me KOHCTaHTa, sika AoAae 0a30BHU piBEHB
CKJIaTHOCTI IO TPO€KTy. HaBiTh SKIIO BCi iHIII (akTOpH,
10 BIUIMBAIOTH HAa MPOEKT, € iJeaTbHUMH, 3aBXIU iICHYE
MIEBHUH PiBEHb CKJIAIHOCTI, IMOB’S3aHUN 3 OpraHi3aIli€ro
po0OTH, KOMYHIKAII€I0, YIPABIIHHIM IPOEKTOM TOIIO.

—0,03 — me koedillieHT, SKAN MOKAa3ye, SIK CHIBHO
¢daxrop OF BIIMBae Ha 3aranbHy CKJIagHicTh. MiHyC
mepe]] YUCIOM O3Havae, o 3i 30utemeHHsM OF
3HaueHHA Kocrp 3MEHINYeThCs. [HIMMMHM cloBamu, 4UM
Buiie 3HaueHHs OF, TUM MEHII CKJIQJIHUM BBaXKa€ThCs
CEepEeIOBHIIIE TPOCKTY.

BusHauMBIIM (haKTOpH BIUIMBY Ha 3arajbHHH piBEHb
PU3MKY MPOEKTY Ta 3rpylyBaBIIM IX IBi Kareropii
OTPHMA€EMO 3arajbHAN MOKAa3HUK BIUIMBY OpraHi3amiiHO-
TEeXHIYHUX pHU3UKIB (G, 1O pO3PaxOBYEThCI  3a
(bopmymoro:

G=Krcr-Kocr 4)
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Po3paxyBaBiim  Koe(illieHTH, WIO HPOMOHYETHCS
BUKOPHCTOBYBATH JIJIsl KOPHUT'YBaHHS MPOJYKTUBHOCTI
PO3pPOOKH CHCTEMH AJIsl i-TO use case, MEepPexoAuMO 10
HACTYIIHOTO €Tamy pPO3POOKH MOJAeTl — BH3HAYCHHS
TPYIAOMICTKOCTI TPOEKTY, I* 110 3aBepiiye Mporec
moOyIOBH 3arajibHOi Mojeli. B HamoMy BHIAAKy Iie
dopMamizoBaHUii MIa0IOH MaTeMaTHYHOI MOZENi, sKa
JTO3BOJISIE PO3paxXyBaTH 3arajibHy TPHUBAJIICTH MPOCKTY Y
rogunax, T'* (popmyna 5):

T*=3"(¢; - PF vk ycp ) +(c; - PF; -kyccp) +(c; - PF;-G) > (5)
JIe ¢; — KUIBKICTh aKTOPIB [UIA i-TO USe case 3a JaHUMHU

pPUCYHKY 3; PF; — IPOAYKTUBHICTD PO3POOKHU IS i-T'O USE
case, 0 3a7aHo Ha piBHI 40 roawH Ha po3poOKy, 5K

0a30BUIl piBeHb JJIA JaHOI KOMaHId Ha OCHOBI
MjTIePEAHBEOTO TOCBITY POOOTH.
3anponoHoBaHi  Koe(imieHTH Ta MaTeMaTUYHHMA

m1a0JI0H PO3paxyHKY TPYAOMICTKOCTI IMPOEKTY HA OCHOBI
METOJy Use case, MO)K€ BHKOPHCTOBYBATHCH IO Pi3HHX
MIPOEKTIB 3 METOK MOOYIOBH PI3HHUX CLEHAPIiB PO3BUTKY
NPOEKTY MpH 3MIHHMX BHMOTax KOpHCTyBada IO
(bYHKIIOHATY Ta ICHYIOUHX PH3HKIB.

OTXe, HaBelOeHI aBTOPOM e€Tall JeMOHCTPYIOTh
JIETATBHUN MAXI A0 OLIHKHM TPYAOMICTKOCTI ITPOEKTY Ha
ocHoBi mMeroay Use Case Ha eTarli IonepeaHboi OI[HKA
NIPOEKTY sl KEpiBHUKIB Ta Oi3Hec-aHamiThkiB [T-
po€eKTy. Moyienb BpaxoBye 3MiHYy BUMOT KOPHCTYBadiB,
10 BHpakeHa 4yepe3 KoeillieHTH CKIaIHOCTI aKTopa Ta
use case, a TaKOX K TEXHIYHI AacCHeKTH IIPOEKTY
(cxmagHicTh  (QYHKIOIOHANYy,  TEXHOJOTi(), Tak i
opraizamiiini (akropu (ZOCBiA KOMaHIH, CTAaOIIBHICTH
BUMOT), sIKi 3aKJIaJIeH] y BiAMOBITHOMY KOE(DII[iEHTI.

3anponoHoBaHa MaTeMaTHYHA MOJENb  JI03BOJIIE
00’elHATH BCi OTPUMaHi JlaHi Ta po3paxyBaTH 3arajibHy
TPYAOMICTKICTB mpoekTy. [Ipu 3MiHI BXiTHUX TTapaMeTpiB,
OLIIHIOBAaHWH TIOKa3HWK TPYIOMICTKOCTI aBTOMAaTHYHO
3MIHIOE CBO€ 3HAa4eHHs. Takui MmiaXiZ JO3BOJISIE IIBHIKO
aaNTyBaTUCSA 10 PI3HHX THIIB IPOEKTIB, a 33 yMOBH
NPaBWIFHOTO BH3HAYCHHS BXINHMX JAHUX, MOJCIb
JO3BOJISIE OTPUMATH JOCHTH TOYHI OLIIHKM Ha PaHHbOMY
eTall IIIaHyBaHHS MPOEKTY.

4 EKCIIEPUMEHTHA

Jist BUpIIIICHHS TIOCTABJICHOI 3a1ai, B JaHii 4aCTHHI
poboTH, 3acTocyeMo Halip BUXIAHUX JaHUX JUIs
NnoOyZOBH 3alporoHOBaHOI MaTeMaTHYHOI Mojenmi Ta
OIHUILIEMO TIOCTIIOBHICTh €TamiB poOIT AJsl OTPUMaHHS
pe3ynbTariB Bif ii 3acTocyBaHHs B yMoBax Agile npoekTy
CTBOpEHHS MOOUIBHOTO [10JaTKy-BiZleOpeakTopa, Mo
0a3yeThCsl Ha KOHLIEMIIIi METO/Ty use case.

B mamomy pocmimpkeHHI Ui mpukiany oopano IT-
NPOAYKT, MO 3a0e3nedye MOKpaIleHHS KOHKYPEHTHHX
TMO3UII 3aMOBHHWKA, KWW Oa)ka€ CTBOPUTH MOOLIbHUI
JOATOK-BIACOPEAAKTOp  [UII ~ MOJIOOMX  TaJaHTIB.
AyTcopcuHroBa KOMIaHis OTpuMaja Vision MpOEKTy Bix
3aMOBHUKA B SIKOCTi Oi3HEC-BUMOI 1O MPOAYKTy. Vision
MPOEKTY — II€ BENMKA i7esl, Ky 3aMOBHHK peallizye depe3
MPOIYKT. Y HBOMY MICTATBCS OCHOBHI T€3M NPO IMPOAYKT:
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SKUM BiH Oyne, fKy MeTy T[epeciiaye Oi3Hec, XTo
kopuctyBad. Y Vision Bix 3amoBHHKa mpoaykry Filmy e
iH(opMallisi PO PHHOK, KOPHCTYBA4iB, MOHETH3AII0 Ta
inerini niti Filmy. Takox y nokymeHTi nepepaxoBaHi ¢iui,
sKi HeoOXimHO peaizyBari. Ha OCHOBI 1IbOTO JIOKyMEHTY
Oyne TpuBaTH TIATOTOBKA JO HAMKMCAHHS BHMOT PIi3HHX
piBHiB. BianosigHo 1o Vision MpoekTy MpokeKT 3 Oi3Hec-
QHANITHKOM TOTYIOTh OIKMC KOPHUCTYBALbKUX BUMOT ISt
nmoganeinoi podotn B Confluence. Tlepria Bepcist mpomykTy
JIO3BOJIUTH KOPHCTYyBavyaM CTBOPIOBATH BillCO, BiZIeO TyeTH Ta
JUIATHCS HAMH OHJaiH. Jlami IUIaHyeThCS PO3IIHPIOBATH
(YHKI[IOHAJIBHICTD 32 paxyHOK BeJIMKOI Oi0MOTeKH Bijieo Ta
aynio epektiB. OfHAK, OCKUIBKU JTAHHUH TIPOEKT Ma€ 3a METY
MOAANBITY KOMEpIiai3alliio i y 3aMOBHMKA BiICYTHI YiTKi
LT MOAANBIIONO PO3BUTKY (DYHKI[OHATY, IO POOHTH
3ajady JIOCTAaTHBO PH3MKOBAaHOK i1 peamisawii Ta
YHEMOXUIMBIIIOE YiTKE IUIaHYyBaHHsS BHUTpPAaT Ha IPOEKT, B
TOMY 4HMCIIi TPYZOBHX 1 (piHaHCOBHX. B mux ymoBax poborta
HaJl TPOCKTOM JISIra€ B IUIOIMIMHY KOHLECHIi YIpaBiiHHS
mpoekTamu  Agile 'y ToegHaHHI i3 CYYacCHUMH
THCTPYMEHTaMH MOJICTIOBAHHS BHMOT KOPHCTYBAaHHS Ta
X OLIIHKK Ha OCHOBI METOJy USE case.

Juis oTpuMaHHSA BHUXIOHWX NaHUX, iX 30epiraHHs Ta
BUKOPUCTaHHS BHKOPHCTOBYBABCSl IMAKET IPOrPaMHOIO
3abe3mnedeHHs Bix kommanii Atlassian, 30kpeMa, 1e Jira i
Confluence. Ha pucynky 1 BimoOpakeHO OCHOBHI
nponyktu Atlassian, siki 3aCTOCOBYIOTBCS B TpOIECi
PO3pPOOKH POEKTY MPOrPaMHOT0 3a0e3IeYEeHHS.

: = DeVEIop w

* Confluence * Jira » Jira » Jira * Jira

Ll\ L

* Jira * Bitbucket * Bitbucket + Confluence

Pucynok 1 — Iucrpymentu Atlassian B npoteci po3pooku

IT-mpoexty
Jira — iHCTpyMEHT ympaBiHHS NPOEKTaMH, SKHH
JI03BOJISIE CTEKUTHU 32 3aBJaHHIMH, OaraMu Ta IUIaHyBaTH
pemizm  mporpamHOro 3abe3meueHHA. B Atlassian

Marketplace e ©Oararo nomatkiB IS IHTErpariiii, sKi
BUPILIYIOTh CYIIyTHI 3a[adi 10 YNpaBIiHHIO HpPOeKTy. B
HAIlIOMY JOCIIJPKEeHHI BHKOPUCTOBYBAJIUCS TUIATIHU LIS
KOMaH/IHOi pOOOTH IIOA0 OIHKH TPHUBAIOCTI 3amay o
NPOEKTY 3a TpamuuinHuM migxogom: Agile Poker for Jira
— Planning & Estimation (puc. 2) ta Cost Monitoring for
Jira (puc. 3).

B! @ JiroSoftwore  Bawapsbora- Mpoextsi~ Gwatpu~ [subcapsi~ Eme m * 0 0q
AGILE BOX Planning Poker
2
i - e ] fackiog Eximate Games Setings Al
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= 9, [} o
® 0 45 280 189
) [ornci: ] o
A o = 1 + (O <
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i / e e fa}
@ e — o T <
o ——
E ~ @ . . . (=] .
Pucynok 2 — [Tnarin Agile Poker for Jira — Planning &
Estimation
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Dashboard Cost Plan
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© o rronitoring for JIRA

Allplans My plans  [USEI - Default -
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Pucynok 3 — ITnarin Cost Monitoring for Jira

Jlis 30epeeHHs] JaHMX Ta CHUIbHOI poOOTH Hax
MPOEKTOM BHKOpHCcTOBYBaBcs iHCTpyMeHT Confluence.
TyT Hakonu4yeHi KOMaHIOK 3HAHHA T[OEAHAHI 13
MOJKJTMBOCTSIMH JIJISI CITIUTBHOT pOOOTH.

Jus  peamizamii  mozeni  Ta  OOpOOKM  JaHUX
BUKOPHCTOBYBaBCSl HakeT aHamiTmuHux ¢yHkuii Excel.
Jls MozemoBaHHS Ta Bi3yasisallii BUMOT CTEHKXOIIEpIB 3
TOYKH 30py KOPHCTYBadiB Ta IX B3a€EMOZIi 3 CHCTEMOIO
BuKopucToByBacs meton Use Case Diagram y rpadiuaomy
iHCcTpyMeHTi draw.io.

Use Case Diagram mig MOOUIEHOTO
Bineopenakropa Filmy BinoOpaxeHa Ha puc. 3.

JONIATKy

e

o e Qﬂfiﬂl VHHH9 ﬂﬁ i
_i_ @pc—n.-; Bl@ ,_:'__‘ e:‘;‘_

niny Tenadgon, 105

= ==

XmapHni cepaic

OLUMPEHHA NPOOYKTY e

——

onnara ia
KOPHCTYRAHHA
—

Kopucryeay
MYIMKBHT

agmi JEAHHA
CHCTOMHA

AQMIHICTPaTOD

COUaNEHI Mepasi

E s«'.r-n.'l;3 i

nNarteHa CuiTema
Pucynok 3 — Use Case Diagram st MOOLTBHOTO IOaTKy BiZieo
penakropa Filmy

B HamoMy nocmipkeHHI  Bi3yamizalis — Joromarae
OLIHUTH CKJIAJHICTH CHCTEMH, 3 TOYKH 30pYy B3a€MOii
KopHCTyBadiB i3 cucremoro. Kiacudikamis —aktopis
IOJTATKY Ha PiBHI CKIIQJHOCTI HaBeJeHa B Ta0mIli 4.

Ta6nuns 4 — Knnacudikairist akropiB Ha MpocTi, cepesiHi Ta

CKJIaIH1
CKJIaIHICTh K-t CKIIaIHiCTh
Axkropu . Bara
aKTopa aKTopiB aKTopa
Simple X3, X4 2 1 2
Average X2,X5 2 2 4
Complex X1, X6 2 3 6

Ha ocHOBi oTpumaHnmX naHuX po3paxoByeMO K cr,
SIKUHA CTAHOBUTH B HAIIOMY BHMaaky 2,0.
B mamiit Mojerni Takox mepeadavyeHo aHai3 CUCTEMU

3a  piBHEM
XapaKTEPUCTHUKY

ckiamHocTi. B
CHCTEMU

Ta0IUI

4  HaBeIeHO
3a  KPHTEpIEM  KiTBKOCTI

MIPOCTHX, CEPENHIX Ta CKIAIHUX BapiaHTIB BUKOPHCTAHHS
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Tabnuis 5 — Posmofin use case Ha IpOCTi, CEPEeIHi Ta CKIIAIHI

Krnacudix . K-1p .
. Mexi use CKJIaHICTh
arisg use AxTopu use Bara
case use case
case case
. . X2, X3,
Simple mexi 1-3 X4, X6 4 0,15 0,6
Average Mexi 47 X5 4 0,35 1,4
Complex | 51 X1 8 0,5 4
OibIe

OTxe, B HAmIOMy MPHUKIAAi, CKIAQAHAH aKTop —
MY3HKaHT, SIKUil B3aEMOJIi€ 3 OUIBII HIXK 7-Ma BapiaHTaMu
BUKOpHCTaHHA. TemeoH Ta aaMiHICTpaTopa BiIHOCHMO
JI0 CEPEeHIX aKTOPIB, AKI B3aEMOIIIOTE 3 4-Ma BapiaHTaMHU
BUKOPHMCTAHHS, 110 MOXHa mobGauntu Ha pucynky 2 (Use
Case Diagram). Mapkerosor, 0aHK, XMapHUH CepBic 1
COIiaJIbHI MepeKi BU3HAYEHO SIK TIPOCT] aKTOPH, OCKLIBKU
BOHU B3a€MOJIIOTH 3 OJHUM BapiaHTOM BHKOPUCTAHHSL.
Bapto BimMmiTHTH, [0 TpeACTaBICHA KIacU]iKarlis
JIEMOHCTpYE 3B’S3KM CHUCTEMH Ha BHIIOMY piBHI 3 1i
30BHIIIHIME aTpruOyTamu. KoxkeH emeMeHT cucTeMu Mae CBii
Hallp CKIIAIOBHX, SIKAH NIETajli3y€ Ta OIMMCYE BUMOTH JUIS
noTped HactynHoro piBHs. Hampuknan, OaHk sk MpOCTHIA
akTop Oepe ydyacTh y JBOX BapiaHTax BHUKOPHCTAHHS:
«OmIaTUTH KOPHUCTYBaHHs Joxatkom» T1a «[IpuidHsaTu
IUTATK 32 KOPHCTYBAaHHS J0OJaTKOM». B CBOIO uepry
BapiaHT  BUKOpHUCTaHHS  «OIUIaTHTH  KOPHUCTYBaHHS
JOJIATKOMY Tiepe0adae Taki Jii OaHKy:

— MPUUHSITTS 3aMUTY HA OIUIATY Bifl JOAATKY;

— TepeBipKka 3amUTy HA OIUIATY Ha HAasBHICThH
MTOMHUJIOK;

— 00po0OKa 3amuTy Ha OILIATY;

— HagaHHA JAoAaTky iHGopMmamii mpo ycmix abo
HEBJ/Ia4y OILIATH.

BapianT BHKOpPHCTaHHS
KOPUCTYBaHHS  JIOJIATKOM»
nepenbayae Taki aii OaHKy:

— MPUHHSATTS IJIATEKY BiJl KOPHUCTYBAYa;

— mepeBipKa IIaTexy Ha HAsBHICTh MOMUIIOK;

— 3apaxyBaHH [UIATE)KY Ha PaXyHOK JOJATKY.

[IpencraBnena kmacugikalis akTopiB Ta use case Ha
MIPOCTI, CepellHi Ta CKIIAHI € JOCHTh YMOBHOKO, OCKITBKH
KUTBKICTh BapiaHTiB BHKOPHUCTaHHS Ta aKTOPIB MOXeE
3MIHIOBATHCS B 3aJIGKHOCTI Bil KOHKPETHHX BHUMOT [0
IOJATKy, 3 SIKUMH B3a€MOJi€ KOpuCTyBad. HasBHICTH
MIPOCTUX, CEPEe/IHIX Ta CKJIAJAHUX 3B’SI3KIB B MOOLIbHOMY
nonarky Filmy nae Ham migcTaBu 3poOMTH BHCHOBOK, IO
AHAJII30BaHA CHCTEMa BIJHOCHTBCS 110 CEPEIHBOrO PiBHS
CKJIQJIHOCTI, OCKITBKH:

— y J0JaTKy € MICTh aKTOPiB, 3 SKHX YOTHPH €
ckiamaumu. Ile o3Hauae, MO0 JONATOK TOBHUHCH
MATPUMYBATH  B33a€EMOJII0 3  IIUPOKUM  CIEKTPOM
30BHIIIIHIX CHCTEM;

—y nonarky € 16 BapiaHTIB BUKOPUCTaHHS, 3 SKHX § €
cknaaaumu. lle o3Hayae, MmO JOAATOK MOBHUHEH
MATPUMYBATH IIHUPOKHUNA CIEKTP QYHKILiH;

— JOJATOK TOBMHEH MiATPUMYBAaTH TaKi TEXHOJIOTII,
ak API, nporoxonm 3B’s3ky Ta GUI lle Bumarae Bif
JIOAATKy HAasBHOCTI 3Ha4HOI (PYHKIIOHANBHOCTI Ta
CKJIaHOCTI.

«[IpuifHATH TIUIATIK 32
s OaHKy. SK  aKTopa,
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Ha ocHOBI oTpuMaHuX JgaHMX B TaOmumi 4
po3paxoByemMo Ky ccr, o ckiane 2,08.
Juiss  po3paxyHky mokasHuka G 3 HAIIOro

MaTeMaTU4HOro 1albIoHy Mozeli, o0y IyeMO BilNOBIAHI
Tabmui (Tabmuist 6 Ta 7), B AKAX HABEICHO JaHi OO0
nepeiniky (hakTopiB PHU3HKY, €KCIIEPTHOI OI[IHKHU BIUTUBY
OpraHi3aliifHO-TEXHIYHUX PU3HKIB Ha iX Bard y MpoeKTi.

Tabmus 6 — [Toka3HUKK TEXHIYHOT CKIATHOCTI MPOEKTY

®dakrop | Omnuc Bara | Ominka TF
T1 PosnozineHa cucremMa 2.0 5 10
T2 Bumoru 1o mBuaKoail 1.0 5 5
Ta 4acy BiryKy
T3 3pyuHiCTh 1.0 3 3
BHKOPUCTAHHS
KiHIIEBUM
KOpHCTyBa4yeM
T4 BuyTpimns 1.0 2 2
00uHCIIIOBaIbHA
CKJIQIHICTh
T5 IoBTOpHE 1.0 3 3
BHKOPHUCTAHHS KOy
T6 JlerkicTs iHcTamAMI] 0.5 1 0.5
T7 JlerkicT BUKOPHCTAHHS 0.5 5 2.5
T8 ITopTaTUBHICTH HA iHIII 2.0 2 4
wiaropmu
T9 O0ciyroByBaHHs 1.0 2 2
CHCTEMH
T10 [TapanensHa 06poOKa 1.0 3 3
T11 DyHKii Ge3nexn 1.0 5 5
T12 JlocTym mst TpeTix 1.0 1 1
CTOpiH
T13 HaByanHs KiHIEBUX 1.0 1 1
KOpHCTYBauiB
3aranbHuR
TF: 42

Ha ocHoBi maHux Tabmuii pospaxoByemo TF, 110
CKJIaJIa€ JUIsl HAIIOTO TPOEKTY 42, a Jajli BUKOHYIOYH
yMOBY opmyin 2, oTpuMmyeMo Krcr Ha piBHi 1.02.

JUis  BU3HAUCHHS BIMOBIOHOTO KoedillieHTI Ha
OCHOBI (axTopi opraHizaniiHoi CKJIaTHOCTI1
BUKOPHCTAEMO JaHi TaOmwiIi §.

Tabumus 8 — [TokasHUKM opraHi3aliifHOl CKJIaJHOCTI IPOEKTY

®dakrop | Omnuc Bara | Orinka OF
El 3HaOMCTBO 3 1.5 3 4.5
BHUKOPHCTOBYBaHUM
IIPOLIECOM PO3POOKH
E2 JlocBin y po3po0ii 0.5 3 1.5
101iOHUX JI0JIaTKiB
E3 JIocBiq KOMaHIU B 1.0 2 2.0
00’€KTHO-OPiEHTOBaHIH
po3pobui
E4 KomrmereHTHICTh 0.5 5 2.5
IIPOBITHOrO aHAIITHKA
E5 MoruBaliss KOMaHIU 1.0 2 2.0
E6 C1abibHICTE BUMOT 2.0 1 2.0
E7 3ayueHHs -1.0 0 0.0
CHiBpOOITHUKIB HA
HETOBHY 3alHATICTH
E8 CKJIaJIHICTh MOBH -1.0 4 —4.0
POrpamMyBaHHsI
3aranpHui
OF: 10.5
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B wnamomy Bumanky OF cxmagae 10,5, a mami
BUKOHYIOYH YMOBY (opmynu 3, oTpumyemMo Kocr Ha
pieHi 1,085.

[TixcraBnsroun BCi po3paxyHKOBI BEIMUUHU y Hally
dbopmyny 5 orpumaemo 3HaueHHs T* Ha pieHi 2011,22
TOZ.

Pesynbratn MOJIETFOBAHHS TTOKa3aJIH, o
3aIIpOIIOHOBaHA MO/JIENh JIO3BOJISIE OLIHUTH
TPYIOMICTKICTB IPOEKTY 3 OUIBIIOI0 TOYHICTIO MOPIBHSHO
3 TPAIUIIIHNM ITiTXO/I0M.

He#t mpuknmaxg e nume 0a30BUM IMAOIOHOM, SKHIA
MOXKe OyTH aJanTOBaHWI I IHIIUA THI TPOEKTY 3
MOJKJIMBICTIO 3MIHM BHXIOHMX IaHHX B IPOILECI OI[iHH
TPYIOMICTKOCTI TPO€eKTy. ONTHUMAaNbHUKA BUOIp MiAXO0Iy
3aJICKUTh BiJI KOHKPETHOI curyamii. i1 HEBEIUKUX
NPOEKTIB 3 MPOCTUMU BHMOT'aMH MOXE OyTH JIOCTaTHbHO

TpamuiiiHoro minxoxy. Jlus BedMKHX 1 CKIQIHUX
TIPOEKTIB 011 JIOIIITBHO BUKOPHUCTOBYBAaTH
3allpOTIOHOBaHYy ~ MaTeMaTW4Hy  MojJenb.  MoxHa

KOMOiIHyBaTH 00MIBA MiIXOIH.

3acTocyBaHHA LUX METOMIB 1 MiAXOIIB IOMOMOXKE
KepiBHMKaM Ta KoMaHaaM po3pobku [T-mpoekris
¢opMyBaTH BHUMOTH, SKi BiONOBITAIOTh TMOTpeOaM
KOPHCTYBa4iB 1 MOXKyTh OyTH YCHIIIHO peaji3oBaHi Mifg
yac pOpMyBaHHS TPYIOMICTKOCTI MMPOEKTIB Ta CKIIaJaHHSI
OIO/KETIB BUIIIOTO PiBHS.

SPE3VJIbTATH

s gemoHcTpanii  e(eKTHBHOCTI 3ampOITOHOBAHOI
Mojieni  OyJo TPOBEAEHO IOCIHIDKEHHS Ha TPHUKIAJIL
Ppo3poOKH MOOIIBHOTO A0AaTKy Bimeopenakropa Filmy.
Maroun Halip BHUXIIHUX 3MIHHHX 10 TIPOEKTY Ta
KPUTEPi OI[iHKH, B CTAaTTI aBTOPOM OYyJIO MPOBEAECHO
MOPIBHSAHHSA JBOX BapiaHTIB OI[HKA TPYAOMICTKOCTI
poGit. Ilepmmii — TpaguIifHUK, UIIXOM MPSIMOTO
MipaxyHKy BUTpPAT TOAWH HA PO3POOKY Bifl KOMaHIH
MPOGKTy Ta 3aCTOCYBaHHS JO HHX KOPUTYIOUHX
koe(dimieHTiB, Mo cPOpPMOBaHI EKCIIEPTHUM IUITXOM Ha
OCHOBI ToTIepeIHLOTO A0cBimy, 7 (popmyna 1). Apyruii —
HAa OCHOBI MaTeMaTH4YHOI MOJETi, sKa BHpaKeHa
¢dbopmyioro 5. Bigobpasumo Ta mpoaHaai3yeMo OTPHUMaHI
pe3yibratu B 000X BapiaHTax (Tabn. 9) Ta mpoBeneMo
OOTpYHTYBaHHS JIOIILIBHOCTI 3aCTOCYBaHHS
3alporOHOBaHOl MOAyNi B cucteMmi ympasninasa [T-
MPOEKTAMHU Ha €Tarli.

B Tabmumi 10 HaBemeHi OCHOBHI HOPMATHBH
PO3MOITY TOJMH TPYAOMICTKOCTI MiX eTaliaMy PO3POOKH
IT-tipoexTy, SIKi BHKOPUCTOBYBAINCH JUISi BU3HAUCHHS
3arajbpbHOTO 3HaYCHHs moka3uuka Ti(f).

HaBeneni B tabmumi 9 ta 10 maHi € IocTaTHBO
3pO3YMUIMMHU [UIsl @HANI3Y Ta BU3HAYEHHS TPYIOMICTKOCTI
npoekty. Jlis  po3paxyHKy HOPMAaTHBH BU3HA4YeHI
€KCIIEPTHUM IIUIIXOM Ha OCHOBI JIOCBiTy pOOOTH KOMaHI
HaJl IHIIUMHK npoektamu. OHAaK Taka MpocToTa KpHE 3a
co0OI0  pAn  HENONIKIB, 30KpeMa  BiIBOJIKaHHS
pO3pOoOHUKIB Bix Oe3mocepenHboi X poOOTH s
MIPOBECHHS OI[IHKHM TPYAOMICTKOCTI (hid, CyO’ €KTHUBI3M B
OLiHIII, 10 BHWIUIMBAE 3 HAOyTOTO NOCBiAy ¢(axiBIiB Ta
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HEMOJXJIMBOCTI BpaxyBaTH BCi 3aJIe)KHOCTI B TIPOEKTI Ta
nepen0aYnTH BIUIMB Takoro (akTopy sSK 3MiHA BHMOT
KOpUCTYBa4ya. YCYHYTH 3a3HaueHi HEIOJIKH IOMOMOXKe
3alpoINOHOBaHa B Wil CTATTI MaTeMaTHYHA MOJIETIb, KA €
OITBII CKIJIQJHOIO 1 Cy4YacHOI, OCKLIBKU 0a3yeThCsl Ha
METOoJaX Use case Ta BpaxoBYye 3MIHM BHMOT
KOPHUCTYBaYiB Ta IHIN PH3UKH PO3POOKU TPOIYKTY.
BukopucroByroun  dopmymy (5) oTpuMaemo  Taki
pesynbrarty (Tabu. 11).

Tabnuws 9 — TpynomicTkicTs pobit, Ti(f) 3a cragisiMu
PO3poOKH MOOITBHOTO J0/1aTKY Bineopenakropa Filmy
(TpazumiiHui miaxin)
Ti(f), | Ul |Dev | QA | PM, | CR
TOJI. BA
273,6 | 32 120 45,6 22,8 53,2
172,8 | 16 80 28,8 14,4 33,6

®jua, F

O6pi3ka Bieo
JlonaBaHHs
BifIeO i3 rasiepei
JlonaBaHHs
MY3HKH 10
Bijieo
JlonaBanHs
HOBOT'O IIPOEKTY
JlonaBaHHs
TEKCTY

3MiHa po3Mipy
kaznpy (4:3 abo
16:9)

Excnopt B
pi3Hiit sikocTi
ITy6nikaris
Bizeo B
CoILiaIbHI
Mepexi
AnmiHicTpyBaH
Hsl CHCTEMHU

273,6 | 32 120 45,6 | 22,8 53,2

100,8 | 16 40 16,8 8,4 19,6

151,2 | 24 60 25,2 12,6 | 29,4

172,8 | 16 80 28,8 14,4 33,6

1224 | 8 60 20,4 10,2 23,8

136,8 | 16 60 22,8 11,4 26,6

453,6 | 32 220 75,6 | 37,8 88,2

Xmaphe 1512 | 24 60 25,2 12,6 29,4
CXOBHIIIE ISt

(aiinis

ITnarixna 28,8 16 4.8 2,4 5,6
cucreMa

HanamryBanus | 356,44 | 48 150 59,4 29,7 69,3
TeseoHy

Beroro, T' 2394 | 264 | 1066 399 199,5 | 465,5

Tabmuis 10 — HopMaTuBy po3moIiny TpyIOMICTKOCTI 3a
eTanamu po3poOKU IPOEKTY

Etan % Bijx "acy Ha po3poOKy
Crabitizallis CHCTeMH 0,25
TecTyBaHHS cUCTEMU 0,3
Yac meHemkepa 0,15
KomyHikauist B KOMaHi 0,1
ITocTaBKa rOTOBOTO KOAY I1iB JIHS — JICHb
Pusuku 0,2

Ha ocHOBI MaTeMaTHYHUX pPO3pPaxyHKIiB OTpHUMAH
pe3ynpTaTd, fAKi BimoOpakeHi B Ttabmmmi 11. Baprto
Bi3HAYMTH, IO BCi 3a3Ha4YCHI KOeQiIlieHTH BXke OyiH
MOTIepPEeTHRO PO3PAXOBaHI TA YCYBAIOTh ICHYIOUI HEHONIKH
B TPaJMLIiAHOMY MIAXOMAI OLIHKK TPYIOMICTKOCTI
npoekty. 3okpema, K, Ta Kyccp— 1€ KoedillieHTH uis
onucy (YHKI[IOHATBHOCTI CHCTEMH, SIKI BPaxOBYIOThH
(hakTOpM 3MIHM KIJBKOCTI aKTOpIB Ta USe case Ta €
3MiHHUMH s T* G — KOMIUIEKCHUH TOKa3HHK, IO
BpaxOBY€ BIUIMB OPraHi3allifHNX Ta TEXHIYHUX (aKTOpiB
PH3MKY Ha MpPOEKT. B OCHOBY poO3paxyHKy IIOKJIQJIEHO
0a30BUii MMOKA3HWK MPOIYKTUBHOCTI PO3POOKH HAa OJHH
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use case, II0 B CepeAHbOMY CTaHOBUTH 40 TOAMH,
3HAYEHHS SIKOTO BPaXOBYE JIOCBIJ MOMEPEIHIX MPOEKTIB.
Bubip Takoi Benu4uHH U pO3POOKH € TOCUTh YMOBHHM
1 3aJexuTh Bijg OaraThox (HaKToOpiB, 30KpeMa JIOCBITy
poboTH Ta CTpYKTypH KOoMaHmu. BiH cimyrye ckopimie
BIANIPaBHOIO TOYKOKO ISl MOJAJIBIINX PO3PAXYHKIB, HiXK
TOYHAM 1 YHIBEpCaJbHUM TOKa3HHUKOM. B Hamomy
BUNAAKy ISl BEIMYMHA € TaKOX 3MIHHOIO, SKa MOXKe
BapirOBaTHCS BiJ MIPOEKTY JIO MIPOEKTY.

Tabmuia 11 — [Toka3HUKH pe3yIbTaTHBHOCTI BUKOPHUCTAHHS
MOZEIi OL[IHKU TPYIOMICTKOCTI IPOEKTY Ha ocHOBI MeToxy Use

Case, T*

k-6 | K-1B Cepenis PF3 PF3 PF3 3ara:

Al Lo | use | TPOAYE- ypaxy- | ypaxy- | ypaxy- | °HH
ropu | . THBHICTb yac Ha

piB, | case, BaHHAM | BAHHSM | BAHHSM,
, X N c Ha | use Kior Kocer G POEKT,
! ] case, PF; : T*

X1| 1 7 40 80,00 5833 3099 | 1013,2
X2| 1 1 40 80,00 83,33 44,27 | 2476
X3| 1 1 40 80,00 83,33 4427 | 2476
X4| 1 1 40 80,00 83,33 4427 | 2476
X5] 1 1 40 80,00 83,33 44,27 | 2476
X6| 1 1 40 80,00 83,33 4427 | 2476
12 480,00 | 1000,0 | 531,22 | 2011,2

Ha pucynky 4 BHOHO YacTKy, SIKy 3aiiMae KOXXHA 3
CKJIaJIOBMX  TPYIOMICTKOCTI ~ TPOEKTY y  BapiaHTi
3alpOIIOHOBAHOT MOAeNi (BEpXHS YacTHHA PHUCYHKY),
HIDKHS YaCTHHA PUCYHKY IIOKa3y€e CTPYKTYpYy BiAIIOBiZHO
1o 0a30BOro BapiaHTy BHM3HAUEHHS TPYAOMICTKOCTI, Ha
OCHOBI €KCIIEPTHOI OIliHKH.

FF3
YPEXYBEHHAM
NoKasHuka
cepegHeoi
KN3AHOCTE

aKTopa
21%

FF3
YPEXYBEHHAM

FF3
YPEXYBEHHAM

noKasHuka
cepegHeoi

kodilieHTa
PUSKEY
MPOEKTY,
32%
52%

crnagHocTi
usecase

HanawTtysaHHA
TENEDOHY
15%

B Obpiskasigeo
12%

= MnatikHa OoazeaHHa

CHCTEME
] XmapHe

]
Bigeo is ranepei
1% 7%
XPEHUAMLLE 407
daiinie \

6% ) B [opzeaHHA
MYSHKEM 40

Bigeo

\ 12%

B [oaseaHHA
HOBOTO NPOEKTY
4%

AnmiHicTpYBaHH
A CUCTEMM

B MyBnikauin
BiOEOB MiHa posm m NonzeaHHA

couianeHi B Ekcnol pi3Hiil kagpa (4:3 wau TEHCTY

Mepei AROCTI 16:9) 6%

6% 5% T

Pucynok 4 — CtpykTypa TpyAOMICTKOCTI A0 Ta MiCIs 3MiHH
MOJIeJTi BU3HAUEHHS TPYIOMICTKOCTI IPOEKTY
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OTpuMaHi pe3yNibTaTh MOKa3ylTh, L0 TPAAHULIHHUN
MiAXiH O OIHKMA TPYAOMICTKOCTi, 3aCHOBaHMW Ha
NpsMOMY ~ MiZIpaXyHKy  TOJMH 1 KOPUTYIOUHX
KoedirienTax, aae 3HadeHHsA 2394 roaunu, 7. Ha HkHIA
miarpami puCyHKYy 4 BHUIHO CTPYKTYpy LHMX BHTpaT i
HAOYHO JEMOHCTPYE BEIHKY KUIbKICTh OIIHIOBATBHUX
poOiT, SKi HEOOXiTHO NMPOBECTH KOMAaHI EKCIIEPTIiB Ul
BU3HAYCHHS KUTBKOCTI TPYOOBHX TOOWH AJIS MPOEKTY. B
TOW jke yac, OUTbII Cy4YacHMH 1 CKIaJHMH MiAXix, 1o
BHUKOPUCTOBYE MaTeMaTHYHy MOZENb Ha OCHOBI Use case,
omiHIO€e TpynomicTkicts y 2011 romun, T* Ta Mae OB
MPOCTY CTPYKTYPY OILIHIOBAIBHUX POOIT, HE AMBISYHCH
Ha KUIBKICTh (hakTOpiB, IO B HIA 3aKiIafeHi s
pospaxyHky. lle nosBomste oTpuMatu Ha 16% MeHmy
OIIIHKY TPYIOMICTKOCTi. Taka pI3HUII MOXe OyTH
OCOOJTMBO 3HAYHOIO JJIS BEJIUKUX MPOCKTIB Ta Oyze
KOPHUCHOIO JUIsl TIOOYIOBH OIOJDKETY TMPOEKTY 3a Pi3HUX
CIICHAPITB TIPH BCTAHOBIICHUX 0OMexkeHHIX. OMHAK OUTBII
BaroMuM OyZe BHECOK 3alpoONOHOBaHOI Mojeni depes ii
TOYHICTh Ta THYYKICTh B PO3paxyHKaX, siKa JO3BOJIIE
BpaxyBaTH pi3HI (akTOpH BIUIMBY Ha TMPOEKT i
MIPOTHO3YBATH TPYHOMICTKICTE B 3aJIS)KHOCTI BiI 3MiHH
BXITHUX MTapaMeTpiB.

B 1inoMy MokHa 3pOOHMTH BHCHOBOK, IO 0OH/Ba
MIXOAW MOXYTh BHKOPUCTOBYBATH Yy TPAKTHII OIIHKA
TPYAOMICTKOCTi, JJsl OUIBII TMPOCTUX MPOEKTIB —
TpagMUiHUM, U1 CKIagHMX abo 3 BHUCOKMUM piBHEM
pPU3MKY — IpYyTHH, Ha OCHOBI 3alpoNOHOBaHOI MoOJei
OLIIHKH TPYIOMICTKOCTI TIPOEKTY.

6 OBI'OBOPEHHS

BimpmmicTe  HayKOBHX — IOCHIIKEHb y  cdepi
(opMyBaHHS Ta  OIIHKA BHMOT  TIPOEKTIB  3a
Metogoiorieo Agile mpoexTy mnpucBsdeHi 300py Ta
aHaJi3y BUMOI Ha CTafisx user requirements ta system
requirements, OJHAK MaJl0 JOCHIKeHb NpuaiieHo dasi
presale, ToOTO mepiomy, mepen odiliiiHUM 3amycKOM
NpoLleCYy BUKOHAHHs MpoekTy. OCHOBI MeTOIM, SKi
HaBOAATHCS Ta XapaKTepU3YIOThCs — 11 user story Ta use
case. OIHAK B JITEPATypHUX JDKEpENax He MPOCTEKYEThCS
TEHJCHIIIS 10 (hopMatizalii MUX MiIXOMIB Y MaTeMaTHIHIA
¢dopmar Uit IX NOEAHAHHS B €QUHY MOJENb OI[HKH
TPYJIOMICTKOCTI TIPOEKTY HA eTami IIONEPEIHBOI OLIHKA
MPOEKTY. BiMBIICTE HOCTIMKEHh 30CepeDKeHI Ha CTajil
system requirements TIPOEKTY, TOOTO Ha CTafii ACTaIBHOTO
IUIaHYBaHHS BHMOT JO TIPOAYKTY ULl HOTped KOMaHIH
IPOEKTY, Je¢ Uit (OPMYBaHHA Ta OLIHKH BHUMOT
BUKOPHUCTOBYeThCsl Meron User Story, SKuid TO3BOJISIE
3po0HUTH KOpPOTKHi omuc iyl y ¢opmari BiANmoOBial Ha
MUTaHHA: «XTO, MO 1 HaBIIO poOUTH?». lle moscHeHHS
¢bidi 3 TOUKM 30py KiHIIEBOIO KOPHCTYBaya, HaNpHKIAL,
3a TakuM (hopmarom omucy (e U iHmi gopmarn): AS <a
type of user>, | WANT <some goal> SO THAT <some
reason>.

BuxigHuMu  3MIHHUMH TYT BHCTymae  Ha0ip
chopmoBaHX BHMOT (some goal) Big KopucTyBada (a
type of user) Ha eTarmi user requirements, IO 3aJOBOJBHSE
MeTy KopucTyBada (some reason). Jlammii migxim 1o
OIlCYy BUMOI KOPHCTYyBaya TaKOX BPaxoBYe KpHUTepil
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NpuiHATTS JUis okpemoi User story — me yMOBH, SKi

MOBUHHI OyTM BHKOHaHI, 100 BBaXaTH ICTOPIIO
KOpHCTyBaya  3aBepIIeHOI0. BoHm  nomomararoth
BU3HAYMTH, YU BIANOBIAa€E 1ICTOpiA  KOPUCTyBaua
norpedaMm  KOpUCTyBaya 1 YW  BIJIOBiIa€  BOHA

OUiKyBaHHSIM KOMaHIu po3poOku. Otrxe, Qivya Moxe
ckianatucs 3 omnHiel abo mexinpkox User Story, 3aliekHO
Bifg 1l macmrabiB. lle momermrye poGoTy KomaHIM Ta
BIJMOBIMHUK KOHTPOJb HaJ BUKOHAHHSAM 3aBJaHb
mpoekTy. Kpurtepii mpuiHATTS MOXKHa YTOYHIOBATH SIK
quts koxHoi User story, Tak i ninoi ¢iui. Bubip 3anexxuts
BiJ MacmTaly, CKJIaIHOCTI Ta IeTamizamii 3aBganHs. Taka
¢dopmamizaiisi Ta crpykrypa User story € [I0CTaTHbO
MPOCTOI0 1 3PO3YyMINIOI0 I BCIX CTEHKXONIEepiB Ha
CTajisIx user requirements Ta system requirements
MIPOEKTY.

OnHak, MPOBEACHUI aHaNi3 JITEPaTypHUX JKepea He
BUSIBUB JIOCIIKEHb, sIKi O 3aCTOCOBYBAJIM Takuil (hopmMat
OIMCy BUMOT Ha piBHI presale. Lle mOosSCHIOETBCST BHCOKOIO
TPYIOMICTKICTIO Ta PECYPCOEMHICTIO TaKOi OLIHKH IS
KOMIaHii Ha JaHOMY eTari poOoTH i3 3aMOBHUKOM. Tomy
OUEBU/IHUM CTa€ 3aCTOCYBaHHS IHINWUX MIIXOMIB IS
BHpIIICHHS MTOCTaBJICHOI 3a1adi. B Hamomy mocimimkeHH]
BuOip Oyno 3poOieHO Ha METOAI use case, SIKHi
¢dopmairizoBaHo B MareMaTWYHMI [Ia0JOH JUIS  OLIHKA
TPYIOMICTKOCTI IIPOEKTY Ha €TaIll Ipeceny.

3anpornoHoBaHuil  (opMaNi3M  BIIKpUBAaE€ LIMPOKi
MEPCIICKTUBHY T PO3POOKH OLIBII TOYHUX 1 00’ €KTUBHUX
METOJIB OLIHKKA Ta MAaTEMaTHYHAX MOJENEH, SKi
JIO3BOJISIIOTH INIBUJIKO, TOYHO Ta €()EeKTHMBHO BH3HAYaTH
creHapii TPYJOMICTKOCTI BHUTpPAT IPOEKTY, OCOOJUBO 3
ypaxyBaHHSAM pPH3HKIB pO3pOOKH Ta 3MIHH YMOB
KOpHCTYBaya.

OtpuMaHi pe3ynbTaTu AOCIIKEHHS JEMOHCTPYIOTh
MOTEHI[ia)l 3alpOIIOHOBAaHOI MAaTeMaTHYHOI MOJENi Ui

OUTPII  TOYHOI OIIHKH  TPYIOMICTKOCTI  PO3POOKH
NpOTrpaMHOro  3a0e3leueHHs, 30KpeMa  MOOLIBHUX
noxatkiB. [lopiBHAHHS 3 TpamuLidHUM  METOZIOM,

3aCHOBAaHMM Ha EKCIIEPTHHX OIlIHKaX, BHSBWIO Pl
HiepeBar 3alpolOHOBAHOTO MiAXOAY, 30KpeMa:
— MaTeMaTH4YHa MOJIeNIb yCyBa€ CyO’€KTHUBHICTb,

BIIACTUBY  CKCIICPTHUM  OIIIHKaM, 32 paxyHOK
BUKOPHCTaHHS KUTBKICHHX ITOKa3HWKIB Ta aJTrOPUTMIB
PO3paxyHKy;

—  TaKMM migxig o0 BU3HAYEHHd BHUMOI Ta

TPYAOMICTKOCTI TPOEKTY Ha €Talli MOMepeTHbOI OIIHKI
JIO3BOJISIE BPAaXOBYBAaTH IIHPOKUN CHEKTp (haKkTopiB, IO
BIUIMBAIOTh HAa TPYAOMICTKICTh MPOEKTY, TAKUX SIK 3MiHA
BUMOI, TEXHOJOTIYHI pPU3UKKM Ta  OprasizaiiiiHa
CKJIQJIHICTh PO3POOKH (PyHKIIOHAITY POIYKTY;

—  pe3yJbTaTH,  OTPUMaHi  3a  JIOTIOMOTOIO
3aIllpOIIOHOBAHOI MOJIETi Ha OCHOBI METO/Ay Use case,
JIEMOHCTPYIOTh OIIbII BHUCOKY TOYHICTH IOPIBHSHO 3
TPaIUIIHAM i IXOI0M;

— 3alpOIOHOBaHA MOJEIbh MOXKE
3aCTOCOBaHAa [0 IHIIUX MPOCKTIB,
CTaOUTBHICTH Pe3yIIbTATIB.

HesBaxaroun Ha mepeBary, 3alpoIIOHOBaHa MOJEIb
Mae meBHI  oOMexeHHs.  Hampuknan, — TodHIiCTh
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OyTH IIerKo
3a0e3neuyroun

NPOTHO3YBAHHS 3aJEXKUTh BiJ AKOCTI BXIAHHX JAHHX Ta
MPaBUIIBHOCTI KaniOpyBaHHs Moeni. J{is Ginbin TouHOTO
MPOTHO3YBAaHHsI ~ HEOOXIMHO  MPOBOAMTH  JOAATKOBI
JIOCHI/DKEHHST Ta 30upaTH Oulblni OOCSTM JaHMX IIPO
peasbHi POEKTH.

IlepciekTuBHUMU
IIOCIIIKEHD €:

— Bepudikaliss Mojeni Ha OUTbIIiN BUOIpII NMPOEKTIB
3a TUTIAMH Ta PIBHSIMH CKJIaTHOCTI;

— TepeBipka CTIHKOCTI MOZENi 1O pI3HHUX THIIIB
MPOEKTIB Ta MacmITa0iB, 3aJIC)KHO BiJl pU3HKIB.

3a mpoaHanizoBaHUMU (aAKTOpaMH PH3UKY, IO
HABOJATHCS B JaHINA CTATTi, MPOBEACHO EKCIEPTHY OIIHKY
iX BITMBY Ha TPYAOMICTKiCTh mpoekTy. Ha pucyHky 56
300pakeHi BIINOBIIHA JUHAMIKa MOTEHUIHHUX BTpar
TOJIMH TPYIOMIiCTKOCTI.

3rigHo 3 HaBeACHWM TpadikoM, BTpaTH 4Yacy depes
pi3Hi (aKTOpH PU3UKY CYTTEBO BIUIMBAIOTH Ha 3arajbHY
TPYIOMICTKICTh TpoeKTy. Lle o3Hauae, mo HenepeadayeHi
CHUTYaIli] Ta MPOoOJIeMH, SIKi BUHUKAFOTH ITiJ] Yac peari3amii
NPOSKTY, MOXXYTb MPU3BOAUTH IO 3HAYHOTO 301IBIICHHS
yacy, HEOOXiTHOTO Uit Horo 3aBepiueHHs. OCKIIBKA B
HAIIOMY JOCIHiKEHHI € cTanmii moka3sHuk G Ha piBHI
11067, B momanpuioMy MpOMOHY€ETHCS MIAXOIUTH 0 HOTO
po3paxyHKy audepeHHiioBaHO B  3aJEKHOCTI  Bif
HMOBIPHOCTI HACTAaHHS B KOXXKHOMY OKPEMOMY BHUIAJKY 1
THILY [TPOEKTY.

HalpsiMKaMUn noJaJIbIINX

MopAagkuii Homep barTopy pUaMKy

[ T R ST . V-]

5 10 15 20 25 30
rogvHK TRYACMICTROCT
B OUiHKE MOHIMENX BTRET FO4WH TRPYAOMICTHOCTI NPOEKTY 38 OpraHisauinHumu
BaKTOPaMH PUSKKY

B OUiHKE MOHIMBNX BTRET FO4WH TPYAOMICTHOCTI NPOEKTY 38 TEXH MHMMKM GaKTopamm
PH3HKY

Pucynok 5 — [oka3HUKU MOJIMBUX BTPaT FOAUH
TPYJIOMICTKOCTI 3a ()aKTOpaMH PHU3HUKIB IIPOEKTY

Jis 6inbln TAMOOKOTO PO3YyMIHHSI BIUIMBY PI3HUX
(hakTOpIB PU3UKY HA TPYAOMICTKICTH IPOEKTY HEOOX1ITHO
NPOBOAWUTH TOAANBLII JOCII/UKEHHS Ta CTBOPIOBATH
KUTBKICHI MOJIEII, SIKi JO3BOJIATH MPOTHO3YBATH X PIBCHb
Ta MOBipHicTH HacTaHHs. lle M03BOJMTH OLIBII TOYHO
MIXOANUTH JI0 TUIAHYBaHHS IPOEKTIB, THYYKO pearyBaTu
Ha 3allUTH KOPHUCTYBauiB Ta BUTPAa4yaTH MEHILIE PECypciB
Ha X OIIHKY.

BUCHOBKHA
Bupinryersest akTyanbHa mpodieMa (GopMmyBaHHS Ta
OLIIHKK BUMOT' KOPUCTyBaya B ynpasiiHHi [T-npoekramu
Ha ocHOBi Metony Use Case B Metoosorii Agile.
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HaykoBa HOBHM3HA OTpPUMAaHHX Pe3yJbTATiB MOJATAE Yy
HACTYIIHOMY:

1) Bmepiue 3arnporoHOBAaHO KOMIUIEKCHHH MiJXiA 10
npoGiiemu (GopMyBaHHS Ta OLIHKK BUMOr J0 Agile-
NPOEKTY Ha €Talli IUIaHYBaHHS TPYIOMICTKOCTI MPOEKTY,
mo 0a3zyeTbcs Ha BpaxyBaHHI (hakTOpiB 30BHILIHBOTO Ta
BHYTPIIHBOTO BIUIMBY Ta IOE€IHAaHHI TrpadiuyHuX,
QHANITHYHUX Ta MaTeMAaTHYHHX IHCTPYMEHTIB, 30KpeMa,
JiarpaMH use case Ta KOPHI'YIOUHMX KOeQIili€HTiB, IO
BpPaXxOBYIOTh  CKIAJHICTh  CHCTEMH Ta  BIDIUB
OpraHi3allifHIX Ta TEXHIYHUX PU3HKIB.

2) nmictaB momanmemmii po3BuTOok Meton Use Case
[UIIXOM JeTami3aiil 3a BHU3HAYCHUMH KPUTECPLIMHU
aKTOPIB Ta BapiaHTIB BUKOPHUCTAHHS (USe case) Ha MPOCTi,
cepelHi Ta CKJIaJHI, sIka BUpakeHa 4Yepe3 KoedillieHTH
CKJIQJIHOCTI aKTopa Ta Use case 3 METOIO iX 3aCTOCYBaHHS
i 9ac PO3paxyHKY OJHOTO 3 MOKAa3HHKIB ¢(eKTHBHOCTI
MIPOEKTY — TPYAOMICTKOCTI.

3) Brmepiie 3anpONOHOBAHO MAaTEMAaTHYHY MOJENb
(dopmyBaHHS BUMOT Agile MpOeKTy Ha OCHOBI METOJTY USe
case, pe3ysnbTar SIKOI BUPaXEHO IOKAa3HUKOM 3arajbHOl
TPYAOMICTKOCTI, III0 AO3BOJIIE POOUTH TOUHI PO3PaXyHKH
TPHUBAJIOCTI TIPOEKTYy Ta OyIayBaTH pi3HI CIeHapil
OI0/DKETY 3a PpaxyHOK BHKOPUCTAHHS  KiJIbKICHUX
MOKA3HMKIB Ta alITOPUTMIB PO3PaxyHKY, sIKi BPaXOBYIOTh
Taki (aKTOPH SK: 3MiHA BUMOI 3aMOBHHKA, TEXHOJIOTIYHI
pU3MKH Ta  OpraHizaliiiHy CKJIagHICTh  pO3pPOOKH
(yHKIIIOHATTY TIPOAYKTY.

[lpakTHYHA 3HAYMMICTH JOCTI/DKCHHS TMOJATAaE B
TOMY, 1[0 aBTOPCHKHH MiJXiJ IO BUPIIIEHHS NpoOieMn
¢dopmyBaHHs BUMOr B ympaBiiHHsA IT-mpoexTom, w10
0a3yeTbcsi Ha BUKOPUCTAHHI MAaTeMaTHYHOI MOJE,
JO3BOJISIE OTPUMATH HIBUAKI 1 OUIBII TOYHI pe3yibTaTH
OWIHKH TPYIOMICTKOCTI TOPIBHAHO 3 TpaaWIiitHUM
MIX0JI0M, a TAaKOX JIETKO afalTyBaTHUCh IO 1HIIMX THIIB
MIPOEKTIB, 3a0e3leuyrour CTaOUIBHICTh  pe3yJIbTaTiB.
[IpoBenenuit po3paxyHOK WINTBEPAMB JOLUIBHICTD il
3aCTOCYBaHHS Ha MPUKJIAAI MOOUIEHOTO A0AaTKy Ha 16%

€KOHOMIi TpYMOBHTpAT, a OTXE 3AaTHICTh JOCSTaTh
O1b110T €pEeKTHBHOCT!I.
[epcnekTnBHUMHU HanpsIMKaMu TOJAIBIINX

JOCITIDKCHb € TepeBipKa CTIHKOCTI MOJENi 0 Pi3HUX
TUMIB TPOEKTIB Ta MaciuTadiB, 3aJIE)KHO BiJl BIUIUBY
PHU3UKIB.
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PoGora migTpyMaHa — Jep)KaBHUM  YHIBEPCHUTETOM
«Kutomupchka — moniTexHika». [ OcmuoroBipHa — Tema:

«PexomeHallii 10710 yIOCKOHAICHHS BEO-CTOPIHOK CaiTy
deps.ua» (peectpartiiiauii Homep: 0123U102487).
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ABSTRACT

Context. The article considers the role and process of forming user requirements based on the Use Case method in
assessing the complexity of an Agile project at the stage of preliminary assessment by the company’s management. Since the
mid-70s, it has been known that errors in requirements are the most numerous, expensive, and time-consuming to correct in
projects. In this regard, the importance of requirements management in IT projects using modern technologies and methods
for their formation and evaluation is increasing.

Objective. Formation and evaluation of user requirements in IT project management based on the Use Case method and
their impact on one of the project performance indicators at the planning stage, particularly labor intensity.

Method. The article proposes a new author’s approach to the formation and evaluation of user requirements in Agile
projects, taking into account the impact of risks and system complexity assessment based on the Use Case method, and as a
result of the study and proposals to achieve this goal, a mathematical model for estimating project complexity is proposed.
The mathematical template of the model allows us to consider additional variables that may affect the project, such as the
number of user levels, available functionality, and technical and organizational risks. It is flexible and can be adapted to the
different needs of a particular project, which aligns with the principles of the Agile methodology. The number of components
in the formula can be changed to take into account the importance of different variables or expanded to take into account
additional variables that may affect the project.

Results. A mathematical model for estimating project complexity based on the use case method has been developed and
tested using the example of a mobile application, which contains a set of initial data for product development and constraints
on changing user requirements and organizational and technical risks. The proposed mathematical model allows you to
quickly, accurately, and efficiently determine scenarios of project labor intensity of various types and levels of complexity and
can serve as an effective tool for making management decisions. A mathematical model for estimating project complexity
based on the use case method has been developed and tested using the example of a mobile application, which contains a set
of initial data for product development and constraints on changing user requirements and organizational and technical risks.
The proposed mathematical model allows you to quickly, accurately, and efficiently determine scenarios of project labor
intensity of various types and levels of complexity and can serve as an effective tool for making management decisions.

Conclusions. The general findings obtained after analyzing the methods of forming and evaluating user requirements in
Agile management are as follows. At the work planning stage, based on an expert assessment of each functional requirement,
the primary project evaluation model has been replaced by a more modern and complex one based on the use case method and
considering changes in user requirements and other product development risks. The new model uses graphical, analytical, and
mathematical tools, including a use case diagram, adjustment factors considering the complexity of the actor and use case,
and factors considering organizational and technical risks. As a result, we get a mathematical format for calculating the
project’s complexity. This approach allows us to adapt to different types of projects quickly. With the correct initial data
definition, the model will enable us to obtain reasonably accurate estimates early in project planning. The practical results of
the study demonstrate the potential of the proposed mathematical model, which can be logically continued by verifying the
model on a larger sample and assessing its resilience to different types of projects and risks.

KEYWORDS: user requirements, IT product, Agile project, User Story, Use Case, mobile application.
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YK 004.62

3ACTOCYBAHHSA BIHAPHOT'O JEPEBA IMTOIIYKY 3 ®IKCOBAHOIO
BUCOTOIO IJIsA IPUCKOPEHHS OBPOBKHN O/THOBUMIPHUX
MACHUBIB

IInoptbko O. B. — kaHja. TeXH. HAayK, JIOLEHT, JOUCHT Kadenpu iHPOPMALIIHUX CUCTEM Ta OOYHMCIIOBAJIBHUX Me-
toniB [IBH3 «MixHapogHuii eKOHOMIKO-TyMaHITapHUIA yHIBepcUTET iMeHi akanemika Crenana Jlem’siHuyka», PiBHe,
VYkpaina.

Bomb6a A. SI. — n1-p TexH. Hayk, npodecop, nmpodecop Kadeapu KOMIT'IOTEPHUX HAyK Ta MPUKIAIHOI MaTeMaTHKH
HanionanbHOTro yHIBEpCHTETY BOJHOTO I'OCIIOIAPCTBA Ta IPUPOJOKOPHCTYBaHHs, PiBHe, YkpaiHa.

AHOTANIA

AxTyanbHicTh. Ha cborosiHi 1uist mpucKOpeHHs MOUIyKY, COPTYBaHHS Ta BiJOOPY €JIEMEHTIB MACUBIB IHPOKO BUKOPHCTOBYIOTh-
cs1 OiHapHi JepeBa mouryKy. Asie 004YHCIIIOBaIbHA CKIIAJHICTh MONIYKY 3 BUKOPUCTAHHAM OiHAPHOTO JepeBa MPOMOpIiiHa foro Bu-
COTI, 5IKa, B CBOIO YEPry, 3aJICKUTh BiJl TIOCIITOBHOCTI OTPAIIOBaHHs €JIEMEHTIB MacHBY. J[s 3MEHIICHHSI BUCOTH JepeBa Mepioand-
HO BHUKOHYIOTh HOT0 OalaHCYBaHHS, K€ € TPHUBAIHM IPOLECOM, TOMY PO3pOOKa albTepHATUBHHUX CIHOCOOIB KOHTPOIIO 32 BUCOTOIO
GiHapHOTO JiepeBa € Ha CbOTO/IHI aKTyaJIbHUM HAyKOBHM 3aBJaHHSIM.

Meta. Po3poOka MpUHIUIIIB Ta BiAMOBIAHUX aNrOpUTMIB GOpMyBaHHS Ta BUKOPUCTaHHS GiHapHOTO JepeBa 3 pikCOBaHOIO BHCO-
TOIO JUISL IPUCKOPEHHS ITOLTYKY €JIeMEeHTa B MACHBI Ta BU3HAYEHHSI IOBIIBHO] /-1 MOPSIKOBOI CTATUCTHKH, 30KpeMa, Me[iaHi MacuBy.

Metoa. B nociipkeHHi 3alipONOHOBaHO BCTAHOBIIOBAaTH (pikCOBaHY BHCOTY OIHapHOIO JepeBa IOIIYKY Ha OAWHHIO OiIBIION0
BiJl MiHIMAJIbHO MOXJIMBOI BUCOTH OiHAPHOTO AepeBa Ul PO3MIILCHHS BCIX €IEMEHTIB MacHBY, a/Ke 301IbLICHHS (hiKCOBaHOI BHCO-
TH NPU3BOIUTH JI0 3aHBUX BUTPAT OIEPATUBHOI I1aM’sTi, a 3MEHIIEHHS — CIIOBLIbHIOE MoAUdikauii nepea. PopMyBaHHS TaKHX Je-
peB nozniGHe 1o OanaHCyBaHHS JEpeB, aje, HA BiIMIHY BiJ HbOTO, pEKYpPCHBHE MEPEMIIIEHHS BY3JIiB Y HUX BUKOHYETHCS JIIIE TOI,
KOJIM BiJTIOBiJHE MiAepeBO 3aloBHEHE MOBHICTIO. [ GiHapHOTO AepeBa MOMIYKY 3 (iKCOBAaHOK BHCOTOIO OTEpPAaTHUBHA ITaM’ATh
BUJUTAETHCS OJMH pa3 IIpH HOTo CTBOPEHHI — Bifjpa3y IiJ] BCi MOXJINBI By3/IM OIHApHOTO JiepeBa 3a7aHoi BHcoTH. Lle nae 3Mory yHH-
KHYTH OIlepariiii BUIUICHHS Ta 3BITbHEHHS TaM’ATi MiJI KOXKEH BY30JI iepeBa Ta 30epiraTu 3Ha4eHHs By3/IiB B OJHOBUMIpPHOMY MacHUBi
0e3 BUKOPHCTaHHS BKa3iBOK.

PesyabTaT. Hami excrieppuMeHTH HOKa3ajH, IO JUIS IPUCKOPEHHS MOIIYKY €JIEMEHTIB Ta BU3HAUCHHS i-THX HMOPSAKOBHX CTa-
THUCTUK YacTO 3MiHIOBAaHMX HEBIOPSAKOBAHMX MACHBIB JOLIJIBHO TOAATKOBO (popMmyBaTH OGiHapHe AepeBO MOIIYKY 3 (iKCOBaHOIO
Bucororo. J{is iHimianizamii nboro Aepesa JOLUUIBHO BUKOPUCTATH BiJICOPTOBAHY KOIMIIO KITIOUIB €IIEMEHTIB MacuBy, a HE BCTABIIATH
ix moyeproBo. BuxopucTtanus OiHapHOTO AepeBa 3 (iKCOBAHOI BHCOTOIO MPUCKOPIOE, HANPHKIAL, TOIIYK MEOiaH TaKUX MAacCHBiB
OUTBII HIX B 7 pa3iB BIJHOCHO METOIY IBOX OIHAPHUX IMipaMiJ Ta JOAATKOBO MPHUCKOPIOE MEPEPO3NOIIT CTUCHYTUX JaHUX MiXK MO-
mu¢ikoBannmu DEFLATE-0OokaMu B mpomeci Iporpecyroduoro iepapxiqHoro CTUCHeHHs 6e3 BTpaT 300pakens Habopy ACT B ce-
penHboMy Ha 2,92%.

BucaoBkn. [ BU3HAUEHHST Me/iaH YU {-THX IOPSIKOBUX CTAaTUCTHUK OKPEMHUX HEIIOB’S3aHUX MAacHBIB Ta IiJIMAacUBIB 3aMiCTh
BIJIOMHX METOIB COPTYBaHHS JOLIIBHO BUKOPUCTOBYBAaTH po30ouTTs Hoare 3 0OMiHOM Ha BEJIMKHX BiJICTaHSX, OCKUIBKU BOHO TIepe-
CTaBJISI€ JIMIIE OKPEMi €JIEMEHTH, a He BIIOPS/IKOBYE BECh MACHB IIOBHICTIO. 3 METOI0 BH3HAYEHHS MeJliaH IOCIiZOBHOCTI BKIAACHUX
iJMacuBiB, BIIOPAIKOBAHHX 32 3DOCTAHHSAM IX JIOBKMHH, BAPTO 3aCTOCOBYBATH METOJl IBOX OiHApHMX MipaMil, aJPKe BOHH OPi€EHTO-
BaHi Ha LIBUJIKE TOMOBHEHHS HOBUMH eJleMeHTaMu. J[Jisi 3HaXOJDKEHHS ME/liaH YH i-THX HOPSIKOBHX CTATUCTHK ITICJIS 3MiH Y BHIIIY-
YeHb €JIEMEHTIB HEBIOPSIIKOBAHOTO MAaCHBY JOLIJIBHO BUKOPHCTATH OiHApHE AEPEBO MOIIYKY KIIOYiB €JIEMEHTIB MacHBY 3 (pikcoBa-
HOI0 BHCOTOIO, OCKUIBKH Take (iKCYBaHHS 3amo0ira€ HEKOHTPOJIHOBAHOMY 3POCTAHHIO KITBKOCTEH oOIepaliiii MOpiBHSHHS Ta Ja€
3MOTy 00pOOIATH JIepeBO 0€3 BUKOPHCTAHHS BKa3iBOK.

KJIIOYOBI CJIOBA: copTyBaHHS MacHBiB, MeiaHH MacHBY, METOJ] ABOX OiHapHMX IMipamix, OiHapHE JepeBo MOUIyKy 3 (ik-
COBAHOI BHCOTOIO.

ABPEBIATYPH
ACT — Archive Comparison Test, TecroBuii HaGip 30-
OpakeHb;
BST — Binary Search Tree, 6iHapHe IepeBO MOLIYKY;
RAM — Random Access Memory, onepaTHBHa
nam’siTh;
B/l — baza Jlanux.

HOMEHKJIATYPA
countHBlock — o9aTKOBa KUTBKICTh PE3YIBTYIOUUX
610kiB KokHOTO MoaH(ikoBaHoro DEFLATE-Gmnoky;
countLevelTree — xinbkictb piBHIB BST 3 ¢ikcoBanoro
BHCOTOIO;
countLeft; — KiTbKICTh 3aIIOBHEHUX BY3JiB 3J1iBa IS i-
ro By3na BST;
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countRight; — KITbKICTh 3alIOBHEHUX BY3JIiB CIIpaBa
s i-ro By3na BST;

countSub; — KUIbKICTh CTBOPEHUX i AMOPSAKOBAHUX
BY3JIiB 3J1iBa 1 cripaBa jyis i-ro By3na BST;

indexArray — iHIEKC eIEMEHTa B MAaCHBI JIJIs By3J1a
BST;

indexDel — iHAEKC eleMEHTA JJIsl BUITYYCHHS 3 BiJICOP-
TOBAHOT'O MACHBY KITIOUIB;

indexInsert — iHIEKC eIIEMEHTA JJIsI BCTABKH Y BiZICOP-
TOBaHUI MACUB KIIIOYiB;

log(N ) —norapudm yrcia N 3a OCHOBOIO 2;

N — KiJIbKICTh €JIEMEHTIB BXiJHOT'O MaCHBY;
tree; — i-i By3os BST 3 ¢ikcoBaHOIO BUCOTOIO;
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indexLeft; — iHIEKC MiAIOPSIIKOBAHOTO By3Jia 3J1iBa
Jutst i-ro By3na BST;

valueArray — 3HAUCHHSI €IEMEHTA 3 MAaCHBY JJIsI By3Ja
BST;

valueNode — cTpykrypa By3na BST;

X —BXIiIHHI MacuB JJisl COPTYBaHHS,

X; — i-¥ €JIeMEHT MacuBy X IJIs COPTYBaHHS,

Y, —i-}i eneMeHT OCIIiI0BHOCTI HENEPEePBHUX IIiAMa-

CHBIB, BIOPSAIKOBaHUX 3a 3pOCTAHHAM JOBXKHHHU, KUl
MICTUTb €IEMEHTH 3 X, IO €NIEMEHT X; ;

Z, — i-11 eNeMeHT NOCIIiTOBHOCTI HeePepBHUX il

MAacCHBiB, BIIOPAAKOBAHUX 34 CHaJaHHAM JOBXUHH, SIKHH
MICTHUTB €I€EMEHTH 3 X, IO €JIEMEHT X; .

BCTYII

Sk BiIOMO, Ha CHOTOJHI JUI TPHCKOPEHHS IOLIYKY,
COPTYBaHHs Ta BiIOOPY €JIEMEHTIB MacHBiB IIHPOKO BH-
KOPHCTOBYIOThCs OiHapHi aepesa mnomryky (BST) [1]. Ha-
rajlaéMo, 10 TaKe JEPEBO — II¢ MOB’SI3aHHUN AIUKITIIHIHA
opieHTOBaHMH Tpad, SKUH CKIANAETBCS 3 KOPEHEBOTO
By3Jla Ta JIBOTO 1 MPaBOTO MiJJiepeB, IO HE IMepeTHHa-
I0TBCS MK coboro [2]. B koxHOMY BY37i IepeBa Mic-
TUTBCSL KIIOY, SIKUM CKIIagaeThes 31 3HAUCHHS OIHOTO 3
€JIEMEHTIB MacHBy Ta iHJIEKCA IIbOTO €IEMEHTa B MAacHBI.
3niBa Bixg KokHOTO By3nma BST MicTsaThCA By3nH 3 MeH-
IIFMH, a CIIpaBa — 3 OUTBIIMMU 3HAUYEHHIMH KJrodiB. Take
JIEpeBO Jja€ 3MOTY peajli3yBaTd aHajor OiHapHOTO MOIIy-
Ky 3aMICTh JIHIHHOTO, a/pKe MICIsl MOPIBHSIHHS KIIOYa
MOLIYKY 3 KIIFOYEM YeproBOro By3Ja Liei Mpolec pexyp-
CHBHO TIIPOJIOBXKYETBHCS B OTHOMY 3 JIBOX HAIPSMKIB (31i-
Ba YM CIIpPaBa), a BY3JIH B IHIIOMY HaNpsIMKY BiIKHIAIOTh-
cs [2]. Tlpuanumu oOpoOKH €IEeMEHTIB MacHBY 3a JIOIO-
Moroto BST mmpoko BUKOPUCTOBYIOTBCS B iHIEKCax Ta0-
s BT [3; 4].

OOuncmoBanbHa CKIAIHICTh IOIIYKY 3 BUKOPHCTaH-
M BST npomopuifina #oro BucoTi [1], sika, B cBOIO 9ep-
Ty, 3aJISKATh BiJl MOCIIJOBHOCTI OIpPAIIOBAaHHS €JIeMEH-
TiB MacuBy npu (GopMyBaHHi i BcTaBui By3niB. Tomy uis
3MEHILICHHS! BUCOTH JIepEBa MEPIOJMYHO BUKOHYIOTh HOTO
OanancyBanHs [2], ske € TpuBanuM mporecoM. OTxe,
pO3po0Ka ANTOPUTMIB JIJIsi ABTOMATHYHOTO MMiITPUMYBaH-
HS BHCOTH JIepeBa, OJU3BKOI 10 MIHIMAIBHOI, € Ha ChOTO-
JIHI aKTyaJIbHUM HayKOBUM 3aBIaHHSM.

BinapHe nepeBO MOIIYKY TakoX Ja€ 3MOTY IIBUIKO
BiOHAWTH HaliMeHIIlE YH HaAHOIIbIIe 3HAYEHHS B MACHBI,
Ha SIKi BKa3yIOTh, BIAIIOBIIHO, HAMIIBIMNN 4K Haimpasi-
IV BY30JT IepeBa BiTHOCHO #oro kopeHs. [lopsn 3 mum,
OiHapHE JepeBO IMOIIYKYy HECYTTEBO MPUCKOPIOE MOMIYK
JOBUTBHOI i-1 MMOPSAAKOBOI CTATUCTHKH, 30KpeMa MeliaH’
MacuBy [5], amKke 1€ 1epeBO BIOPSIAKOBYE €IEMEHTH, aje
HE BKa3ye MICIe KOKHOTO €JIeMEHTa y BiICOPTOBAHOMY
MacHBi. 3HaueHHs 3a3HadyeHoro Hemoiiky BST He Bapro
HEJIOOLIHIOBATH, a/)KE€ Ha CLOI'OJHI B CTATUCTHUII Ta COIli-
oJIoTii JUI aHaNlizy psAy BEIWYMH 3aMICTh CEpEJHBOTO
apu(pMETHYHOT0, MiHIMAIBHOTO YH MaKCHMAJILHOTO 3Ha-
YEeHHs cepell BCIX HOTro eNeMEHTIB BCE IIMpIIE BHKOPHUC-
TOBYIOTH caMe Horo MesiaHy (BEIWYHHY, IO PO3TAIIOBA-
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Ha BCEpe/IMHI Psily BEIMYUH, PO3MILICHUX Y 3pOCTAI00-
My abo cmaJHOMY TOpsIKY). MemiaHa IUIMTH psJ 3HA-
YeHb O3HAKH Ha JIBi PiBHI 4acTWUHH [6; 7], TOMY 1UIsi MacH-
BiB 3 HEMAapHOI0 KUIBKICTIO E€JIEMEHTIB — II€ 3HAYCHHS
LEHTPAIBHOTO eJIEMEHTa, a 3 MapHOI0 — cepetHE apudme-
TUYHE JIBOX IECHTPAIBHHUX EJIEMEHTIB, SKIIO EJIEMEHTH
MacuBy BiJICOpTyBaTu. EneMeHTH MacuBy MOXYTb 3Mi-
HIOBATHCS 3 4acoM 1 Iopasy (OpMyBaTH BiCOPTOBaHY
KOITi}0 MacUBY UM MPOXOAUTHUCS TI0 YaCTHHI HOro eneme-
HTIB /7151 3HAXOJ/DKEHHS MeliaHu abo i-1 MOPSIKOBOi cTa-
TUCTHKH HenouiapbHO. CaMe TOMYy IMpPHUCKOPEHHS BH3HA-
YeHb i-i TOPSIKOBOI CTATHCTHKH 3arajoM i MeIiaHdh Ma-
CUBY 30KpeMa, B TOMY 4Hchi 3a gomomoror BST, Tex €
Ha ChOTO/IHI aKTyalbHHM HayKOBUM 3aBJIaHHSM.

Otmxe, 00°€KTOM LILOr0 AOCTIMKEHHSI € MEXaHi3MU
(opMyBaHHS Ta BUKOPUCTaHHS OiHApHOTO JiepeBa IOIIy-
Ky JUIS TIPUCKOPEHHS O0OpOOKM OJHOBHUMIPHHX MAcCHBIB.
IIpeameTom mocaimkeHHsi € 3acodu peasnizanii Ta BUKO-
pucTaHHS OiHAPHOTO JepeBa MOMIYKY 3 (piKCOBAHOKO BH-
cororo. Mera mocjigKeHHs — po3poOKa MPHUHITUIIB Ta
BIMIOBITHUX ANTOPUTMIB (QOPMYBaHHA Ta BHKOPHCTaHHS
OimapHOTO nepeBa 3 (DiKCOBAHOIO BHCOTOIO ISl IPHUCKO-
PEHHS IOIIYKY eJeMEeHTa B MacHBi Ta BU3HA4YEHHA i-{ 1mo-
PSIKOBOI CTaTHCTHKH, 30KpeMa, MeJliaH! MacHBY.

1 IOCTAHOBKA 3AJIAUI
Hexait noTpiOHO BifgHAiTH MeaiaHy BXiJHOTO MacHBY

Xz(xo,xl,...,xN_1> 3 N enementiB. O4yeBUIHO, 11O B

mporieci BU3HAYCHHS MEIiaHW OBEIETHCS BHKOPHUCTOBY-
BaTH TOJATKOBY I1aM’SITh IJISi COPTYBaHHS €JIEMEHTIB KO-
mii MacuBy 4M 30epiraHHs JUHAMIYHHAX CTPYKTYp (mipa-
Miz, OiHapHOTO NepeBa) mo0 He CIOTBOPUTH ITOYATKOBHHA
MacuB. 3pO3yMiIO TaKOX, IO JJIs BU3HAYCHHS MEIiaHH
MacuBY MOXXJIMBO BHKOPUCTATH CTaHJAPTHUI METO] COp-
TyBaHHS OOOJIOHKM MOBH IpOTrpaMyBaHHs (HaIrlpuKiaj,
g C# [8] — ne meton Array.Sort()) ui OJUH 3 HIBHUIKUX
METOJIB COpPTYyBaHHA [9] Ta 00paTH eIIEMEHTH, SIKi MiCIIs
IILOTO ONMUHSATHCS MOCepeInHi. AJle Take BU3HAUCHHS Oy-
JIe TPUBAJIHMM, OCKUTBKH TIiJl YaC COPTYBaHHS OyIyTh BIO-
PSAOKOBYBATHCS BCi €JIEMEHTH BXIJHOTO MAacHBY, a HaM
MOTPiOHO JHIE Mi3HATHCS, IKi 3HAYCHHS OMUHATHCA ITiC-
TS COPTYBAHHS mocepennHi. Mu npoaHainizyemo edektu-
BHICTh PI3HMX METOJIIB BH3HAUCHHS ME/AiaHU MacHBY HE
JIUIIE OAHOKPATHO, a ¥ MICJI TMOCHiJOBHOI 3MiHH KOXKHO-
TO eJIEMEHTa.

Jocainumo TakoX eQEKTHBHICTh PI3HUX METOIIB LIS
BU3HAYCHHS! MeJ[iaH BIIOPSIKOBAHOI 3a 3POCTaHHSIM JIOB-
SKUHHA IOCJII JOBHOCTI HEeNepepBHUX i MacuBiB
Y, = <x0,x1, ,x,-,l,xl»> , i=0,N—1, e HacTynHuH mia-
MacHB OTPUMYETHCS 3 IIONEPEAHBOTO MiJMacuBy 3a JI0-
TIOMOT'OI0 JIONOBHEHHSI HOro HOBUM eneMeHToM. O4eBna-
HO, II0 BH3HAYCHHS MEIiaHU YEProBOTO ITiMACHBY IIPH-
CKOPHUTHCS, SIKIIIO BUKOPUCTATH BIIOPSAKOBAHI JJaHi TOIe-
PEIHBOTO MiAMACHBY, JONOBHUBIIH iX HOBHM €JIEMEHTOM,
1 TYT e(eKTUBHUMH MOXKYTh BUSBUTHCS 1HIIII METOJH, HIK
JUTS BU3HAYCHHS MeliaH! MacHuBY X.

Kpim mnporo, mpoaHanizyeMo e(eKTHUBHICTb Pi3HHX
METOJ[IB MPUCKOPCHHS OOPOOKH CJIEMCHTIB MACHBIB IS
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noaibHoi n0 Y; HOCHIIOBHOCTI BKJIAAE€HHMX IiJMacHBIiB
Z; = (X0, X1, ., X;_1,%;), i=N—1,0, BIOpAIKOBaHOI 3a

CHaNaHHIM 1X TOBXWHH. TyT HACTYITHUH HiAMACUB OTPH-
MY€ETBCS 3 TONIEPETHHOTO 3a JOMOMOTOI0 BIUTYUSHHS HOTO
OCTaHHBOTO eJeMeHTa. Taki MOCIiJOBHOCTI BHKOPHCTO-
BYIOTBCSI HAMH B TPOIIECI MPOTPECyIOUOro 1€papXiqHOro
CTHCHEHHS 300paxkeHb 0e3 BTpart [10], mig yac skoro mic-
JIsl KOYKHOTO BHJIYYCHHS MaKCUMAaJIbHOTO €JIeMEHTa Macu-
BY IlI¢ i 3MIHIOIOTBCSI 3HAYCHHS JIBOX IHIIUX HOTO eneMe-
HTIB, 1[0 IPHU3BOJMTH J0 MOAU(DIKAIii OB’ A3aHUX IHHA-
MIYHHX CTPYKTYP.

2 OIJISIA IITEPATYPU

Ha mpaxTwmi ans BU3HAYCHHS MeIiaHW MAacHBY Haii-
yacrime 3acTocoByOTh po3outts C. A. R. Hoare [11].
Ieii meTon nmie 3a mpuHIUIOM «Po31insii 1 Bomogaproin»:
cepell EIEMEHTIB KOIii MacuBYy OOMPAETHCS OMOPHHMN
€JIEMEHT 1 BCI €JIeMEHTH, He OLNbIII 32 HbOTO, MepeMilily-
I0TBbCS B MacCHBI JTiBillIe BijJ IbOI'O €IEMEHTa, a He MEHIIIi
— mpagiue. SIKIIO micis IepecTaHOBOK OMOPHUIT eJIeMEeHT
OIIMHMBCS MOCEPEIMHI MacUBY (JIs1 MacUBIB 3 HENIApPHOIO
JIOBXKUHOIO) YU B OJHIA 3 HEHTPAIBHUX MO3MIINA (s
MACHBIB 3 TAPHOIO JOBXKHHOIO), TO OOYHCITIOIOTE MEiaHy
MacuBY 3 Yy4acTIO I[bOTO OIMOPHOTO elieMeHTa. [Hakie,
SIKIIO OTIOPHHI €IEMEHT BHUSIBHBCS TpaBillie Bill LEHTPY,
TO aHAJIOTIYHO MPOJOBXKYIOTH PO30OUTTS JIiBillle BiJl HHOTO.
B nipoTuiiexxHOMY BHIMAAKY BUKOHYIOTH PO30UTTS ejeMe-
HTIB, PO3MIIIEHUX CTpaBa Bij omopHOro emementa [1].
EnemenTtn, po3mimeni 3 iHIIOro 60Ky Bif OMOPHOTO ele-
MEHTa, Ha BiJ]MiHY BiJl IIBHJKHX QJITOPUTMIB COPTYBaHHS
[11], Hamayi He aHANI3YIOTBCS, TOMY CepelHs OOYUCIIIO-
BaJlbHA CKJIAJHICTh TAKOTO aJTrOPUTMY IMONIYKY MeEIiaH
MEHIlIe O(N x log(N )) Ha cporozani Takox po3po0ieHi

1HIIII METOJM MOIIYKY MEeIiaH!u MAacHBY, SIKi MalOTh TE€Ope-
THUYHY OOYMCIIOBAJbHY CKJIAIHICTH MOPSIKY O(N ) [1],

aJle Ha TpaKTuLi iX peamizamii BHABJISAIOTHCS HabaraTo
CKJIamHIIMMH Big po3outTs Hoare. Bei i meromu opieH-
TOBaHI Ha OJHOKPATHHH TOIIYK MEIiaHHU i Pe3yNbTaTH iX
pO0OTH HECYTTEBO BILUIMBAIOTH HA MPHUCKOPESHHS HACTYII-
HUX TIOIIyKiB MeMiaH TICIsi 3MiHM 3HA4YeHb EJIEMEHTIB
MAacHBY.

3 inmoro Ooky, po36utts Hoare He 3aBxmom € Ha-
WIIBHIIAM BapiaHTOM JUIS TONIYKY ME[iaH ITiIMAacHBiB.
Hanpuknan, a7t BHOPSIKOBAHOT 3@ 3pOCTAHHSIM JTOBXKUHHU
HOCJIIOBHOCTI HENEPEpBHUX MiAMAcUBIB Y;, sKi Ha I0O-

YaTKy MICTSTh OJTHAKOBI €JIeMEHTH, Haile(peKTUBHIIINM €
MeToJ ABOX OiHapHuX mipamix [12]. Leit meron mocmimo-
BHO (OpMyE€ IBi ipaMil OTHAKOBOTO PO3MIpY, IPHIOMY
Tepira 3 HAX — He3pOCcTaroya, MiCTUTh MEHII eJIeMEeHTH
BXIJHOTO MacHBY, a JApyra — HecClagHa, MICTUTh OiIbI
eneMeHTH. ToMy MeIiaHM BKJIaJI€HUX IiIMacHBiB 004MC-
JIIOIOTBCS TYT JIMIIE 32 JONOMOT'OI0 BEPUIMH LUX IMipamij
i, MOXKJIMBO, YEProBOTO €JIEMEHTa, SKIIO BiH Ilie HE Mae
napH 1 He BKJIFOUeHUH B mipamigu. MeroJ A1BOX OiHapHHX
mipamiz OpiEHTOBAaHMH CyTO Ha INOLIYK MeiaH ITiMacH-
BIB 3 IIOCJIIZOBHHUM 30UIBIIEHHIM KUIBKOCTI IX €JIEMEHTIB
1 Hee(h)eKTUBHUI NPHU YacTUX 3MiHAaX 3HAYCHb EJIEMEHTIB
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MacuMBy YM Ul BH3HA4YEHHs JOBUIBHOI i-I MOPSIKOBOT
CTaTUCTHUKHU.

JI1s1 BU3HAYEHHS TOCIIJOBHOCTI MEMiaH Yd i-THX IO-
PSIKOBHX CTaTUCTUKH BXIJHOTO MacuBy X Micisl KOXKHOT
3MiHM 3HaY€Hb HOTO €JIEMEHTIB Ha MPaKTHI[I BUKOPUCTO-
BYIOTh BiJICOPTOBAaHMH MacHB KIIOYIiB €JIEMEHTIB MacuBy,
B SKWH CHHXPOHHO BHOCSATH 3MiHU 3 BHKOPHCTaHHSM Oi-
HapHOTO motryKy [9] 3a Takum anroputmowm [12]:

1. BimnaifTu y BiICOPTOBAaHOMY MacHBi KIFOUiB OiHa-
PHEM TIOIIYKOM I1HIEKC KIIF0Ya IOTIEPEeIHBOI0 3HAYECHHS
eJIeMeHTa BXiJHOTO MacHBY Ta 3allMCaTH HOTO Yy 3MiHHY
indexDel,

2. BigHaiitn y BificOpTOBaHOMY MacuBi KiIIOYiB OiHa-
PHHM TOLIYKOM 1HJEKC KJIFOYa, OLIBIIOro 3a KoY HOBO-
ro 3HAa4YeHHS eJieMEHTa BXIJHOTO MacHBY Ta 3allHcaTd
Horo y 3miHHY indexInsert;

3. Sxmo indexinsert > indexDel, TO mnepemicTHTH
KJroui 3 mo3uii indexDel+1 no no3unito indexInsert-1 Ha
OJIMH CIIEMEHT BIIiBO Ta BCTABUTH KIIFOY HOBOTO 3HAYCHHS
elIeMEeHTa y BICOPTOBAHWN MAacHWB KIIFOYIB B TO3HIIIIO
indexInsert-1;

4. Tnaxmie mepeMicTHUTH K04l 3 mo3ulii indexDel-1
o TO3MWIiIo indexInsert Ha OAWH €JIEMEHT BIPABO Ta
BCTaBUTH KIIIOY HOBOT'O 3HAYEHHS €JIEMEHTa y BiJICOPTO-
BaHUI MaCHUB KJIIOUIB B TO3UILIIO indexInsert.

[pukian CHHXpPOHHUX 3MiH MacHUBY KJIFOUIB JUIS BXif-
HOro MacuBy X HaBeleHO Ha puc. 1. Jns crnpoiueHHs B
MacHBi KJIIOUiB TYT HaBE/EHI JIMIIE BiJICOPTOBaHI 3HAUCH-
Hs eJIeMeHTIB 0e3 iX 1HAEKCIB y BXiJHOMY MacCHBi, OCKiJIb-
KM BOHHU YHIKaNbHI. Y BUNAIKy 3aMiHU eleMeHTa 18 Ha
60 y BiZcOpTOBaHOMY MaCHBI KITFOYiB CIIOYATKY ITYKA€Th-
csi IHACKC TIONMEPEAHBOTO 3HAUCHHS KiIroda (3MiHHA
indexDel), OTIM — iHIEKC OIBIIOTO KJIIOYa Bija KIrOUa
HOBOTO 3Ha4YeHHs (3MiHHA indexInsert), nami KIo4i 3 MO-
3umii indexDel+1 mo mosuuito indexInsert-1 mepemimnty-
JOTHCS HA OJMH €JIEMEHT BJIBO, IIICIS YOTO B ITO3HIIIO
indexInsert-1 BCTaBISE€THCS HOBE 3HAUCHHS Kiroua (60).

X [44]55] 1242944860 6 | 67 ]

keyx | 6 [ 12 18 |42 [44 ] 55 | 67]94]
=5 =
indexDel indexInsert

Pucynok 1 — 3miHN y BiIcoOpTOBaHOMY MacHUBi KIIFOUiB
JuIst MacuBy X=<44, 55, 12,42, 94, 18, 6, 67>
Ticiist 3aMiHu enemMeHTa 18 Ha 60

BincopToBanmii MacuB KIIIOYIiB JJa€ 3MOTyY Bifpa3y BH3Ha-
9UTH OYyJb-SIKY i-Ty TOPSIIKOBY CTaTHUCTHKY, XO4a i BU-
Marae MOBCSIKYACHOTO MEPEMIIICHHS KIFOYiB MK MMO3HIIi-
SIMU BUJIJICHHS Ta BCTaBKU. SIk 3a3Hauanocs B [12] 1 Oyae
MIATBEPIXKCHO B Il CTaTTi, MEPEMIIICHHS CIICMCHTIB
JIAIIE MK IIUMH TO3ULISIMH, a HE ABIYl BiJ KOKHOI 3 IIMX
MO3MIIHA IO KIHISI MacHBY, CYTTEBO NPUCKOPIOE BU3HA-
YCHHSI MOPSIIKOBUX CTATUCTHUK.

VY wmiit cTarTti MU JeTani3yeMo HOBUI METOJA BH3HA-
YEeHHS I-X TMOPSIKOBUX CTATHCTUK MAaCHBIB Ta IMiJMaCHBIB
3a ponomororo BST 3 ¢ikcoBaHO BHCOTOIO Ta JAOCIIIHU-
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MO #oro eeKTHBHICTh Ul BU3HAaYeHHs MeliaH. Brepiie
ueil merozn OyB mpencraBieHuid Ha kKoH¢pepenuii [13]. B
il mpami MM BHKOPUCTAEMO JAaHWH METOJ TaKOX JUIs
TIPUCKOPEHHsSI OOpOOKH €JIEMEHTIB OJHOBHMIPHHUX BKJIa-
JICHUX BITOPSIIKOBAHUX 32 CIaJIaHHSAM JIOBKMHU MacHBIB

Z; B IpoLeECi MPOrpecyrvoro iepapxivHOr0 CTUCHEHHS

300paxenp 0e3 Brpar [10]: B mporeci mepepo3noaiay

CTHCHYTUX JnaHux MK MoaudikoBanumu DEFLATE-

6nokamu [14] BUKOHYETBCS ITEpaTUBHUI BHOIp Ta MO€A-

HaHHS JIBOX CYMDKHHUX pe3yJbTyIHOUHMX OJIOKIB, SIKI Mak-

CHMaJIHO 3MEHIIYIOTh JOBXHHY CTHCHYTHX JnaHuX. Ilic-

ISl TIOEJHAHHS PE3YJIBTYIOUHX OJIOKIB IO KOKHOTO 3 HHX

OKpEMO 3aCTOCOBYETHCSI KOHTEKCTHO-HE3aJIEKHE KOIy-

BaHHA [15]. UnM Oinpire pe3ynpTyrOdnx OJOKIB 3reHepo-

BaHO HA MOYATKy — TUM TpHBalilie Oynae iTepaTuBHE 1O-

enHaHHsL. [1ix gac koxxHOT Takoi iTeparii HeoOXiTHO:

1. BignHaiiTi qBa CyMiKHI pe3ynbTyrodi OJOKH, SKi Max-
CHMaJIBHO 3MEHIIYIOTh JOBXHHY CTHUCHYTHX JaHHX
(MakcUMarIbHO €KOHOMIIATH OiTH AJIs 30epiraHHs CTH-
CHYTHUX JaHUX);

2. TloexnaTw 1i OJIOKK B €AMHUI Pe3yIbTYIOUHH OJI0K;

3. IlepepaxyBaTu eKOHOMIi OITiB BiJ IOEJHAHHS OTPH-
MaHOro 0JIOKY 3 IOIepeIHIM Ta HACTYITHUM OJIOKaMu.

Po3risinemMo, HanpuKia, XapakKTepUCTUKU pparMeHTy
PE3yIBTYIOUYHMX OJIOKIB JJI1 YMOBHOTO BXiJHOTO OJIOKY Ha
MoYaTky 1 B KiHLI uyeproBoi itepauii (puc. 2, 3). 3MeH-
IICHHS BiJl IOEJHAHHSI CYMDKHUX OJIOKIB Ha IIUX PUCYH-
KaX CXeMaTHYHO BMBEJCHO MIX CYMDKHMMH OJIOKaMH, 710
SKHX BOHO cTOCyeThcsi. Ha mowarky weproBoi iteparii
MaKCUMaJIbHE 3MCHIICHHS pPO3MIpY CTHCHYTHX JaHUX
(MakcuManabHa E€KOHOMIS) Bil MOETHAHHS CYMDKHHX pe-
3yNbTyIOUnX ONOKiB (94 OiTH, BHBEIEHI HA pHC. 2 HAa TEM-
HO-cipoMy (OHI) MOXKe OyTH AOCSATHYTO BiJl MO€IHAHHS
TPETHOTO Ta YETBEPTOro OJIOKIB I[HOTO (pparMeHTy (BUBeE-
JIeH1 Ha cBiTiO-cipoMy ¢Qomi). ITicnsa moegranHsa MX pe-
3yJIbTYyIOUMX OJI0KiB (pHic. 3) iX 3arajgbHa KiIbKIiCTh 3Me-
HINWJIACS Ha OJIMH, PO3Mip OJIOKY MOEIHAHHS 3MEHILIMBCS
Ha 94 OiTH BIZIHOCHO CyMH PO3MipiB CyMDKHHMX HOEIHA-
Hux OnokiB (10766=6020+4840—94, BuBencHUI Ha CBIT-
Jo-cipomy ¢oHi), ane mie i 3MIHAINCS 3HaYEeHHsS €KOHO-
Mill BiJl IO€AHAHb OJIOKY MOETHAHHSA 3 CYMDXHHMH OJI0-
kamu (42 Ha 62 Ta 18 Ha 8). [Ipruomy, sk Gaummo, 3Ha-
YCHHS CKOHOMIN OiTiB MOXeE SK 30UIBIIUTHCS, SKIIO CY-
MDKHI pe3yJbTy0di OJOKH MaroTh OJHM3BKI HEpiBHOMIp-
HOCTI PO3IOALTIB, TaK 1 3MEHIIMTHUCS, SKIIO Ii HEPiBHO-
MIPHOCTI PO3IOLTIB CYTTEBO Pi3HATHCA.

Po3mipy pesynbTyrounx 6okiB 10 moexnanns | 5007 | 6580 | 6020 | 4840 | 3000 | 7000 |
ExoHoMil BiJ] IO€IHAHHA CyMDKHHX OJI0KIB L2 ] 42 [ 94 18 | 6 ..

PucyHnok 2 — @parmeHT po3mipiB pe3ynbTyIOUYHnX OJOKIB Ta MPOrHO30BAaHUX 3MEHIICHD (€KOHOMIH) Bifl MOE€AHAHHS CYMDKHUX OJOKIB
YMOBHOT'O BXiZTHOTO OJIOKY Ha IOYaTKy Y4eproBoi iTeparii, OiTiB

Po3mipu pe3ynbTyrounx ONOKIB miciist HO€IlHaHHSI| 5007 | 6580 | 10766 | 3000 | 7000 |
ExoHoMIT BiJ MO€HAaHHS CyMIKHUX OJIOKIB . | 12 | 62 | 8 | 6 |

Pucynox 3 — @parMenT po3mipiB pe3yIbTylounx OJOKIB Ta IPOrHO30BAHUX 3MCHIIICHD (€KOHOMII) BiJ] MO€THAHHS CyMIXKHUX OJIOKIB
YMOBHOT'O BXiTHOT0 OJIOKY B KiHIIi 4eproBoi itepariii, O6iTiB

[Micns xoxHOT iTepanii KUIBKICTh PE3YJIBTYIOUHX OJIOKIB
3MEHIIYEThCS Ha 1 3a YMOBH, IO iCHy€E me xouya O ogHa
HEBiJI’€MHa €KOHOMIsl OITiB B TOETHAHHS CYMDKHHX
6nokiB. Hexail moyaTtkoBa KiJbKiCTh pe3yJbTYIOUHX OJI0-
KiB Z; piBHa countHBlock. Toni MakcumaibHa KUIbKICTh

TaKkux itepamiii craHoBuTh countHBlock — 1. SIkmio mifg
Yyac KOXKHOI iTepamii BUKOHYEThCS JIHIMHUHN MOIIyK MaK-
CUMaJIBHOI €KOHOMIT BiJl TO€IHAHHS CYMDKHHX OJIOKIB, TO
3arajbHa KUIBKICTh ITOPIBHSAHB JUIS TAaKHUX IOIIYKIB y Haii-
ripimioMy BHUNaAKy craHoButume (countHBlock — 2) x
(countHBlock — 1) / 2, ToOTO MaeMO KBaJipaTHUHy O00OUHC-
JIOBaJIbHY CKJIAAHICTh. UMM MEHII pe3ynbTylodi OJIoKH
TEHEPYIOTBCS TMiJl Yac MOYaTKOBOTO PO3OUTTSA BXiJAHOTO
670Ky — TUM OlIbIIIa X OJHOPINHICTE, ane i THM Oinblie
ix Oyme, i TOMy [OBIIE TPHBATUME iX ITEpaTHBHE TOE-
HaHHA. OTXe, B Wi CTATTI PO3TITHEMO TaKOX BapiaHTH
NPUCKOPEHHS MOUIYKY MaKCHMAJIbHOIO 3MEHIICHHS PO3-
Mipy KOAY BiJ O€AHAHHS CYMDKHUX PE3YNbTYIOUUX OI10-
KiB Ta Momm(ikamii mUX 3MEHIIEHb BHACIIIOK TaKOTO
MOEIHAHHS 32 JIOTIOMOTOIO SIK BiJICOPTOBAHOTO MAacCHUBY
KJIFOUiB 1 OiHApHHX MOIIYKiB B HbOMY, Tak 1 BST 3 ¢ikco-
BaHOIO BHCOTOIO.
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3 MATEPIAJIX I METON
PosrisiHeMO 0co0IMBOCTI peaizaliii onepaliiii BCTas-
ku Ta BumaneHHs st BST 3 ¢ikcoBaHOI BHCOTOMO,
OB’ 5I3aHOTO 3 OJJHOBMMIpPHUM MacHBOM, ajKe MOMIYK Ta
COPTYBaHHSI 3 BUKOPUCTAHHSM L[LOTO J€PEBA BUKOHYIOTh-
cs Tak caMo, sK i s kiacuaroro BST [1]. B koxxHOMY
By31i OiHapHOTO AepeBa Uil HOTO 3B’SI3Ky 3 MacHBOM
30epe’keMO He JIMIIE 3HAYCHHS OJJHOTO 3 EJIEMCEHTIB Ma-
cuBy valueArray, a 1 none indexArray, sike BKazye Ha
iH/IeKC 1bOTO eneMeHTa B MacuBi. L1i qBa nons ¢popmyroTh
CTPYKTYPY CKIIQJICHOTO KJI04a By3Jla JIepeBa:

struct valueNode
{int valueArray;
int indexArray; };

BincyTHicTh 3HaYeHHS B KOpEHI JepeBa MO3HAYMMO
ingexcoM —1. TTopiBHAHHS KITIOYIB IBOX BY3IiB BUKOHA€E-
MO 3a BiIMOBITHUMH 3HAYCHHSMH €JIEMECHTIB MAacCHBY, a
KOJM BOHHM OJHAKOBI — 3a IHIEKCAMH IIMX E€JIEMEHTIB B
macuBi. MoBoro C# [8] Taka GyHKIIisI TOPIBHSHHS KIIFOYiB
Moyke OyTH 3amrcaHa Tak:
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int cmpNode(valueNode a, valueNode b)
{if (a.valueArray < b.valueArray ||
(a.valueArray == b.valueArray &&
a.indexArray<b.indexArray)) return -1;
if (a.valueArray > b.valueArray ||
(a.valueArray == b.valueArray &&
a.indexArray>b.indexArray)) return 1;
return O; }

OCKIJIbKY B KIIIOY By3Jla BXOAWUTH MOTO 1HIEKC B MAacCHBI,
TO pi3HI €eMEHTH MacuBY HIKOJIHM HE OyIyTh HOPOJIKY-
BaTH OJHAKOBI KJIIOYi, IO J]a€ 3MOTY OJHO3HAYHO iJ1eH-
TU(IKYBaTH iX IO By3J1aX JiepeBa.

BcraBnsaTu By3nu 3 €lIEMEHTIB MAacHBY 4YM ITiJ]MAcCHBY
Ta iX iHOEKCiB B OiHapHE JepeBo Oynemo, SK MpaBUIIo,
Tpamuiiao [2] — mepmuii By30J7 3alHuCcyeMO B KOPIHB
JiepeBa, a BCi iHII OMpanbOBYEMO ITOCIIIOBHO Ta PEKyp-
CHBHO: SIKIIIO KJIFOY YEpProBOTO By3Ja OUIbLIMI 3HAUCHHS
KITFO4a 3 MOTOYHOTO BY37a JIEPEBA, TO BCTABKY PEKYpPCHUB-
HO TPOAOBXXY€EMO B TPaBe MiJAEPEBO, KON X KIIOY dep-
TOBOIO BY3Jla MEHIIMH 3a KIIIOY MOTOYHOTO BY3Ja, TO
BCTaBKY PEKYypPCHBHO IIPOJIOBXKYEMO B JIiBE TiJIEPEBO.
PexypcrBHI BUKIIMKH BUKOHYEMO J0 THX Tip, IIOKH ITOTO-
YHUH BY30J JlepeBa HE BHSABUTHCS IOPOXKHIM, Kyau H
BKJIIOYAEMO 4YeproBuii By3oi. [Ipuknan GiHapHOTrO Nepe-
Ba, CPOPMOBAHOTO JJIS BXITHOTO MacuBy X=<44, 55, 12,
42,94, 18, 6, 67>, HaBeneHo Ha puc. 4. Y By3nax JepeBa
TYT 1 HaJalll HaBOJATHCS JIMIIE 3HAYCHHS €JIEMEHTIB Ma-
CHBY, OCKUTBKH KOXKHE 3 HUX € YHIKQJBbHHUM 1 Ja€ 3MOTy
OJIHO3HAYHO BU3HAYUTH IHAEKC IIbOTO EIEMEHTA B MACHBI.
Baunmo, mo mepmmuii eneMeHT MacuBy OOOB’SI3KOBO TIO-
Tparuisie y BEpIIMHY JIepPeBa, a TOJIOKEHHS 1HIINX eleMe-
HTIB 3QJIC)KUThH BiJl 3Ha4Y€Hb IOMEPEHIX ENIEMEHTIB MaCH-
BY. 3 €JIEMEHTIB LIbOI'0 MacuBy C(HOPMYBAJIOCS YOTUPHOX-
piBHEBE J€pPEBO, X04a, SIKOU €JIEMEHTH MacHuBy OyJIH BIIO-
PAIKOBaHI 3a 3pOCTaHHSIM YM CHaJaHHSIM, TO KUIBKICTH
PIBHIB CsITHYJ1a O BOCBMH.

) %

(12) x, (55) x,
OO )%,

N P

8% 8%

Pucynok 4 — BinapHe nepeBo, IOCIiTOBHO 3allOBHEHE
eJleMeHTaMU MacuBy X=<44, 55,12, 42,94, 18, 6, 67>

OCKIJTBKA  OOYHCITIOBAJIbHA CKJIAOHICTE OCHOBHHX
omepauiit Haxg BST mpomnopriiiaa #oro Bucoti [1], sxa, B
CBOIO Hepry, 3aJIeXKHUTh BiJ HOCTIJOBHOCTI ONpPAIFOBAaHHS
€JIEMEHTIB MacuBy npu (opMyBaHHI 1 BCTaBIli By3JiB, TO
JUISl IPUCKOPEHHS TIOIIYKY, BCTABKH 1 BUAAICHHS BY3JIiB 3
OiHapHOTO JaepeBa IOJAaTKOBO OOMEXKHMO HOro BHCOTY
3Ha4YeHHsIM countlLevelTree (caMe TOMy Take JEpPEeBO Ha-
3MBA€THCS OIHAPHUM JEPEBOM IOMIYKY 3 (PIKCOBAHOIO
BHCOTOI0). BinbIli 3HaYeHHS BHUCOTH JA€peBa MPHCKOPIO-
I0Th BCTaBKY €JIEMEHTIB B HHOTO (OCKUIBKH 3’SIBISETHCS
OinmpIle BUTHHUX BY3IIB), X04a W 30UIBIIYIOTH 0OCATH
OTIepPaTUBHOI MTaM’ATi IS HOTO 30epiraHHs.
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3Mminny countLevelTree BU3HAUATUMEMO TIEpE]l BHKO-
puctanusiM BST 3 ¢ikcoBanoro BucOTO0. OCKIIBKH B
OiHapHe JepeBO 3 BUCOTOIO countLevelTree MOXHa TIOMi-

: L T
crutucs Makcumym 20 Levellree _ 1 poany, o snaven-

HS 11i€l 3MiHHOT migdepeMo Tak, mo0 3araibHa KiTbKIiCTh
BY3JIiB JepeBa Oyia HEMEHIIIOK KUTBKOCTI SIIEMEHTIB Ma-

cupy (2¢owntLevelTree _1 5 Ny Mu BCTaHOBIIOBAIM 3MiH-

Hy countLevelTree Ha ONUHUIO OUTBIIOI BiJl MiHIMAaJIb-
HO MO>KJIMBOT'O 3HAYCHHS:

countLevelTree = |_log(N + 1) +1. 1)

3 METOI0 YHUKHEHHS 3aMBHX OIeparliil 3 BUIICHHS Ta
3BUIBHEHHS ITaM’SIT1 Ul OKPEMHX €JIEMEHTIB Bifpa3y Bif-
BEJIEMO TIaM’SITh i1 6Ci MOXM#CIUGE 8y31u OIHAPHOTO Jepe-
Ba  Bucotm  countLevelTree, TOOTO  mig  BCi

peountlevellree _ | pysny  GinplicTs 3 SAKHX 3aIMIIATH-

MyTbcs BUTBHUMH. Tofi 30epiratu 3HaYCHHS BY3IIiB OiHa-
pPHOTO JiepeBa MOKHA B MacCHBi: 3J1iBa BiJl €lIEMEHTA free;
3aBkKau Oyne MICTHTHCS CIIEMEHT freey;, a CIpaBa —
treesi. 3pO3yMLJIO, 110 KIIFOY BEPIIMHU AepeBa Oyjae mic-
TUTHUCS B freey. 3MiHHY countLevelTree Ta KUIbKICTh BY3-
JiB epeBa MO)KHA 30UIBIIYBATH B MPOIIEC] eKCILTyaTallii,
sakmo BST BusBuThCS 3amoBHEHUM. [[ns mpHUCKOpeHHS
00pOoOKHU JepeBa CTBOPUMO TakoX MacuB indexLeft, B
SKOMY JUIsl 1HJEKCa KOXXHOTO BYy3Ja 30epexeMo iHJeKC
MiAMOPSIIKOBAHOTO By3na 31iBa: indexLeft;=2%*i+1.

BukopucToByrouH 1ieii MacuB, iHAEKC MiANOPSIIKOBAHOTO
By3lla cripaBa Oyje OUIbIIUM Bijl iHAEKCA MiANOpsIKOBa-
HOT'O By3J1a 3J1iBa Ha OJIMHUIIIO.

BinapHe nepeBo nouryky 3 (pikCOBaHOIO BHUCOTOIO IO-
JiOHe 1o 30amaHcoBaHoro Jiepesa [2], aje B HbOMY Bijpa-
3y 3ape3epBOBAHO MICIIC ITiJ] BCI MOXJIMBI BY3JIH, a OIC-
pauis OanancyBaHHs (0O€pHEHHS JepeBa) 3BOJUTHCS 10
nepeMilleHHs 3HaueHb BY31iB 0e3 Moaudikaniii BKa3iBoK
Ha ITiaepeBa.

[puxnag wotuproxpiBaeBoro BST 3 ¢ikcoBaHoIO BH-
COTOI0, 3allOBHEHOIO eJIEMEHTaMH BXIJHOTO MAacUBY
X=<44, 55,12, 42,94, 18, 6, 67>, HaBeieHO Ha pHC. 5.

.

(12) e, (%" tee,
——
D= e O e

O O @ Ome O Qs s O
Pucynok 5 — HYotupboxpiBHeBe OiHapHE 1epeBo 3 (hiKCOBAHOIO
BHCOTOIO, TTOCITIJJOBHO 3allOBHEHE SJIEMEHTAMU MacUBY
X=<44, 55, 12,42, 94, 18, 6, 67>

BcraBka HOBHX 3HaueHb B OiHapHE JepeBo 3 QikcoBa-
HOIO BHCOTOIO CIOBUIBHIOETBCS, SIKIIO B OOpaHOMY Ha-
npsMKy (BJIIBO 4K BIIPAaBO) BiJCYTHI BijbHI By3nu. Take
OyBae, AKIIO KJII0Y HOBOTO 3HAUCHHS JIEPEeBa 3 YEProBOr0O
€JIEMEHTa MacuBY MEHIIMH KI04a 3 MOTOYHOTO BY3Ja
JiepeBa, a 311iBa BUIBHI BY3JHM BiZICyTHI, 200 KOJIM KITIOY
HOBOTO 3HAUYCHHs OUTBIIMHK KIIOYa 3 MOTOYHOTO By3Ja, a
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CIpaBa HeMae He3alHATHX By31iB. Toxi y nepioMy 3 mux
BUIAJIKIB 3BUIBHUMO IIOTOYHHMH BY30JI, BCTABUBIIN HOTO
3HAYEHHS BIIPABO, Ta MOPIBHAEMO KIII0Y HOBOTO 3HAUCHHS
3 HaWOUTBIIMM 3HAYCHHSIM KJIIOua 3JIiBa (MICTHTBCS 311iBa
Halnpagimie). SIKIo KoY HOBOTO 3HAYCHHS OLTBIIHN Bif
HaWOIBIIOr0 3HAYEHHs KJFo4a 3J1iBa, TO BCTABUMO B IIO-
TOYHMH BY30JI YEPTOBUH €IIEMEHT, 1HAKIIIE XK IIEPEHECEMO
B TIOTOYHHH BY30J €IEMEHT 3 MAKCUMAJIbHUM 3HAUCHHS
KITIFOYa 371iBa Ta PEKypCHBHO MPOJOBXHMO BCTaBKY dHep-
TOBOTO €JIEMEHTa BiIHOCHO By3JIa 3JIiBa (Ile MOXINBO, 00
B IIbOMY HANpPSIMKY MM TiJIbKH IIO 3BIIBHWIN OAWH BY-
30im). [y mpyroro BUMAAKY aHAIOTIYHI Aii BUKOHYIOTBCS
n3epkanbHO. [IpummycTrMo, HANpUKIam, IO B MacHBi X
HACTYITHUM eJIeMeHTOM (i iHgexkcoM 8) € ymeno 17 i
Horo motTpiOHO BCTABUTH B OiHApPHE JEPEBO 3 (DIKCOBAHOIO
BHCOTOIO, HaBeAeHe Ha puc. 5. Toxi, pyxarounch BiJ Be-
pumHHA OGiHApHOTO JepeBa, el Koy Oyje MOCiiJOBHO
MOPiBHIOBATHCS 31 3HAYEHHSIMU By31iB 44, 12 ta 42. Ync-
o 17 BigHOCHO 42 MEHIIE, TOMy Maio 0 PEeKYpPCHBHO
BCTaBJIATUCS BIIHOCHO By3ia 37iBa (TaM MictuThCs 18),
aye 3J1iBa BiNBbHI By3nd BiACyTHi. Tomy 3HaueHHS 42 pe-
KypCHBHO BCTaBISIETBCS BIJHOCHO By3Ja CIpaBa, THM
CaMUM 3BIJIBHIOIOYY NTOTOYHHH BY30I1, B IOTOYHUH BY301
BCTABJIIEThCS HAWOLIBIE 3HAYCHHS 3iiBa (ToOTO, 18), a
371iBa PEKYPCHUBHO BCTABISIETHCS UYCPrOBHU €JeMEHT 17

(puc. 6).

7
[

12) tree,
6 )ree (18) tree
\ [t | [~ =4
LA )

N N Fay SN
\ ‘ireeg [|7!tree; (42 | free,
(e (e 1Tt (42, ree
Pucynok 6 — JliBa yacTuHa YOTHPHOXPIBHEBOTO OIHAPHOTO
nepeBa, chopMoBaHOTO sl MacuBy X=<44, 55, 12, 42, 94, 18,
6, 67> miciis TOMOBHEHHSI HOTO HACTYITHUM €JIeMEHTOM 17

Taxi nmepeMillleHHs 3HaYeHb BY3IiB OiHAPHOTO AepeBa
3a0€3MedyIOTh JOTPUMAHHS OCHOBHOTO NPHHIUITY HO-
ro MoOYIOBH: BY3JH CIIpaBa Bill MOTOYHOTO By3Ja Mic-
TATH OLIBIII, a 3]TiBa — MCHIIN 3HAYCHHS KJIFOYiB.

3 MeToro ineHTUdIKAIil BUMAAKIB BIJCYTHOCTI BiJIb-
HUX By3JIiB 30epexeMo Ut koxkHoro Bysna BST 3 dikco-
BaHOK BHCOTOIO B LIIOUMCENIbHUX MacuBax countLeft Ta
countRight BimNOBITHO KUTBKOCTI 3allOBHECHHX BY3IiB
31iBa i crpaBa, a B MacuBi countSub — KiIbKiCTh CTBOpe-
HUX TiIIOPSAKOBAaHUX BY3IMIB.. 3p0O3yMiJTO0, IO 3HAYCHHS
€JIEMEHTIB IINX MACHUBIB I JINCTKIB JepeBa piBHE HYIIO.
CuiBcraBieHHs countLeft; Ta countRight; 3 countSub; Bi-
pasy Ja€ 3MOT'Y BU3HAYMTH MOJJIMBICT BCTaBKH 3HA4Y€Hb
BY3J1iB 0€3 mepeMillieHb B 00PaHOMY HAIPSIMKY.

Bunyuenns enementis 3 BST 3 ¢ikcoBaHOIO BUCOTOIO
BUKOHYETBCSl TAKOXK TPAAMLIIHO — SKIIO KIIOY By3J1a JJIs
BUITYYEHHSI MEHILIE KJIF0Ya YEProBOro By3Ja, TO BUIYYCH-
HSl BUKOHY€EThCSI PEKYPCUBHO BIAHOCHO MiAIOPSIIKOBAHO-
TO By3Ja 371iBa, SKIIO OiJbIIIe — TO BIJHOCHO By3Ja CIpa-
Ba. SIKIIO >k BOHU PiBHI, TO 3HAYEHHS BYy3J1a 3aMiHIOETHCS
HalMEHIINM 3HaYCHHSM Cepell BY3JiB CIIPaBa, a P HOTo
BiJICYTHOCTI — HAlOLIBIINM cepejt By3JIiB 3J1iBa.
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[ToOynoBaHi TakMM YMHOM IPOLIEAYPY BHIYYEHHS 1
BCTaBKH BY3JIB JAIOTh 3MOTY HE INEPEBUILYBaTH 3a/aHy
Bucoty BST, a migpaxyHOK KiJbKOCTEH 3aliHSATHX BY3IiB
371iBa 1 CIIpaBa JIO3BOJISIIOTH LIBHUJIKO HE JIMIIE BCTABISATH 1
BWJIy4YaTH €JIEMEHTH, a i BH3Ha4aTH OyIb-sKy HOTro i-Ty
MOPSAKOBY CTAaTHCTHKY [5]. DYHKIIIO UTS TAKOTO BU3HA-
yeHHA (il mepmmuii apryMeHT — HOMep OPSIIKOBOI CTaTHC-
TUKH, a JPYTHH HE BKa3yeThCs ) MOBOO C# mmotaMo Tak:

valueNode valueTree(int index, int startindex=0)

{if (index < countLeft[startindex]) // 3Ha4yeHHsA 3niBa
return valueTree(index, indexLeft[startindex]);
index-=countLeft[startindex]; // nponyckaemo 3nisa
if (index == 0) // AKW0 3HA4YEeHHS 3 NOTOYHOrO By3na
return tree[startindex];
/I nepexogmnmo 4o By3na crnpasa
return valueTree(index-1, indexLeft[startindex]+1);}

TakuM 4MHOM, IJIsI BU3HAUECHHS JOBILIBHOI HOPSAKO-
BOI CTaTHCTHKH, MOIIYKY Ta BIIy4YeHHA enemenTa B BST
3 (IKCOBaHOI  BHCOTOK TMOTPiIOHO He  Oinblie
2*countLevelTree (1) NOpiBHIHB, a KUNBKICTh IOPIBHIHB
MPY BCTABIII 3aJICKUTH BiJl PO3MIIICHHS BUTLHUX BY3JIIB B
JilepeBl 1 MOXKE MaTH 3HayHO OUIbIY OOYHCIIOBAIBHY
ckimagHicTh. KpiM 1IbOro, MpH BCTaBLi BY3JIB B JIEPEBO
MOTPiOHO MOpa3y KOPEryBaTh KiJIbKOCTI 3alHITUX BY3IIiB
3miBa 4yu crpaBa. OTke, HaUTPUBATIIIMM E€TarloM MpHU
BUKOPUCTaHHI TaKoro JAepeBa € HOro Mmo4aTKOBE 3arioB-
HeHHA. ToMy y BUIagkax, KOJM BCi €JICMEHTH I10YaTKO-
BOTO OJTHOBHMIPHOTO MAacCHBY BiJIOMi 10 BHECEHHS Y HBO-
ro 3MiH, BiJCOPTOBaHMH MacHB KIIOUiB 3 €JEMEHTIB Ta
IHAEKCIB IIbOTO MAacHBY IOIIBHO Bipa3y pPEKypCHBHO
3alucaTi B JIEPEBO NOIIYKY 3 (PiKCOBaHOIO BUCOTOIO 3a
MPUHLIMIIOM: B IOTOYHHUII By30JI IepeBa 3aHOCUMO KIIIOY,
10 MICTHUTBCS TIOCEPEMHI MACUBY UM ITiIMACHUBY; KJIIOUi
miZiMacuBy 3J1iBa BiJl I[bOTO €JIEMEHTa PEKYpPCHBHO 3aIH-
CYEMO B JIEpPEBO BITHOCHO By3JIa 3J1iBa; KIIIOYi ITiJMACUBY
CrpaBa BiJ IIbOTO E€JIEMEHTa PEKYPCHBHO 3aIlHCyeEMO B
JepeBO BiTHOCHO By3na crpaBa. Takuil minxin gae 3Mory
BiJIpa3y BKa3aTH KiTBKOCTI 3alHATHX BY3JIB JepeBa 3JiBa
i crpaBa Ta HEe BHKOHYBaTH 3allBUX IOPIBHSHB, Xo4ya i
BHMAarae IONEPEAHBOTO COPTYBAaHHS KIIOYiB EIIEMEHTIB
MIOYaTKOBOT'O MacuBy. J{JI HOJaNBIINX KOpEryBaHb 1104a-
TKOBOTO MacuBY MOTpiOHO Oyne nuIe JOMHCYBaTH Ta
BWJIy4aTy 3 JiepeBa BiJIIOBIIHI KIIIOYi. 3ayBa)KHMO TaKOX,
110 BHJIy4EHHS MONEPEHIX Ta BCTABKY HOBHX KITIOUiB i
4yac 3MiHM €JIEMEHTIB BXIJHOTO MacHBY MOXIIMBO BHKO-
HYBaTH Pa30M, aJDKE SKIIO I JBa KUYl OJHOYACHO Oi-
JBIII BiJ KJIFOYA TIOTOYHOTO BY3J1a, TO II0 OMNEpaLilo Mo-
JKJIMBO PEKYPCHBHO ITPOJIOBXKUTH BiIHOCHO BY3Jia CIIpaBa,
SIKIIIO MEHIIII — TO BiIHOCHO BYy3J1a 3JiBa i IPU IBOMY Ki-
JBKOCTI 3aiHATHX BY3JiB 37iBa 1 CIpaBa BiTHOCHO MOTOY-
HOTO By3J1a 3MiHIOBaTH HE IMOTPiOHO.

4 EKCIIEPUMEHTH
[NepeBipky e(peKTUBHOCTI pi3HMX METOJIB OJHOKpAT-
HOTO BU3HAYEHHsS MeJiaH MacUBIB MM BHUKOHYBaJIM Hal
MacuBamu X 3 10 mutH. gidicHux yucen. Li ekcniepuMeHTH
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JIal0Th 3MOTY OLIHUTH MIBUAKICTH MOOYAOBH J0JATKOBUX
MaCHBIB YU TUHAMIYHHX CTPYKTyp (mipamin abo aepeB)
JUISL 3HAXO/PKEHHS 1[LOT0 ITOKA3HHKA.

JInst BH3HAYEHHS TOCTIAOBHOCTI MeJiaH MH TaKOX
MOCIiIOBHO 00poOismi 10 THC. BKIAJACHUX ITiIMACHBIB
Y;, BIOpSAKOBAaHUX 32 3pOCTAHHAM JIOBXWHH. Taki TecTh
JIO3BOJIAIOTH CIIBCTABUTH IIBUAKOCTI JOMOBHEHHS 101a-
TKOBUX CTPYKTYp IIPH peani3amii pi3HUX METOJiB BH3HA-
YeHHs MeiaH MacHBIB.

[IBunkocti mMoaueikamii A0JATKOBUX MAaCHBIB UM
JUHAMIYHHX CTPYKTYpP 3 METOI0 BHU3HA4YCHHS MEJiaH Ma-
CHBIB Iic/Is 4aCTHX 3MiH IX €JEMEHTIB MU OLIHIOBAJIX Ha
MacuBax X 3 5 THC. €JIEMEHTIB, MOCIIJOBHO BHOCSYH B
HUX 5 Tuc. 3Mid. ToOTO micis iHimiamizaii BXiJHOrO Ma-
CHBY MU TIOCIIIIOBHO 3MiHIOBaJIM 3HAUYEHHS KOKHOTO HOT0O
€JIEMEHTA 1 TICJI1 KOKHOT 3MIHM BU3HAYalll MEJiaHy Ma-
CHBY.

Jis omiHKK e(peKTUBHOCTI BHAAJIEHHA Ta Moaudika-
1iff JOJaTKOBUX MAaCHBIB Ta JAEPEB, [0 BUKOPHCTOBYIOTh-
Csl 171 TIPUCKOPEHHST 00pOOKH €IeMEHTIB OJHOBUMIPHUX
MacHBIB, MU TIOPIBHSUIM 4ac TMOEIHAHHS PE3yJIbTYIOUUX
OJIOKIB 3 BUKOPHCTaHHSM BIIOPSIKOBAHUX 3a CIIaJaHHSIM
JIOBKUHM MAacHBIB €KOHOMIl OITiB Z; B mpoIieci mporpe-
CYIOUOTO I€papXiYHOTO CTHCHEHHS 300pa)KeHb BiJOMOIO

tectoBoro Habopy ACT. 3aBaHTaXuUTH IIi 300parkeHHS
MOJKHA, HAMpHUKIIaf, 3 http://www.compression.ca/act/act-
files.html. /Tanuit HaOip MicTuTh siK cuHTe30BaHi (NelNe 1,
2, 7) Tak 1 GoTopeanicTnyHi (pewra) 300paxenHs. Bubip
came IIbOTO TECTOBOTr0 HabOpy 3yMOBJICHHI Pi3HOIIAHO-
BICTIO HOT0 300pa)X€Hb Ta HAsBHICTIO Y BIAKPUTHX JKe-
penax pe3yibTaTiB TECTyBaHb HA HbOMY aJTOPUTMIB iH-
WX JOCIIIHUKIB.

ANTOpUTMH PO3TISTHYTHX METOIIB MU peajli3yBalld B
o6osoHmi Microsoft Visual Studio MoBoro mporpamyBan-
Hs C# [8]. na peamizamnii IBHUIAKOTO COPTYBaHHS MH BU-
KOPHCTAIU CTaHJAPTHHUH MeTOA 0OOJOHKH NPOrpaMyBaH-
Hi1  Array.Sort(). TecTyBaHHA  TNpPOBOIMJIOCS  Ha
KoMIT'roTepi 3 mpouecopom Intel Pentium 4 3 TakToBOIO
yactoToro 3 GHz ta po3mipom RAM 4Gb.

5 PE3YJBTATH

PesynbraTi TECTyBaHHS aqTOPUTMIB PI3HUX METOIIB
BU3HAYCHb MEJiaH ISl PI3HUX BapiaHTIB MAacHBIB HaBe-
neHi B Tabn. 1-3. TpuBamicTe BH3HAYCHHS MEZiaH 3 BU-
KOPHUCTaHHAM IPHHLUIIB COPTYBAaHHS /i MacHBiB, Bif-
COpPTOBaHUX 3a CHAJaHHIM, SK MPABIIO OUBIIA, HIX I
MAacHBIB, BiJICOPTOBaHUX 3a 3pPOCTAHHSIM, OCKINBKH IIi
ITOPUTMU OPIEHTOBAHI HAa COPTYBAHHS 32 3POCTAHHSM.

Tabmmus 1 — TpuBanocti Bu3Ha4eHb MeiaH MacuBiB 3 10 MiTH. AIHCHUX YHCEN alNrOpUTMAaMH Pi3HUX METOIB, MC

Bapiant macuBy
MeTto BU3HAUCHHS MEIiaH| 3reHepoBaHuit BincoproBanuii 3a BincoproBanuii 3a 3 0gHAKOBUX
BHUIaIKOBHM YHHOM 3POCTAHHSAM CraJaHHIM CIICMEHTIB
11IBu1KE COPTYBaHHSA 3906 1328 2153 2086
Poz6uttst Hoare 625 273 328 602
biHapHi BKJIIOUSHHS 10 MACHBY KIIOUiB > 22.8 MIIH. 6992 > 24 muH. 6953
/JIBi GiHapHi mipamian 5718 9521 8833 5030
binapHe iepeBo 3 (GiKCOBaHOIO BHCOTOIO > 59 MnH. > 345 MnH. > 345 muH. > 148 muH.
binapHe JiepeBo 110 BiICOPTOBaHOMY MacHBY 5146 3151 3827 2669

Tabauus 2 — TpuBanocti 3HaxomkeHb Meian 10 TuC. BKJIQICHUX MiAMACUBIB JIHCHUX YUCEN aITOPUTMAMHU Pi3HUX METOAIB, MC

Bukopucranns Bapiant macuBy
Meton BU3HAYEHHS MeliaHn ToTepe/IHiX BIOps- 3reHepoBaHuii BU- | Bincoprosannii 3a | BincoproBanmii 3a | 3 oxHaKOBHX
JIKOBAHHX JaHUX 1aJIKOBUM YHHOM 3POCTaHHAM CralaHHsIM CIICMEHTIB
[TBuste copryBaHs Hi 11414 4714 6605 6145
Tax 4868 3877 6233 5498
PosGurrs Hoare Hi 4118 2678 2477 2516
Tak 1070 1063 1102 828
binapHi BKIItoYeHHs 110 MacuBy KimodiB | Tak 250 16 469 23
JIBi GiHapHi mipamiau Tak 23 16 16 16
binapHe iepeBo 3 dikcoBaHor BucoTo0 | Tak 510 3420 3704 35

Ta6muus 3 — TpuBanocti BU3HaYeHb Me/JiaH MaCUBIB JIHCHUX YUCEN 3 5 THC. €JIEMEHTIB Micis MOoCifoBHOT MoandiKailii KOXKHOTOo
UTMaMH Pi3HUX METOJIIB, MC

CJICMCHTA aJIro

Buxopucranas nome- BapianT MacuBy
Meton BU3HAYEHHS MEliaHNn PEJIHIX BIOPSIKOBAHMX | 3reHepoBanuii BU- | Bincoprosanuii 3a | BizcoproBanuii 3a | 3 0HAKOBHX
JTAHUX 1aIKOBUM YHHOM 3pOCTaHHAM CIaJlaHHsIM CJICMCHTIB
[lIBujtKe copryBaHs Hi 6296 3882 4799 4540
Tax 3496 2792 2958 2606
PosGurrs Hoare Hi 2400 502 674 709
Tak 642 332 432 498
EiHap_Hi BKJIIOUEHHSI [I0 MaCHBY Tax 340 235 329 126
KIIIOYiB
J1Bi GiHapHi mipamiau Tax 268 469 470 14
BinapHe fepeBo 3 MoCIiI0BHUMHU
BUWJIyYCHHSIMH Ta BCTABKaMH Tak 38 2198 2341 16
€JIEMEHTIB
Binapue JIePEBO 3 ONHOUACHUMH | 36 216 2331 13
BIUTYYCHHSIMH i BCTaBKaMH €I€MEHTIB
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Tabmums 4 — Yac nepepo3noniny cTucHyTHX gaHuxX Mixk MoaucdikoBannmu DEFLATE-61oxaMu B mporeci mporpecyio4oro
iepapXiuHOro CTHCHEHHs 300paxeHb Habopy ACT 3 BUKOpUCTaHHSIM pPi3HHMX BapiaHTIB JI'OPUTMIB HPHCKOPEHHS IIbOTO MPOLECY, MC

DEFLATE-610kaMu

BapiaHT anroputmy IpUCKOPEHHS EPEPO3MOIiny CTUCHYTHX JaHHX MiXK MOIH(IKOBAHUMH

Ne daitna CepenHiit
1121314 ]5]6]7]8 4yac

JIiHifiHKUI DOIIYK MaKCHMaJIbHOI eKOHOMIT 0iTiB

330]120|330]|470]340|640|30{480 343

BinapHi BKJIIOYEHHS 110 MAaCHBY KJIIOYiB 3MIHEHHX €KOHOMIM OiTiB 3 mepeMilieHHsIM enemeHTiB Bin ~ (260| 80(200(220(160{330|30(270 194
[O3MILI{T BUJIyYCHHS Ta BCTAaBKH JI0 KiHILSI MACHBY

BiHapHi BKIIOUESHHS [10 MaCHBY KJIIOYiB 3MiHEHHX €KOHOMIH OiTiB 3 mepeMileHHsM eneMenTiB Mbk (240 80(170({220(140({300(20|230 175
MO3HIISIMH BUJIYYCHHS Ta BCTABKH

binapHe iepeBo nonryky 3 GikCoOBaHOIO BHCOTOO Ta IOYATKOBOIO iHiliasIi3ali€lo BCTaBKaMy 250| 80[190(250(130{330{30|220 185
binapHe nepeBo mouryky 3 GikcoOBaHOIO BHCOTOIO Ta IOYATKOBOIO iHimiai3arieo 3 BincoproBanoro (220 80(160(200(140(280(20|220 165
MacuBy

binapHe iepeBo nouryky 3 GpikCOBaHOIO BHCOTOIO Ta MOEJHAHHIM BUIIYYCHb 1 BCTABOK CKOHOMIM 230| 80|170]|230]|160|270]|20|230 174
0iTiB

Yac mepepo3noily CTHCHYTHX IaHHUX MDK Mojudi-
koBanumu DEFLATE-0n0kaMu B mporieci mporpecyodo-
TO iepapXi4HOrO CTUCHEHHS 300pa)keHb TECTOBOTO Habo-
py ACT 3 BUKOPUCTaHHSM Pi3HUX METOIIB MPUCKOPCHHS
00pOOKH OTHOBUMIiPHIX MACHBIB HaBEICHO B TaOI. 4.

6 OBI'OBOPEHHSI
[IpoaHaizyeMo Cro4YaTKy TPUBAIOCTI BH3HAYE€Hb OfI-
HOKpaTHHUX MeMiaH airOpuTMaMy  PIi3HUX  METOIB

(tabn. 1). baunmo, 110, 5K i mepeadayanocs, s OTHOKpa-
THHX BH3HAYCHb ME/iaH OKPEMHUX BEIIMKHX MACHUBIB JIOIIi-
JIHO BUKOPUCTOBYBaTH po3ouTTsi Hoare. Bono mBuamie 3a
AITOPUTMU COPTYBaHHS, OCKUIBKH HE BIIOPSIIKOBYE eJIeMe-
HTH MAaCHBY TOBHICTIO, Ta IIBHLIC 32 AITOPUTMH METOIB
IBOX OiHapHUX mipamif [12] i ommcaHoro B Wil CTATTI i B
[13] 6imapHOTO HepeBa MOMIYKY 3 (HiKCOBAaHOIO BHCOTOIO,
060 He (hopMmye iepapxXidHi CTPYKTYpH, a JIHIIE TEepeMIIIye
okpemi enemeHTH. @opmyBanHA ommcaHoro TyT BST mo
HEBIOPSAAKOBAaHOMY MacuBy 3 10 MITH. OifiCHUX 9ncern B3a-
raji TpuBae moHaz 16 rof., OCKIIbKM BUMara€e ImoBCsSKJac-
HUX TIEPEMIIICHb €JIEMEHTIB Jyis 3a0e3neucHHs Horo Qik-
coBaHOi BHCOTH. ToMy mouaTrkoBe OiHapHE IEpeBO CIIil
(dhopmyBaTH 1O BiICOPTOBAHOMY MACHBY, a II€ HE pallioHa-
JILHO ISl OZTHOKPATHOTO BU3HAUCHHSI MEJliaHu, aJKe Micis
COPTYBaHHS MacHBY IO XapaKTEPHCTUKY MOXKHA BU3HAYH-
TH Bigpasy. LlikaBo, 1o BM3HaUSHHs Me/iaHu micis OiHap-
HUX BKIJIFOYEHBb KIFOYiB IUII MAacHBY, BIICOPTOBAHOTO 3a
3pocTaHHs, TpuBa€ B 3432 pas3u mBHIIIE, HIK IS MACHBY,
BIZICOPTOBAHOIO 3a CHAJaHHAM, aJDKE VIS MEPIIOro 3 [UX
MacHBiB OiHApHE BKIIOUCHHS KOYKHOTO KJIFOYa HE IPH3BO-
JTh 10 HEPEMIIICHHS BCIX MOMEPEIHIX €JIEMEHTIB MacH-
By, @ JUIsl IPYrOro — MepeMilly€e BCi MONEpeaH] eleMEeHTH
Ha OJIVH BIIPaBO.

CriiBCTaBUMO TeTiep TPUBAJIOCTI BU3HA4YeHb MeiaH 10
THC. TiIMacuBiB AIHCHUX YHCEIl, BIIOPSAKOBAHNX 33 3pOC-
TAHHAM X JIOBKHHH, QITOPUTMAMH PI3HUX METOJIIB
(tabn. 2). baunmo, mo A BU3HAYCHHS MeliaH BKIaje-
HMX IiMacHBiB Y; JOLILHO BUKOPUCTATH BIOPSAAKOBAHI
JlaHi TONepeNHIX MiJIMacuBiB, a HE ONpPaLbOBYBATH IX
criouaTky. POpMyBaHHsI ONMCAHOTO TYT OIHAPHOTO Jepe-
Ba IOLIYKY JJIsI IiIMacHBIB, BIOPSIKOBaHHUX 33 3POCTaH-
HSM YH CIAJaHHSIM TPUBAE JIOBIIE, HIXK JJIS ITiIMACHBIB,
3reHEpPOBAHMX BHIAJKOBHUM YHHOM, OCKUIBKH CYIPOBO-
JUKY€TBCSl TIOCTIHHUMM TEpPEMIIIEHHSIMH EJIEMEHTIB JUIs
3a0e3mnedeHHs Horo QikcoBaHOi BHCOTH. SK i TpOTHO3Y-
BaJoCs, Hale(EKTHBHIIIUM Ta HANCTAOUTBHIIINM IS
BU3HAYEHHS MeiaH TaKUX ITIAMACHUBIB BHUSIBHUBCSI METO.I
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JIBOX OiHapHMX MipamiJ, OCKUIBKM JUIsi BU3HAYEHHS BCiX
MeJliaH BiH B cepellHboMy BHKOpucToBye jmiie N log N

MOPIBHSIHB Ta CTUIBKH XK MTPUCBOEHB.

Po3risiHeMO TakoX TPHBAJIOCTI 3HAXO/PKEHb 5 THC.
MeJliaH MacHBiB JIHCHHUX YHCENl TAKOTO X PO3MIpy Micis
Momudikarii KoKHOTO eneMeHta (Tabm. 3). Sk i s
BKJIaJICHUX MiIMacuBiB 0auyMMo, 110 /TSI BUSHAYCHHS Me-
JllaHW MacWBy ICIA 3MIiHM YEeproBOro €JIEMEHTa BapTo
BiIKOPUTYBATH TIONICPEIHI BIOPSIIKOBaHI daHi (UL aro-
PHUTMIB COpPTYyBaHHS — HOTO BiZICOPTOBaHWI aHAJOT, VIS
po36urTst Hoare — pe3ynbTaTH NEpPEeCTaHOBOK MOMEpe-
JTHBOTO MAacWBY, Ul ABOX OiHApHHUX mipamix Ta Jepesa
Mouryky 3 (ikCOBaHOI BHCOTOK — Ii cami iepapXidHi
CTPYKTYpH IJIsl MOTEPEIHIX MacHBiB), a HE 00pOOIATH
EJIEMEHTH I0pa3y CIHOYaTKy. AJITOPUTM METOAY JABOX
OiHapHUX TipaMij MoKa3ye Uil HEBIMOPSIKOBAHMX MacCH-
BiB He HaWKpaml pe3yiabTaTH, OCKUIBKM IpH TOIIYKY
eJIEMEHTa /ISl BIIyYEeHHsI BiH MOXe INeperjisiiaT Mpak-
THUYHO TIOBHICTIO OJIHY 3 JIBOX Iipamiz (TI0JIOBUHY MacH-
BY). Haife(hekTHBHIIINM METOIOM JUIsI BU3HAYCHHS MeIi-
aH Tics 3MIHM KOXKHOTO €JIEMEHTa MacHBY, 3T€HEpOBa-
HOTO BUIIAJIKOBMM YHMHOM, fK 1 7SI MACHBY 3 OJTHAKOBUMH
eneMeHTaMH, BUSBUBCS MeToq BST 3 ¢ikcoBaHoO BHCO-
TOIO Ta OJHOYACHUMH BHIIyYECHHSIMH 1 BCTaBKaMHM KIIIOUIiB
€JIIEMEHTIB, a/pke BiH B CEPEJHbOMY BHKOHYE JIHIIIE
2x N x countLevelTree mnopiBHsiHb. [loOymoBa Takoro
JilepeBa 10 BiJICOPTOBAHOMY MacHBY KIIIOYIB ITPUCKOPIOE
BU3HAUYCHHS MeJliaH OLIbII HIXK B 7 pa3iB BiTHOCHO METO-
Iy MBOX OiHApHUX mipamin. 3 iHIIOro OOKY, JJ MACHBIB,
BIIOPSIIKOBAHHUX 3a 3POCTaHHSAM UM CNAJaHHA, HAWIIBHA-
[Ie BU3HAYEHHS MeEJiaH MPOAEMOHCTpYBaB MeTox OiHap-
HOTO BKJIFOUEHHS 110 MacHBY KIIOYiB, a/KE BiH B cepel-
HBOMY BHKOpHCTOBYeE jmine 2x N xlog N mopiBHsHB i

MepeMilIye eIeMeHTH MK MO3WIISIMH BHIYYCHHS Ta
BCTaBKM 0€3 CKIAQJHINIOrO KOPEryBaHHS i€papXidHuX

CTPYKTYP.
Ha 3aBepIeHHs CiBCTaBUMO TPUBAJIOCTI MEPEepo3Ino-
Uy ~ CTHCHYTHX  JaHMX  MDK  MOAM(DIKOBAHUMHU

DEFLATE-6mokamMu B TIpo1ieci pOTPecyovoro iepapxi-
YHOTO CTHCHEHHS 300pakeHb Oe3 BTpar (Tabu. 4). baun-
MO, II0O BUKOPHCTAaHHS OIiHAQpHOTO BKJIFOUCHHS KIIIOYiB
3MIHEHMX EKOHOMiH OiTiB B MacWBax Z; 3aMiCTh iX Ji-

HITHOTO TIOMIYKYy a0 3MOTY HPHUCKOPUTH MEPepO3IOIiT
B cepenHboMy Ha 48.98% (mepmmii Ta TpeTiii psaAKH
Tab1. 4). 3 HUX 5.54% nocAraeThCs 3a JOIOMOTOIO Tepe-
MIIIEHHS KIIFOYiB €IEMEHTIB MiXK MO3HIISIMA BHITYYEHHS 1
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BCTaBKH, a HE JI0 KiHI[ MacUBY (Apyruid psaok Ii€l Tad-
nui). binapHe nepeBo momryky 3 ¢iKCOBaHOIO BHCOTOIO
Jla€ 3MOTY JIOAaTKOBO TMPHCKOPUTH IMEPEPO3NONiI 1Ie Ha
2.92%, ame 3a yMOBM HOTrO IOYAaTKOBOI iHiIiamizamii 3
BiJIcOpTOBaHOTO MacuBy (I’sTHii psmok Tabdmd. 4). Ilpo-
rpaMHe IO€JHAaHHS OIepalliii BUIyYeHb 1 BCTAaBKH MOJIH-
(ikoBaHUX €KOHOMIH OiTiB (IIOCTHH PATOK JaHOI TaOIH-
i) He TPHUHECIIO OYiKYyBaHOTO €(EeKTy, OCKUIBKH BOHO
MPU3BOJUTH IO OJATKOBHX TOPIBHSIHB, a BIIMOBiIHI
3HAa4YeHHS HalyacTille MOTPaIuIAIoTh B Pi3HI TUIKK Jepe-
Ba. 3Baxkaroun Ha edexTuBHicTh BST 3 (ikcoBaHOIO BU-
COTOI0, MU PEKOMEHIYEMO BHKOPHUCTOBYBATH Ha IPAKTH-
i came L0 JUHAMIYHY CTPYKTYpPY IJIsl BU3HAYCHHS i-TUX
MOPSIIKOBUX CTaTUCTUK MICS 3MIH OKPEMHX €JIEeMEHTIB
HEBIIOPSIKOBAaHUX MACHBIB.
BUCHOBKHA

1. Hami mociikeHHST BUEproBe MiTBEpAIN HEIOMi-
JBHICTB TOIIYKY «yHIBEpCaIbHUX METOJIBY» BH3HAYCHHS
MeliaH 4YM (-THX IIOPSIKOBUX CTATHUCTHK, ©(EKTUBHUX
JUISL BCIX MOCHIZOBHOCTEH MacHBIB YW MiMAacHBiB. 30K-
pema, pyu BUOOPI TaKOTO METOAY CIiJ 3BaKaTH Ha Killb-
KOCTI €JIEMEHTIB, SIKUMH BiJIPiI3HAIOTHCS MACHBH.

2. JInst BU3HAYEHHS MEZiaH 41 i-THX MOPSAKOBUX CTa-
TUCTHK OKPEMHUX HEIOB’SI3aHMX MACHBIB Ta IIiIMAacHBIB
Haifle()eKTHBHIINM, SK 1 OYIKyBaJOCs, BHUSBHIIOCS PO3-
outts Hoare 3 00OMiHOM Ha BEIMKHX BiJICTAHSAX, OCKIIBKH
BOHO MEPECTABIISIE JIUIIIE OKPEMi €JIEMEHTH, a He BHOPS-
KOBY€E MacHBH MOBHICTIO.

3.3 MeToI0 BH3HAUEHHS MeIiaH MOCIIIOBHOCTI 3 N
BKJIQJCHHUX ITiIMACHUBIB, BIIOPSIKOBAHHX 3a 3POCTAHHIM
iX MOBXKMH, BapTO 3aCTOCOBYBATH METOJ JBOX OiHApHHX
mipaMif, ajpke Horo peamizarii A BCIX TakuX IigMacHu-
BiB B CE€peIHHOMY BHKOHYIOTH Juiie N log N mopiBHSIHB

Ta CTUIBKH X TIPUCBOEHD, X04a el METOA HE TMPUIATHHUIHA
JUIA BU3HAYCHHS MOBUTPHUX I-TUX TMOPSAKOBUX CTaTHC-
THK. 3HAXODKCHHS [IUX CTATHCTHK JIJIS BKIAACHHUX ITiaMa-
CHUBIiB BapTO BUKOHYBAaTH 3a JIOTIOMOT0I0 OiHAPHUX BKIIIO-
YeHb 110 MaCHBY KIIFOUiB.

4. JInst 3HaXOKEHHSI Me/liaH 9H i-THX MOPSIKOBHX CTa-
TUCTHK ITICJIA 3MiH YH BHTyYCHHS €JIEMCHTIB HEBIIOPSIKO-
BaHOT'0 MACHUBY JIOIUIbHO BUKOPUCTOBYBATH OiHapHE Jaepe-
BO KJIIOUIB 3 (hiKCOBAHOK BHCOTOIO. 3 II€I0 METO CIIij
CIIOYATKy BiJICOPTYBAaTH KIIIOUi €IEMEHTIB MacuBy, MOOy-
JIyBaTH TI0 HUX II€ JICPEBO 1 MiCIS MHOTO MOCIIIOBHO BHKO-
HYBaTH TIOB’s13aHi Mo (iKaIlii eTeMEHTIB BXiTHOTO Macu-
BY Ta JIepeBa MOIIYKY 3 (DiIKCOBAaHOIO BHCOTOO.

Hapmani My mmanyemo gocmignta e)eKTUBHICTD 3aCTO-
cyBanHsa BST 3 ¢ikcoBaHOIO BHCOTOIO B IIPOLIECi Iporpe-
CYIOUOTO 1€papXiYHOTO CTHCHEHHS 300pakeHb 0e3 BTpar
IICIIA 3aCTOCYBAHHS Pi3HUIIEBUX KOJIIPHUX Mojenel [16].
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ABSTRACT

Topicality. Nowadays, binary search trees are widely used to speed up searching, sorting, and selecting array elements. But the compu-
tational complexity of searching using a binary tree is proportional to its height, which depends on the sequence of processing the elements
of the array. In order to reduce the height of a tree, its balancing is periodically carried out, which is a long process,, thus, the development of
alternative methods of controlling the height of a binary tree is currently an actual scientific task.

Objective. Development of algorithms for the formation and use of a binary tree with a fixed height to accelerate the search for an ele-
ment in an array and to determine arbitrary i-th order statistics, in particular, the median of the array.

Method. In this study, it is proposed to set the fixed height of the binary search tree by one greater than the minimum possible height of
the binary tree to accommodate all the elements of the array because increasing the fixed height leads to excessive RAM consumption, and
decreasing it slows down tree modifications. The formation of such trees is similar to the balancing of trees but, unlike it, the recursive
movement of nodes in them is performed only when the corresponding subtree is completely filled. For a binary search tree with a fixed
height, RAM is allocated once when it is created, immediately under all possible nodes of a binary tree with a given height. This allows to
avoid allocating and freeing memory for each node of the tree and store the values of the nodes in a one-dimensional array without using
pointers.

The results. Our experiments showed that in order to speed up the search of elements and to determine the i-th order statistics of fre-
quently changing unordered arrays, it is advisable to additionally form a binary search tree with a fixed height. To initialize this tree, it is
advisable to use a sorted copy of the keys of the array elements, and not to insert them one by one. For example, the use of a binary tree with
a fixed height accelerates the search of medians of such arrays by more than 7 times compared to the method of two binary pyramids and
additionally accelerates the redistribution of compressed data between modified DEFLATE-blocks in the process of progressive hierarchical
lossless compression of images of the ACT set by an average of 2.92%.

Conclusions. To determine medians or i-th order statistics of individual unrelated arrays and subarrays, instead of known sorting meth-
ods, it is advisable to use Hoare partitioning with exchange over long distances as it rearranges only individual elements and does not order
the entire array completely. In order to determine the medians of the sequence of nested subarrays, ordered by the growth of their length, it is
worth using the method of two binary pyramids because they are oriented to rapid addition of new elements. To find medians or i-th order
statistics after changes or removal of elements of an unordered array, it is advisable to use a binary search tree for the keys of array elements
with a fixed height as such fixing prevents uncontrolled growth of the number of comparison operations and makes it possible to process the
tree without using instructions.

KEYWORDS: array sorting, array medians, method of two binary pyramids, binary search tree with fixed height.
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ABSTRACT

Context. The question of increasing the productivity of technological processes of extraction, processing and preparation of raw
materials, improving product quality, reducing energy consumption, as well as creating safe working conditions during technological
processes and preventing accidents is always quite relevant and requires the implementation of modern control and management
systems. For the effective operation of such systems, it is important to pre-process and filter the data received from the sensors for
monitoring the grinding processes and the explosive status of objects. One of the possible ways to increase the informativeness of
data is the use of singular spectral analysis.

Objective. Increasing the efficiency of technological process control systems and the reliability of explosive control systems of
coal mines and oil and fuel complex facilities by processing and pre-filtering data received from sensors for monitoring grinding
processes and the state of facilities.

Method. To analyze the output signals of sensors used in control and management systems, the method of singular spectral
analysis is used, which allows revealing hidden structures and regularities in time series by pre-filtering and data processing of
acoustic, thermocatalytic, and semiconductor sensors.

Results. A new approach to the management of technological processes of grinding raw materials in jet mills and control of the
explosiveness of coal mines and objects of the oil and fuel complex is proposed, based on methods that allow to speed up the
processing speed of sensor output data and improve the quality of information. It is shown that one of the promising methods that can
be used for the pre-processing of time series of output data of sensors in control and control systems is the method of singular
spectral analysis, the use of which allows filtering data, revealing hidden structures and regularities, and forecasting changes based
on the analysis of previous information , identify anomalies and unusual situations, make more informed decisions and improve the
processes of managing technological processes.

Conclusions. The conducted experiments have confirmed the proposed software operability and allow recommending it for use
in advancing both theoretical and practical aspects of process control systems through an enhanced singular spectral analysis (SSA)
method for time series processing. This improved approach has been successfully demonstrated in real-world applications, including
grinding processes in jet mills and explosion monitoring in coal mines and oil and fuel facilities. The implementation demonstrates a
significant increase in data processing speed and information quality, which makes it particularly valuable for use in safety-critical
industrial facilities.

KEYWORDS: control systems, explosion control, sensors, singular spectral analysis, time series.

ABBREVIATIONS F, is a restored matrix;
SSA is a singular spectrum analysis. g 1s an intermediate result after diagonal averaging;
i is a i-th index;
NOMENCLATURE Jj is a j-th index;
F® i an output row; K is a sequence of multidimensional vectors obtained

through nesting;

F is a material time series; - )
L is a length of the window;

f;i is an element of the time series;
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m is a number of non-intersecting subsets;

n IS a maximum non-zero number
eigenvalues of the matrix S;

N is a quantity;

S is a result of the singular decomposition of the
trajectory matrix;

U; is an orthonormal system of matrix eigenvectors S;

V; is an intermediate result after singular
decomposition;

Xjj s an element of the matrix;

Yisa Lx K matrix;

A; is an eigenvalue of matrix S;

X is a matrix composed of nesting vectors.

from the

INTRODUCTION

Object control and management systems are extremely
widely used in industry [1]. They are used to automate
production processes, optimize energy consumption,
monitor and diagnose equipment, automate warehouses
and logistics, ensure workplace safety, control product
quality, and manage production resources. These systems
help businesses increase productivity, reduce costs and
ensure the reliability of production processes, making
them more competitive in the market. Application in
industry covers a wide range of areas and tasks [2].

There are many types of control and management
systems, each with its own advantages and disadvantages,
and the choice of a specific type depends on specific tasks
and requirements. The main elements of control and
management systems are sensors [3]. Nowadays, sensors
have become an integral part of our everyday life,
surrounding us in various forms and fields of application.
Their variety and popularity are explained by their unique
capabilities and advantages. Today’s sensors are capable
of measuring various parameters such as temperature,
pressure, humidity, light, speed, sound level, biometrics
and much more. They can also operate in a variety of
environments, including extreme temperatures, high
pressures, and aggressive chemical environments, making
them versatile tools in a variety of industries [4].

In terms of speed, sensors are able to transmit
information in real time, which is critical in many
situations. In industrial processes, the speed of operation
of sensors allows you to quickly adjust production
parameters and minimize losses. Accuracy of
measurements also plays a fundamental role [4]. Sensors
in today’s world are not only ordinary devices, but also
key components that ensure safety, efficiency and
convenience in various fields of human activity. Their
speed and measurement accuracy contribute to the
improvement of our lives and production, making them an
integral part of technological progress.

The speed and accuracy of sensors play an important
role in many areas of human activity, from industrial
processes and medical diagnostics to scientific research
and security. These two parameters are fundamental
characteristics that determine the wusefulness and
efficiency of sensors [5]. Sensor speed is critical for
automatic control and safety systems. The accuracy of the
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sensors is also of great importance, especially in areas
where small errors can have serious consequences.
Combining high accuracy with speed can give the best
result, especially in areas where it is necessary to respond
quickly to changes in the environment and at the same
time ensure high accuracy of measurements. These sensor
characteristics play a key role in increasing productivity,
ensuring safety, and improving the quality of life in
today’s world [6].

Sensors monitor various parameters of technological
processes, which allows to increase the productivity of the
equipment and the quality of products. Accurate
measurements of the concentration of explosive gases and
vapors are important to ensure the safety of personnel,
they can quickly detect gas and fuel leaks and warn of
danger, allowing immediate measures to be taken to
prevent accidents [7,8]. In these areas, the speed and
accuracy of sensors save lives, ensure product quality, and
contribute to maintaining the overall level of safety.
Considering this, ensuring high accuracy and speed of
measurement is an urgent task, the solution of which
depends on the final result.

1 PROBLEM STATEMENT
Let the output signal of the sensor represent a time
series of numerical data F =(f,...., fy_1), for example,

a chaotic set of acoustic noises that arise during the
mechanical interaction of high-energy gas jets with
material particles. In order to control the object, it is
necessary to select the information components

F (k):( fo(k),..., ]S,]i)l) that characterize its mode of

operation from the input numerical series. The task is to
find effective methods of processing the output signals of
the sensors, which allow in real time to carry out
preliminary filtering of the data received from the sensors,
to isolate the information components necessary for the
management of the control objects, to reveal hidden
structures and regularities in the time series under the
conditions of execution requirements for ensuring the
speed of technological process control systems and
explosion protection.

2 REVIEW OF THE LITERATURE

Various types of sensors are used in technological
process control systems, the output signal of which
requires pre-processing to identify the information
components that are used to control the process. For
example, acoustic sensors are used to control
technological processes of grinding raw materials in jet
mills [9, 10]. The output signal of these sensors is a
chaotic set of acoustic noises that arise during the
mechanical interaction of high-energy gas jets with
particles of the material to be further crushed. Directly,
without preliminary processing of such a signal, it is
almost impossible to detect informational signs that
characterize the mode of operation of the mill. Therefore,
various methods and algorithms for analyzing the signal
received from the acoustic sensor are used to analyze the
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output signal. One of the approaches is the use of fuzzy
logic [11, 12]. The use of fuzzy logic algorithms for
analysis allows you to get a fairly accurate result with a
small error of 10%, however, in this approach, the fuzzy
logic model is very sensitive to both the quality of the
input raw materials and the parameters of the stirrup mill.
Thus, the use of a trained model of fuzzy logic allows
obtaining a clear result only with optimized input
parameters [13]. In [14], the use of the discrete fractional
Fourier transform of the discrete type is proposed for the
analysis of parameters, the article considers various
methods of using this analysis. When they are used on
different parts of the signal, these methods show a fairly
high accuracy of parameter estimation, but the
disadvantage of this method is the need for experimental
selection of the method of using the discrete fractional
Fourier transform both for different signals and for
different parts of the same signal.

Thermocatalytic sensors are widely used in
explosiveness monitoring systems [15]. This is due to the
high selectivity of such sensors, their low sensitivity to
changes in the composition of gases, air humidity, the
presence of dust, temperature fluctuations and other
external factors. A feature of thermocatalytic sensors is
the ability to regulate their operation by changing the
power supply parameters, which, together with modern
microprocessor devices, allows for computer diagnostics
of the performance of control devices and protective
shutdown systems. One of the tasks of diagnostics is to
identify cases of significant contamination of gas
diffusion filters of sensors and intentional restriction of
access to them of the controlled environment. Such
diagnostics is possible by analyzing the pulsations of the
sensor output signal caused by the turbulent mode of
movement of the medium — by changing the frequency
corresponding to the maximum of the spectral
characteristic of the sensor output signal [15], or by
evaluating the nature of the transient process after a short-
term decrease in the sensor supply voltage [16]. In the
first case, the calculation of the frequency requires a
preliminary determination of the characteristics of the
sensor in the city of installation and subsequent
adjustment of the control system, and during the analysis
of the transient process, the explosiveness control process
is temporarily disrupted.

Semiconductor (metal oxide) sensors are most often
used in air purification systems in homes, offices, in
ventilation and air conditioning systems [17], as well as in
portable electronic devices. Their advantage is high
sensitivity, long service life and low cost. However, these
sensors are not stable enough, which limits the possibility
of their use in explosive control systems and monitoring
of working conditions. The instability of the sensors is
mainly caused by an incomplete recovery process after
exposure to high concentrations of vapors or gases, which
leads to a gradual drift of its sensitivity. To reduce the
impact, the processing of signals received from the matrix
of gas sensors responding to different concentrations of
vapors by the method of partial least squares is proposed
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[18]. However, this significantly complicates control
systems, increases their cost and reduces reliability.

The singular spectral analysis method is a
methodology for time series analysis that combines
elements of classical time series research, analysis of
multivariate statistical processes, and data processing in
the context of complex systems. All aspects of the SSA
methodology, as well as its individual components, can be
used for data analysis, depending on the goals of the
analysis. Thus, in [19], singular spectral analysis is used
for data reconstruction, which made it possible to more
accurately and quickly determine the initial components
and overall global trends of the initial data of motor
learning. In [20], the advantages of using processed SSA
data instead of raw data in time series modeling and
analysis are considered. It is also proposed to detect data
anomalies by analyzing the time derivative of the SSA
signal, this is especially relevant when the time derivative
is taken from the original data containing noise. The use
of a dual methodology to assess both the level and the
dynamics of the SSA signal changes helps to identify
abnormal situations. In [21], the analysis of the SSA
eigenvalue function is used to find the correlation
between the components of the input data, which allows
finding regularities in them.

3 MATERIALS AND METHODS

Increasing the efficiency of technological process
control systems and the reliability of explosive control
systems of coal mines and oil and fuel complex facilities
is possible by processing and pre-filtering the data
received from the sensors for monitoring the grinding
processes and the condition of the facilities.

To analyze the output signals of sensors used in
control and management systems, the method of singular
spectral analysis is used, which allows to reveal hidden
structures and regularities in time series by pre-filtering
and data processing of acoustic, thermocatalytic and
semiconductor sensors of explosive gases and vapors.

Solving the problem of data complexity in object
control and management systems requires a
comprehensive approach, including the use of modern
technologies, algorithms and methods of data analysis, as
well as training and development of competencies in the
field of data analysis within the organization. by pre-
filtering and data processing. To analyze the output
signals of sensors used in control and management
systems, the method of singular spectral analysis can be
used, which allows to reveal hidden structures and
regularities in time series.

Singular spectral analysis refers to non-parametric
methods of time series analysis. The purpose of the
method is to decompose the watch series into interpreted
additive components.

Let N>2. Consider a material time series

F=(fy,»fn_1) of length N. Assuming that the series F
is nonzero, that is, there is at least on f; = f(iA) that is
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The basic algorithm consists of two successive,
complementary stages: decomposition and restoration.
The first stage is decomposition, which in turn is divided
into embedding and singular decomposition.

The nesting procedure converts the original time series
into a sequence of multidimensional vectors. Let L be
some integer (window length), 1<L < N . The nesting
procedure forms K = L— N +1 nesting vectors:

Xi=(figos fisr2)"

When 1<i<K have dimension L. These vectors are
called L-embedding vectors. We denote by X the matrix
composed of embedding vectors:

XZ[X] :...ZXK].

In other words, the trajectory matrix has the form:

Jo fi N2 Sk
h o o Sk
X=p)ph=| o /s fa Jk+1
Jia1 i Jfin SN

Nesting is a standard procedure in time series analysis.
After that, this method uses the singular expansion of the
trajectory matrix of the series.

Let S = XX . Denote by Aq,e..
the matrix S, taken in irreducible order (A,

Ay the eigenvalues of
>..2Np).
Due to the symmetry of the matrix S, it has a real
spectrum. We denote by Uy,...,U; — the orthonormal

system of eigenvectors of the matrix S corresponding to
the corresponding eigenvalues
Let n=max{i:\; >0} . If mark:

then the singular expansion of the matrix X can be
written as:

X=X1+...+Xd,

where X; = \/K_l U ,-VZ-T . Each of the matrices has rank
1. Therefore, they can be called elementary matrices.
We will call the set (\/k_l- U l»V,-T ) the proper triple of

the singular expansion.
The decomposition step is followed by reconstruction
consisting of clustering and diagonal averaging.
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The clustering process divides the entire set of indices
{L,...,d} into m disjoint subsets based on decomposition

I,...I,,based on decomposition. Let [ ={i,..,i,}.

Then the resulting matrix X;, corresponding to the group
1, is defined as

Xi :Xi] +...+Xip

Such matrices are calculated for / = Iy,.. thus the

)mn

expansion can be written in grouped form

XX++X

Gl

The procedure for selecting sets /;,..., 1, 11s called the

grouping of proper triples.

The last step of singular spectral analysis is diagonal
averaging. On it, each matrix of the grouped
decomposition is transformed into a new series of length
N.

Let Y — be some matrix L*K with elements y;

where 1<i<L, 1<j<K. Suppose, L =min(L,K),
K" =max(L,K) and N=L+K-1. Let yj;=y;if
L<K, and y; =yj; otherwise. Diagonal averaging
translates the matrix Y to a row g,...,gy_; — according

to the formula:

1 k+1
k+1 Zymk m+2:0<k<L -1

1 c .
8k = L_zymk m+25L _1SkSK

N—k

N-k"+
z ymk m+2’K <k<N
K"+

Applying diagonal averaging to the resulting matrices
Xy, > we get F® = (?O(k) Y g £ 1) and, therefore, the

(fO""afN—l)

decomposed into the sum of m series:

original series the original series is

£, = Z(k)

The application of singular spectral analysis can help
solve the following problems in data processing:

1. Data dimensionality reduction: SSA allows you to
decompose a complex time series into its basic
components (singular numbers and singular vectors),
which reduces the data dimensionality. This simplifies the
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analysis and visualization of the data, and also helps to
identify the main components of the time series.

2. Noise and anomaly filtering: SSA can extract the
main signal components while ignoring noise and
anomalies in the data. This is especially useful if the data
contains random variations or artifacts.

3. Highlighting trends and cycles: SSA helps to
highlight trends, cycles and seasonal variations in data,
which can be important for understanding temporal
patterns and forecasting.

4. Time Series Forecasting: SSA-based analysis can
be used to forecast future values of a time series based on
selected components.

5. Anomaly detection: SSA allows you to compare
actual data with model predictions, which can help
identify anomalous events or changes in data.

6. Signal and Variability Analysis: SSA can be used
for signal analysis, including the processing of temporal
data from various sources.

7. Decomposing complex data into components: SSA
divides the raw data into a set of components, each
representing a different aspect of the time series. This
allows for a deeper understanding of the data structure
and the identification of key patterns.

8. Exploring data structure: SSA can be used to
identify underlying patterns and structure in data, which
facilitates data analysis and interpretation.

The application of SSA can significantly simplify the
analysis of time data and the processing of complex time
series, allowing to explore their structure, highlight key
components and reduce the influence of noise.

4 EXPERIMENTS

In order to evaluate the possibility of using singular
spectral analysis of acoustic signals, acoustic signals were
analyzed for different modes of internal loading of the jet
mill. Data from acoustic monitoring of the slag grinding
process were used. The following operating modes of the
jet mill were analyzed: loading, working mode and
unloading.

The standard SSA algorithm assumes a gradual

change in the global trend of time series. However, the
acoustic signals for the different modes of the jet mill tend
to have an initial steep slope due to the fact that most of
the learning occurs at the beginning of the adaptation
process. In this scenario, we observed that the standard
SSA algorithm often fails to accurately capture the initial
steepness of the time series. To solve this problem, we
applied the Overlap SSA algorithm [22], where the
standard SSA algorithm is separately applied to
successive overlapping segments of the same length.
Considering the computational costs and the requirement
for a sufficient time series length in the spectral analysis
used in the clustering step, we settled on using only three
overlapping segments for the adaptive time series.
Based on the condition of separation of components, we
will choose the optimal length of the window L = 4000.
Based on the ordered series of eigenvalues of the
covariance matrices, we estimate the number of main
components necessary to restore the range of the useful
signal. In this case, we leave the first ten significant
components each, which explain 91.35% of the variance
of the output series for the state of jet mill loading (Fig.
1), 93.96% — for the operating mode (Fig. 2), 98.4% — for
unloading (Fig. 3).

niial & Heconmmucied Serins
F T —

24 & T3 71 TEM TET) THV TMT

Figure 1 — Mill loading acoustic noise reconstructed by the first ten significant components
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“iniial & Hoconstructed Sedies

Figure 2 — Acoustic noise in the operating mode reconstructed by the first ten significant components

Based on the fact that more than 90% of the variances
of the output series are contained in their first ten
significant components at different operating modes of jet
mills, it is advisable to use the definition of the main

Initial & Recosstnucied Series

significant  components that carry the main
informativeness of acoustic signals for the classification
of acoustic signals arising during the operation of jet
mills, and control their loading.

Figure 3 — Acoustic noise during mill unloading reconstructed by the first ten significant components

In order to assess the possibility of using singular
spectral analysis in explosiveness control systems for
filtering noise and anomalies, as well as to detect cases of
significant contamination of gas diffusion filters of
sensors and limiting access to them of the controlled
environment, the monitoring data of the output signals of
the sensors in different modes of their operation were
analyzed.
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The actual raw output signal of the sensors (Fig. 4)
always contains noise and anomalies due to the influence
of industrial sources of electromagnetic disturbances. In
order to simplify the processing of the information
coming from the sensors and offload the computing
resources of the explosion monitoring systems, it is
advisable to isolate the main signal components, ignoring
noise and anomalies in the data. SSA can extract the main
signal components while filtering out noise and
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anomalies. In Fig. 5 shows the results of SSA processing
of the sensor output signal in the absence of directional
movement of the controlled medium. The sensor signal
reconstructed by the first two significant components
reflects the dynamics of changes in the concentration of
the explosive component in the air. At the same time, the

presence of directional movement of the controlled
environment (Fig. 6) also reflects the dynamics of
changes in the concentration of the explosive component
in the air and is filtered from noise and anomalies. In its
turn, reconstructed according to the first seven significant
components (Fig. 7), the same sensor signal contains a

signal is filtered from uninformative noises and harmonic component due to the presence of
anomalies. macroturbulent  disturbances in  the  controlled
The output signal of the sensor is actual and restored  environment.
according to the first two significant components in the
Time series
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Figure 4 — Actual raw sensor output
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Figure 5 — Sensor output signal actual and restored by the first two significant components in the absence of directional motion of the

monitored medium
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Figure 6 — Sensor output signal actual and restored by the first two significant components in the presence of directional motion of
the controlled medium
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Figure 7 — Sensor output actual and restored by the first seven significant components in the presence of controlled medium motion

5 RESULTS

Thus, by decomposing difficult-to-analyze signals into
components, SSA divides the raw data into a set of
components, each representing a different aspect of the
time series. In this case, the appearance of a harmonic
component when restoring the signal by the first seven
significant components indicates the presence of a
directional movement of the medium. The frequency of
macroturbulent  disturbances at constant geometric
dimensions of the flow depends on the speed of the
medium, and the relative amplitude of the harmonic
component depends on the diffusion conductivity of the
sensor filters [14]. In the future, the use of SSA in
explosion control systems allows to significantly expand
their functions, including detecting significant pollution
of gas diffusion filters of sensors, cases of restricted
access to them of the controlled environment and changes
in location, detecting fuel-air emissions at the facilities of
the oil and fuel complex and evaluating them volumes All
this determines the need for further research in this
direction.

The proposed approach to managing technological
processes of grinding raw materials in jet mills and
controlling the explosiveness of coal mines and objects of
the oil and fuel complex makes it possible to speed up the
processing speed of sensor output data and improve the
quality of information. One of the promising methods that
can be used for preliminary processing of time series of
output data from sensors in control and control systems is
the method of singular spectral analysis.

6 DISCUSSION

The use of singular spectral analysis in technological
process control systems and control of the explosiveness
of objects allows to improve such criteria as:

1. Management of technological processes. Singular
spectral analysis makes it possible to distinguish the main
components in complex systems, which contributes to
more accurate and efficient management of production
processes. This is especially important in the conditions
of modern high-tech industries, where the complexity and
scale of technological processes require new approaches
to management.

2. Safety of explosive objects. In the context of
industrial safety, singular spectral analysis has been

applied to the analysis and control of parameters related
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to explosiveness. Accurate and timely data on changes in
technological processes allow you to warn about potential
dangers or other factors that can cause accidents.

3. Automation and monitoring. The use of singular
spectral analysis in control systems allows for the
automation of monitoring and control processes, which
reduces the probability of human errors and ensures a
higher sensitivity of the system to changes in the
production environment.

4. Reduction of risks and economic benefits. Early
detection of potential problems in technological processes
and quick response to them reduces the risk of accidents,
increases overall safety and economic efficiency of
production.

CONCLUSIONS

The performed studies showed the relevance of the
use of singular spectral analysis for the analysis of time
series obtained in technological process control systems.
The application of singular spectral analysis is a powerful
tool for processing and analyzing time data. Decomposing
complex time series into basic components, such as
singular numbers and vectors, using SSA provides
effective data dimensionality reduction. This greatly
simplifies the task of data analysis and visualization,
allowing to highlight the main structural elements of the
time series. SSA also excels in its ability to filter out
noise and anomalies, which is a valuable aspect when
dealing with real-world data prone to random variations.
In addition, the application of SSA expands the analytical
possibilities for highlighting trends, cycles and seasonal
fluctuations in the data. This method is useful for
forecasting future values of time series and contributes to
a deeper understanding of temporal patterns. SSA opens
up new possibilities in the analysis of temporal data by
providing tools for extracting key components, exploring
data structure, and reducing the influence of noise, which
together make it a valuable technique in process control
systems.
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3ACTOCYBAHHS CUHI'YJIIPHOI'O CHEKTPAJIBHOI'O AHAJII3Y B CUCTEMAX KEPYBAHHS
TEXHOJIOTTYHUMHU MNPOHECAMM TA KOHTPOJIIO BUBYXOHEBE3IIEYHOCTI OB’€EKTIB

Toninbko O. B. — acmipanT kadenpu nporpaMHOro 3a0e3NeueHHsT KOMIT FIOTEPHUX cucTeM, HauioHanbHUN TeXHIYHHMN
yHiBepcuteT «J{HinpoBcbka [omitexnikay, JIHinpo, YkpaiHa.

AnexceeB M. O. — 1-p TexH. HayK, npodecop, 3aBinyBay Kadeapu MporpaMHOro 3ade3rnevyeHHs] KOMIT IOTEPHUX CHUCTEM,
HarionaneHuii TexHiuHUE yHIBepceuTeT «JIHinpoBcrka [TomitexHikay, JHinpo, Ykpaina.

Toninbko B. I. — 1-p TexH. Hayk, mpodecop, 3aBinyBay kadeapu OXOpOHU Ipali Ta HUBUILHOI Oe3nexu, HanionanbHui
TexHIYHUH yHiBepcuTeT «J[HinpoBckka [omiTexnikay, [Hinpo, YkpaiHa.

3abeaina B. A. — acmipaHT kadenpu OXOpOHHW mpali Ta IUBUILHOI Oe3mneku, HauioHanmbHMN TeXHIYHWI YHIBEpCHTET
«/Ininposceka [TomitexHikay, J{Hinpo, YkpaiHa.

AHOTANISA

AxTyanbpHicTb. [InTaHHS MigBUIIEHHS NPOMYKTUBHOCTI TEXHOJIOTTUYHUX NMPOLECiB BULOOYTKY, IEPEepOOKU Ta MiArOTOBKU
CHPOBUHU, MOJIMIIEHHS IKOCTI IPOAYKIii, 3HMXKEHHS €HEPrOBUTPAT, 8 TAKOXK CTBOPEHHS O€3[EUHUX YMOB Ipalli IPU BEJCHHI
TEXHOJIOTIYHUX MPOIIECIB Ta MOMNEPEIKCHHS aBapiil 3aBKAM € JOCHTh aKTyallbHUM 1 MOTpeOye BIPOBAKCHHS Cy4YaCHUX
CHCTEM KOHTPOJIO 1 ynpaBimiHHs. s epexkTHBHOI poOOTH TaKMX CHCTEM BaXKIMBOIO € HomepeaHs oOpoOka Ta (inbrparii
JIAHUX, OTPUMAHUX BiJl AATYMKIB KOHTPOJIO MPOILECIB MOJpIOHEHHS Ta cTaHy BHOyXoHeOe3newHocTi 00’ekTiB. OmHUM i3
MOXUIMBHX IIUISXIB MTiIBUIIEHHS iHGOPMATUBHOCTI JaHUX € 3aCTOCYBAHHS CHHIYJIIPHOTO CIICKTPAJIBHOTO aHAI3Y.

Mera. IligBuieHHs e()EKTHBHOCTI CHCTEM KEPYBaHHS TEXHOJIOTIYHHUMH IPOIECAMH Ta HAIIHHOCTI CHCTEM KOHTPOIIO
BUOYXOHEOE3MEUHOCTI BYIiIBHUX IIAXT Ta 00 €KTiB Ha(TO-NAIMBHOIO KOMIUIEKCY IUIIXOM OOpOOKM Ta IONEepeIHbOI
¢inprpalii 1aHKX, OTPUMAHUX Bl JaTYMKIB KOHTPOJIIO MPOIECiB MOAPIOHEHHS Ta CTaHy 00’ €KTiB.

Metoa. Jlns aHaniy BUXIIHUX CUTHANiB JAaTYMKIB, fKi BUKOPUCTOBYIOTbCS B CHCTEMAaxX KOHTPOJIIO Ta YIpPaBIiHHSI
BUKOPHCTAaHHUI METOJ CHHTYJISPHOTO CIEKTPaIbHOTO aHAII3Y, SKUH 103BOJIAE BUSIBUTU CXOBaHI CTPYKTYPH Ta 3aKOHOMipHOCTI
B 4YacOBUX pAJax LULIXOM IomepeAHboi ¢iipTpanii Ta 0O0poOKM [JaHUX aKyCTHYHHUX, TEPMOKATaIiTUYHMX Ta
HaNIBIPOBITHUKOBUX JATYHKIB.

Pe3ynbTaTu. 3anponoHOBaHO HOBUH MiIXif JO KEpyBaHHS TEXHOJOTIYHUMHU IpolecaMH IOAPiOHEHHS CUPOBUHU B
CTPYMUHHHX MJIMHAX Ta KOHTPOJIK BHUOYXOHEOE3MEYHOCTI BYTUIBHHX HIAXT 1 00’€KTiB HAa(TO-NAJHMBHOIO KOMILJICKCY Ha
OCHOBI METO[(iB, 110 JO3BOJISIOTH MPUIIBHIIINTH IBHIKICTh OOpPOOKM BUXIJHHMX JaHMX MATYMKIB Ta MiABHIIMTH SKICTh
indopmanii. [lokasaHo, IO OFHUM i3 NEPCIIEKTUBHUX METOIB SIKHII MOXIHMBO BHKOPHCTATH I HOIEPETHBOI 0OPOOKH
YacOBUX DAAIB BUXIJHHX JaHUX JATYUKIB B CUCTEMax KEPyBaHHA Ta KOHTPOJIIO € METOJ CUHTYISPHOIO CIEKTPaIbHOTO
aHaJi3y, BUKOPUCTAHHS SIKOTO J03BOJISE 3IHCHUTH (UIBTpAIiI0 JaHHX, BUSIBUTH CXOBaHI CTPYKTYpH Ta 3aKOHOMIPHOCTI,
3MiiCHIOBATH IPOTHO3YBaHHS 3MiH HAa OCHOBi aHai3y IomepeaHboi iHdopMmalii, BUSBUTH aHOMANii i HEIITaTHI cUTyauii,
IpuHMaTH OLTBII OOTPYHTOBAHI PIIEHHS Ta HOIINIINTH IIPOIECH KePYBaHHS TEXHOIOTIYHIMH IPOIIECAMH.

BucnoBku. ITpoBeneHi eKCepuMEHTH MiATBEPAMWIN IPale3daTHICTh 3alpOIOHOBAHOIO MPOrPaMHOrO 3a0e3NeyYeHHs Ta
JIO3BOJIMIIA PEKOMEHIYBAaTH HOTO I BUKOPHUCTAHHS B PO3BUTKY SK TCOPETHYHMX, TaK 1 MPAKTHYHUX acHEKTiB CHCTEM
KepyBaHHsS TEXHOJOTi{YHMMHU IPOIECaMH 3a JOIOMOIOI0 BIOCKOHAJIEHOIO METOAY CHHIYJSIPHOTO CHEKTPAJIbHOIO aHalizy
(SSA) nmnst 0OpoOku wacoBux psaiB. llel yaockoHaJeHWH mMiaXig OyB YCHIIIHO MPOJEMOHCTPOBAHUH Yy peaTbHUX
3aCTOCYBAHHSX, BKJIIOYAIOYM IPOLIECH MOJPIOHEHHS Ha CTPYMHMHHMX MIIMHAX 1 MOHITOPUHIY BHOYXOHEOE3NedHOCTI Ha
BYTUIBHHX MIAXTaX Ta MiINPHEMCTBAX Ha(TO-MATMBHOTO KOMIUIEKCY. BIIpoBamkeHHsS IeMOHCTpye 3HAa4YHE IIiJABHICHHS
HIBUAKOCTI 0OpoOKM JaHux i sikocTi iHpopmarii, mo poOuts Horo ocoOIMBO IIHHUM A8 3aCTOCYBAaHHS Ha KPUTHYHO
BaKJIMBHX JUIS O3MEKN IPOMHCIIOBUX 00’ €KTax.

KJ/JIIOUYOBI CJIOBA: cucremu KepyBaHHs, KOHTPOJb BHOYXOHEOE3MEUHOCTi, AATUUKH, CHUHTYJSPHUH CIEKTpaIbHUI
aHaJi3, yacoBi pAAH.
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