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ABSTRACT

Context. Aggregating frames into blocks when transmitting information in wireless IEEE802.11 networks helps to significantly
reduce overhead costs and increase the transmission rate. However, the impact of noise reduces the efficiency of such transmission
due to an increased probability of distortion of longer messages. We compared the efficiency of data transmission by variable and
constant size blocks formed from frames using VBS and FBS mechanisms correspondingly under conditions of noise varying inten-
sity.

Obijective. The purpose of this article is a comparative study of VBS and FBS mechanisms used for the formation and transmis-
sion of different sizes frame blocks under medium and high noise intensity.

Method. A simple model used in IEEE 802.11 networks to determine the DSF throughput for transmitting frames in infrastruc-
ture domains was modified by us to transmit frame blocks of different sizes under conditions of medium and high intensity noise
affecting the transmission process. We use for transmission a discrete in time Gaussian channel without memory. In such a channel,
bit errors are independent and equally distributed over the bits of the frame. The scale factors of the model for the number of frames
in a block k = 6-40 at an average noise level corresponding to BER = 107 and k = 4-15 for high-intensity noise at BER = 107 are
determined. The algorithm for calculation of the network throughput has been generalized. The investigation of the dependences of
the throughput on the number of frames in the VBS blocks showed the presence of local maxima in dependences, located in the re-
gion of average values of the frames number. These maxima are more pronounced at increased data transfer rates.

Results. It is shown that with a small number of frames in a block (k = 6-9) and high-intensity noise, the efficiency of the FBS
mechanism exceeds the efficiency of the VBS block formation mechanism. However, at the same noise level, an increase in the
number of frames in a block (k > 10) makes the use of the VBS mechanism more preferable. This advantage is explained by the fact
that the VBS mechanism at each subsequent stage of transmission forms a block from frames distorted at the previous stage, there-
fore the size of the blocks at subsequent stages decreases, increasing the number of frames successfully transmitted to the AP (due to
the increase in the probability of transmitting shorter blocks). At the same time, the constant and small probability of successful
transmission of a constant size block at each stage makes the probability of transmission of frames distorted at the previous stages
low. The situation changes for noise of medium intensity. Here the transmission of each subsequent block in the range of up to 25
frames per block using the VBS method requires the use of two stages. The application of the FBS method in these conditions shows
that only the first set of frames requires the use of two stages for its complete transmission. Then, due to the accumulation of frames
at the previous stages, each subsequent stage of transmission completes the formation of the corresponding set in the memory of AP.
Thus, when the noise intensity decreases to BER = 107 and below, the use of the FBS mechanism becomes more effective. The ob-
tained results are illustrated with specific examples characterizing the formation and transmission of various frame blocks.

Conclusions. In this article, using a mathematical model modified by us, a comparative study was conducted on the efficiency of
various mechanisms for forming and transmitting a frame block of different sizes under conditions of the impact of different intensity
noise on the transmission process. The algorithm for calculating the network throughput was generalized, and the values of the
throughput were determined when using the VBS and FBS network functioning mechanisms.

KEYWORDS: IEEE 802.11 wireless networks, throughput, noise intensity, BER, frame blocks, VBS and FBS mechanisms.

ABBREVIATIONS BFER is a block frames error rate;
AP is an access point; DCF is a Distributed Coordination Function;
STA is a station; ACK is a frame acknowledgment;
BER is a bit error rate; DIFS is an inter-frame space;
FER is a frame error rate; SIFS is a short inter-frame space;
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MAC is a Medium Access Protocol;

BAR is a Block ACK Request;

BA is a Block ACK;

TCP is a Transfer Control Protocol;

EDCA is an Enhanced Distributed Channel Access;
VBS is a variable block size;

FBS is a fixed block size;

WLAN is a Wireless Local Area Network.

NOMENCLATURE

bE is a number of erroneous bits;

R is a data transfer rate;

t is a transmission time;

Lgata IS @ length of the frame data field in bits;

Ey is an energy per bit;

No is a noise power spectral density;

Py is a bit error probability;

Ps is a frame error probability;

Pc is a probability of a data block collision in ideal
channel;

Pg is a probability of a data block corruption by inter-
ference during transmission;

Ps is a relative probability of successful block trans-
mission;

Ps is a probability of successful block transmission;

k is a number of frames in a block;

Toirs is an inter-frame space duration;

Tqirs is a short inter-frame space duration;

Tenynar IS @ transmission time of the frame’s physical
layer header;

T, is an average length of the backoff;

CWin is @ minimum contention window length;

Tack is an acknowledgment frame duration;

Siq is an ideal DCF throughput;

Sy is a real throughput when using block transmission;
d is a propagation delay;

o is a duration of one slot.

INTRODUCTION

The share of traffic transmitted by Wi-Fi devices in
the total traffic of wireless networks over the past decade
is approximately half. Wi-Fi technologies are rapidly de-
veloping, maintaining their positions in competitive activ-
ity [1, 2].

Despite significant progress in solving WLANS prob-
lems, achieved in the development of modern networks
such as IEEE 802.11ac and 802.11ax, the effective
throughput increases slowly, especially in dense networks
operating under conditions of high external and internal
noise intensity [3-5].

As noted by US Federal Communications Commis-
sion (FCC), an urgent problem for technologies using
wide frequency channels (Af = 160 MHz) is “clearing the
frequency range”. The effect of increasing interference is
also observed with a decrease in the inter-symbol interval
of transmitted data and with an increase in the number of
subcarrier frequencies. The concentration of several spa-
tial streams in one region of the channel leads to an in-
crease in the mutual influence of signals too. This effect is

© Khandetskyi V. S., Karpenko N. V., Gerasimov V. V., 2025
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further enhanced with an increase in the intensity of ex-
ternal noise, blurring the distinctive features of signals of
different streams. Another challenge in wireless networks
is the handover, which is the process of switching users
from one AP to other [6].

Electromagnetic interference increases significantly
when wireless networks operate in industrial environ-
ments. Sources of electromagnetic radiation such as vehi-
cles, industrial equipment, electric motors, switching de-
vices, high-voltage equipment, and fluorescent lamps
produce intense noise.

High level of industrial interference increases BER
(bit error rate) in transmission channel [7, 8]. The result is
an increased loss of frames during transmission, retrans-
mission of frame copies which in turn decreases the net-
work throughput.

To reduce the overhead costs when transmitting data
in separate frames, a block transfer mechanism was pro-
posed [9-11]. This mechanism provides that a block of
frames from one flow can be sent without acknowledging
that the AP has correctly received each individual frame.
After the block transmission the STA initiates a BAR
frame to enquire the number of frames that have been
received successfully. The AP then responds with a BA
frame. The efficiency of this scheme comes from the fact
that the overhead is greatly reduced, because DIFS and
backoff intervals only occur before the first frame of the
block and only one acknowledgment is used for all frames
in the block (BA).

A similar principle is used by the TCP transport pro-
tocol when transmitting data segments in wired networks
[12, 13].

The concept of EDCA used in IEEE 802.11e [14-16]
provides two mechanisms for composition of frame
blocks during the transmission process. A block of data
can be formed using only those frames that were cor-
rupted during the transmission of the previous block. In
such a case referred to as VBS, data frames block size
varies over time from one transmission stage to next. In
other cases, a data block can also be composed on cor-
rupted frames as well as newly transmitted frames, so that
the data frames block size is kept at the maximum size
specified at the initial stage. Thus, the data block size
does not change over time and refers to this as FBS.

The object of study is the process of transmitting in-
formation in wireless networks using VBS and FBS
mechanisms for the formation and transmission of frame
blocks under conditions of medium and high intensity
external noise.

The subject of study is the mathematical models of
IEEE.802.11 BA networks using VBS and FBS operating
mechanisms under conditions of noise influence on the
transmission process.

The purpose of the paper is a comparative study of
the efficiency of frame blocks transmission formed using
the VBS and FBS mechanisms under the influence of

variable intensity noise.
OPEN 8 ACCESS
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1 PROBLEM STATEMENT

Interferences that have various physical natures differ
in their spectral composition. At the same time, it is im-
portant to study the general patterns of the interference
influence on data transmitted in wireless networks over a
radio channel. For this purpose, it is advisable to use
Gaussian noise as the most general noise model that de-
scribes a wide range of noise sources and their superposi-
tion quite well [8, 17]. An example of a simple channel
model that is widely used in information theory is addi-
tive white Gaussian noise channel without fading [18].

One of the changes that modern digital communica-
tion systems have brought to radio engineering is the need
to end-to-end performance evaluations. The measure of
that performance is usually bit error rate (BER), which
quantified the reliability of the radio system from “bits in”
to “bits out” [19]:

_ humber of corrupted bits _ bE 1)

total number of bits R-t

where bE is the number of erroneous bits, R is the data
transfer rate, t is the transmission time.

In a noisy channel, the BER is often expressed as a
function of the normalized carrier-to-noise ratio denoted
Ep/No. The Gaussian approximation of the noise in deter-
mining the BER is used to estimate the number of itera-
tions needed to the convergence of the parity code de-
coder in function of the level of noise power [20]. Bit-
error rate analysis of low-density parity-check codes us-
ing Gaussian approximation of a channel is considered in
[21].

In general, errors at different locations of an informa-
tion sequence of length L can occur with different prob-
abilities. In this article, we use for transmission a time-
discrete channel without memory with white Gaussian
noise. A channel of this type is characterized by the fact
that the bit errors in it are independent and equally dis-
tributed over the bits of the frame data [22, 23].

Let L and P, correspond the frame length and bit error
rate (BER), respectively, and P; correspond the frame
error rate (FER). Then the probability that a frame of
length L will be transmitted undistorted is equal:

4=01-R)A-R)A-Ra).-L-R)=C-R)", (2

where Py1= Ppy= Pyps=...= Py, = Py. In this case, the prob-
ability of frame distortion is equal to

P =1-(1-PR)". €)

The probability of successful (error-free) transmission
of a data block by the STA to AP can be expressed as
follows:

Ps =(1-Rc)(—Pg) = (1-Re) (- Ry) ™. (4)

The Pc is traditionally determined using Markov-
chain models [24-26].

Let us analyze the influence of the intensity of exter-
nal interference or, in other words, the noise level in the
communication channel on the probability of the block
successful transmission. At the same time, since in accor-
dance with (4) the influence of the collision’s intensity P¢
and external interference Py is carried out on Psseparately
[27], it is possible, without reducing the reliability of the
analysis, to fix Pc at the certain level and consider the
influence P, on the relative value of Pg,= Ps/(1-P¢).

Table 1 shows the dependence of Ps, on k
(L=12000 bits) for three levels P,=BER=10"", 107, 10°°.

If we assume that P is zero, then Ps,= Ps and from
Table 1 it follows that the probability of a block success-
ful transmission in case BER=P,=10" decreases signifi-
cantly with increasing k.

In the ideal case, the channel is regarded as perfect,
i.e. neither error not collisions occur, and in any transmis-
sion cycles there is only one active STA which always has
backlogged frame in queue between the MAC and its up-
per layer waiting to be transmitted. The receiver (AP — in
infrastructure network) only responds with ACK (AC-
Knowledgment) and the other STAs just sense the chan-
nel and wait. Then the ideal DCF throughput S;4 taking
into account [9, 28] can be defined as

Sig = Ldata , (5)
! TDlFS +TCVV JrT[: +TACK +258
where 7 - G.(CV\Igmin D and 1 T+ Ldsta +Tsips -

Each frame includes a common physical header whose
duration Tpnyngr has to be added to the frame transmission
time [10].

The block transmission scheme in protected mode is
illustrated in Fig. 1.

Table 1 — Dependences of Ps, on k for different values of noise intensity Py,

BER=P,=10~"
Ps, 0.999 0.998 0.996 0.995 0.994 0.993 0.990 0.988 0.982 0.976 0.965
k 1 2 3 4 5 6 8 10 15 20 30
BER=P,=10"°
Ps 0.988 0.976 0.965 0.953 0.942 0.931 0.908 0.887 0.835 0.787 0.697
k 1 2 3 4 5 6 8 10 15 20 30
BER=P,=10"°
Ps, 0.887 0.787 0.697 0.619 0.549 0.487 0.383 0.301 0.165 0.09 0.03
k 1 2 3 4 5 6 8 10 15 20 30
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| DIFS | backoff | PHYyq | frame | SIFS [ ACK [ SIFS [ PHYynq | frame | SIFS

| PHYya | frame [ STFS [ BAR [SIFS | BA |

Figure 1 — The scheme of data frames block transmission

The transmission speed can be significantly increased
by combining frames into blocks and transmitting them
using the VBS and FBS mechanisms. It is of considerable
interest to conduct a comparative analysis of the effi-
ciency of these mechanisms when changing the sizes of
transmitted blocks and in the presence of Gaussian noise
of varying intensity in the transmission channel.

2 REVIEW OF THE LITERATURE

Supporting real-time communications over IEEE
802.11 WLANSs is very important yet challenging due to
limited channel capacity, unstable channel conditions and
a low transmission delay requirement of real-time traffic
[29]. In [30] the authors provided a closed formula, based
on some approximations, for the configuration of the pa-
rameters CWpin and CW,,.x, Where CW is the contention
window in backoff mechanism of a frame transmission.
In [31] the authors built an analytical model to derive an
average delay estimate for the traffic of different priorities
in the unsaturated 802.11e WLANS.

The majority of analytical works on the delay per-
formance of IEEE 802.11 focuses on predicting only the
mean MAC delay, although higher layer application and
protocols are interested in the total performance of the
MAC layer. The analysis presented in [32] applies to the
priority schemes of the of the EDCA mechanism of the
IEEE 802.11e standard. However, by using an appropriate
parameter setting, the results presented are also applicable
to the legacy 802.11 DCF. In [33] authors note that for
analytical tractability and simplicity, most exiting per-
formance models of transmission opportunity (TXOP)
have been restricted to unrealistic working scenarios
where the traffic follows a Poisson process, which is un-
able to capture to heterogeneous characteristics of multi-
media traffic. IEEE 802.11e EDCA induces service dif-
ferentiation by appropriate joint turning of for adjustable
contention parameters.

In [3] authors consider the situation in which a trans-
mitter attempts to communicate reliably over a discrete
memoryless channel. In [34] authors analyze additive
white Gaussian noise at both the receiver and the warden
for covert communication. The next generation of wire-
less communication technologies is accelerating the trans-
formation of industrial Internet of things (110T) [4]. In [5]
authors consider adversary’s noise and channel uncertain-
ties and analyze their impact on throughput of covert
messages.

Congestion is the main cause of losses in wired net-
works, but in today’s heterogeneous networks, loss events
can also be introduced due to higher error rates on wire-
less channels, host mobility and frequent handovers [35].
Interference is the main performance-limiting factor in
most wireless networks [36]. The interference ranges in a
mentioned literature are set without fully considering the
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effect of the networks. The setting of the interference
range is rather heuristic and remains an open problem
[37].

In the case of collision, at least two stations (STAS)
start transmission in the same slot, each of them sends out
a whole block and BAR frame and then waits for the BA
frame. The access point (AP) shall not send back the BA
frames when it detects a collision. The STAs can’t receive
the BA frames successfully, and then they have to retry
their transmission again.

In the erroneous case due to interference STA sends to
AP a whole block and BAR frame as usual. The AP then
sends back a BA frame to indicate which frames are cor-
rupted.

The authors of article [10] justify the expediency of
using the frame block protection mechanism during
transmission. In this case, successful transmission of the
first frame in a block is notified via immediate ACK.
Otherwise, even if the first frame in a block collides with
other frames transmitted by other stations, the transmit-
ting station will continue to transmit the next frames in a
block since it cannot determine such a collision. This can
lead to severe performance degradation.

The BA frame contains information about the recep-
tion of the whole block through a corresponding bitmap.
Both the BAR and BA frames are transmitted at the same
rate used for the data frame transmission. After each BA
the STA transmits the corrupted frames composed in a
subsequent block.

Network performance is affected by two different
states: the probability of having successful channel access
and the channel utilization efficiency [24]. The first state
depends on the number of competing stations. The second
state depends on the overhead, in terms of headers, con-
trol frames and retransmissions required for the data de-
livery, and it is a function of the frame error rate.

3 MATERIALS AND METHODS

If the mechanism of variable blocks size (VBS) is
used when transmitting data, then after receiving frame
BA the next block is formed only from frames distorted at
the previous state. Let’s analyze the operation of this
mechanism at average noise intensity BER=P,=10° using
the example of a block with k=20. The corresponding
transmission scheme using the protection mode is shown
in Fig.2.

In the fields of the scheme in Fig. 2, designated by the
letter F, we integrate the physical layer header PHY g, the
frame itself and the short inter-frame interval SIFS.

The probability of successful transmission of a sepa-
rate frame F1, which performs the block protection func-
tion, is equal to Ps=0.988, and we assume that this frame
will be successfully transmitted. The probability of suc-
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cessful transmission of an entire block consisting of 20
frames at BER=P,=10"° is equal to

that is, we can assume that statistically approximately
16 frames from a block successfully passed to the AP, and
4 distorted frames (for example F3, F7, F11, F15), as

Ps k=20 = (- Pb)LO'k =0.787, (6) shown in Fig.2, are transmitted at the second stage. In this
case, taking into account (5), the throughput is
21 Lyata

Sk=20 =

Z(TD”:S +TCW +TACK)+4TS|FS +25'TF +2TBAR +2TBA +83 .

U]

| DIFS [ backoff [ F1 | ACK | SIFS | F2 | F3 | F4

|F5 [ Fs | F7

[ F21 [ BAR [SIFS | BA |

| DIFS | backoff [ F3 | ACK | SIFS | F7 [ F1l | F15 | BAR [ SIFS | BA |

Figure 2 — The VBS transmission scheme for a block containing k = 20 frames at BER = P, = 107

For forty frames in a block (k = 40) with the same level of interference in the channel (BER = P, = 10°), the trans-

mission scheme is shown in Fig. 3.

DIFS | backoeff | F1 | ACK | SIFS |F2 | F3 |F4 |F5 |F6 |F7 F41 | BAR | SIFS | BA

DIFS | backoff | F2 | ACK | SIFS | F4,F7, F10, F13,F16, F19, F21, F24, F27, F30, | BAR | SIFS | BA
F33, F36,F38, F40

DIFS | backoff | F4 | ACK | SIFS | F21 BAR | SIFS | BA

Figure 3 — The VBS transmission scheme for a block containing k = 40 frames at BER = P, = 107

The probability of successful transmission of a block,
consisting of k = 40 frames, calculated similarly to (6), is
equal to Psy=40=0.619. Thus, it can be assumed that sta-
tistically approximately 25 frames from a block success-
fully passed to the access point, and 15 frames (for exam-
ple F2, F4, F7, F10, F13, F16, F19, F21, F24, F27, F30
F33, F36, F38 and F40), as shown in Fig. 3, are transmit-

41 Ldata

ted at the second stage. The probability of successful
transmission of a block formed at the second stage and
containing 14 frames at BER=P,=10"° is Psx=14=0,845.
From this number, statistically 12 frames will success-
fully reach the access point, and 2 frames (for example
F4, F21) will be distorted and will be transmitted already
at the third stage. In this case, the throughput is

Sk=40

Similar calculations were carried out for blocks with
k =6, 10, 15, 25 and 30. The resulting throughput values
for blocks of different lengths when changing the data
transfer rate R are shown in Table 2. The following pa-
rameters were used in the calculations [9, 38]:
Tsirs=16 us, 6=9 us, Toirs=34 ps, Tpxynar = 20 ps,
CWnin=16, 26=0,7 ps, Tpar=21,8 pus, Tga=31 s,
L4ata=12000 bit.

Graphical dependencies of throughput S, on the num-
ber of frames in a block k at different data transfer rates R

- S(TD":S +TCV\7 +TACK)+6TS|FS +58'TF +3TBAR +3TBA +126

(8)

are shown in Fig.4. As can be seen from the figure, the
curves are characterized by the presence of a maximum in
the area of average k values. As data rates increase, these
maximums become more pronounced.

Let’s analyze the effect of high-intensity noise with
BER=P,=10" on the process of block data transmission
using the VBS mechanism. The process of transmitting a
block with k=15 frames in protected mode is described
schematically in Fig. 5.

Table 2 — The throughput values S at different k and R when BER=P,=10°

Sk

k R, Mbps

108 162 216 270 324 378 432 486
6 67.8 85.8 98.9 108.8 116.7 123.0 128.2 132.6
10 63.0 79.9 92.3 101.8 109.3 1154 1204 124.6
15 62.6 80.0 93.0 102.9 110.9 117.3 122.7 127.2
20 61.5 79.5 93.1 103.8 112.3 1194 125.3 130.3
25 60.9 79.2 93.2 104.3 113.3 120.7 126.9 132.2
30 56.6 73.6 86.6 96.9 105.2 112.1 117.9 122.8
40 53.7 70.2 82.9 93.0 101.2 108.0 113.8 118.7
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Figure 4 — Dependence of network throughput Sy on the number of frames k in a block. Data transfer is carried out using the VBS
method at BER=P,=10"°
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Figure 5 — The VBS transmission scheme for a block containing k = 15 frames at high interference intensity (BER=P,=10"°)

The probability of successful transmission of a fifteen
frames block when BER=P,=10"is equal to

Ps k=15 = (1= B) ™ = 0.165, ©
that is, at the first stage statistically 2 frames successfully
pass through the channel, and 13 are distorted (F2, F4, F6,
F7, F8, F9, F10, F11, F12, F13, F14, F15, F16 in the des-
ignation of the blocks of the scheme in Fig. 5).

These frames are transmitted at the second stage, with
F2 acting as a diagnostic frame, and a last 12 forming a
block. The probability of successful transmission of this
block is 0,237, therefore we assume that at this stage 3
frames successfully pass through the channel (F6, F8 and
F10), and 9 are distorted (F4, F7, F9, F11, F12, F13, F14,
F15, F16).

The indicated 9 frames are transmitted at the third
stage, with F4 acting as a diagnostic frame, and a last 8
forming a block. The probability of successful transmis-
sion of this block is 0.383, so we assume that at this stage
on average 3 frames successfully pass through the channel
(F9, F12 and F14), and 5 are distorted (F7, F11, F13, F15,
F16).

These frames are transmitted at the fourth stage, with
F7 acting as a diagnostic frame, and a last 4 forming a
block. The probability of successful transmission of this
block is 0,619, therefore we assume that at this stage on
average 2 frames successfully pass to the access point
(F13 and F16), and 2 are distorted (F11 and F15). As
shown in the scheme, they are successfully transmitted at
the fifth stage.

In this case, the network throughput is calculated as
follows:

13- Ldata

Sk=15

Similar calculations were carried out for blocks with
k=4,86, 8, 10, and 12. The throughput values for all these
blocks when changing the data transfer rate R are shown
in Table 3.

Graphs of the throughput S on k dependences for
R =270, 378, and 436 Mbps are shown in Fig. 6.
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(10)

As can be seen from figure 6, the curves characterized
by the presence of a local maximum in the vicinity of
k=10. The values of these maxima, as well as the absolute
values of the throughput at high noise level BER=P,=10"
are significantly smaller compared to the previous case
described in section 4.1 where BER=P,=10"°.
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Table 3 — The throughput values S at different k and R when BER=P,=10°

Sk
k R, Mbps
108 162 216 270 324 378 432 486
4 415 50.5 56.7 61.2 64.6 67.3 69.5 71.3
6 38.9 48.0 54.3 58.9 62.5 65.3 67.6 69.5
8 36.2 45.2 51.7 56.5 60.2 63.2 65.6 67.6
10 35.5 44.9 51.8 57.0 61.1 64.4 67.2 69.5
12 32.0 40.2 46.2 50.7 54.2 57.0 58.1 61.3
15 25.1 32.0 37.2 41.2 44.3 46.9 49.1 50.9
Sz, Mbps

80

75

70 ! y —4—R=270 Mbps

65 .\.\'/-i —@—R=378 Mbps
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Figure 6 — Dependence of network throughput S, on the number of frames k in a block. Data transfer is carried out using the VBS
method at BER = P, = 10

In this work, to study the efficiency of data transmis-  Keeping the simplicity of the original model, we propose
sion using the VBS method under noise, we modified to determine the influence of noise within the framework
expression (1), which was originally proposed to calculate  of the following model:
the throughput of a WLAN in ideal case of no noise.

S, = (kK+1) - Lyata _ (11)
a(Tpirs +Tew +Tack ) +BTsirs + YT +N(Tgar +Tpa) + 20

The values of the coefficients a, B, v, n, and A for all k  collected in Tab.4. The dependences of the coefficient y
involved in calculation and two noise levels (BER) are  on k for different noise levels are shown in Fig. 7.

Table 4 — Values of coefficients in model (11)

Noise level, Number of frames in Model coefficients
BER each block k o B Y n A
6 1 2 7 1 4
10 2 2 12 1 6
15 2 4 18 2 8
10°° 20 2 4 25 2 8
25 2 4 32 2 8
30 3 4 41 2 10
40 3 6 58 3 12
4 2 4 7 2 4
6 3 4 11 2 10
10°° 8 3 6 16 3 12
10 3 6 21 3 12
12 4 8 29 4 16
15 5 10 45 5 20
© Khandetskyi V. S., Karpenko N. V., Gerasimov V. V., 2025
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Figure 7 — Dependences of coefficient y in (11) on the number of frames in block k for different noise levels

Let us generalize the algorithm for determining the
network throughput.

1. At the first stage, using the noise level BER=P, and
the total data length of the frame’s block Lo’k we calculate
the probability of successful block transmission Ps® us-
ing formulas (6). By multiplying the resulting probability
P by the number of frames in the block k and going to
the nearest integer, we will obtain the average number of
frames that will be successfully transmitted to the access
point AP:

kE =[k-PP], (12)

where [] denotes going to the nearest integer value.
If the number of frames kxp™® is less, than the number of
frames in the block k, then they difference indicates
frames distorted by interference, which, in accordance
with the VBS method, will form a new block for trans-

mission in the second stage:
k& =[(k-k)]. (13)

2. One is subtracted from the obtained value kp® (10)
(one frame performing the channel diagnostic function is
transmitted before the block and its delivery is confirmed
by a separate receipt ACK), the remaining number of
frames is subjected to a procedure similar to (12):

K2 =[K? ). PA]=[k@ -1 a-R)~* D). (14)

In this case, the number of frames distorted during
transmission at the second stage and intended for trans-
mission at the third stage is

k® = (k@ -1-k@. (15)

3. These frames form the corresponding block at the
third stage and the procedure is repeated:

=10 - PN=10) --a-R)'< S Dy, (19)
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k) = k& -1 -k (17)
Continuing this algorithm, we obtain its generalization
in the following form:

K =100 -0-P=[6 - 0-R) D), (19)

k4 = (k@ 1) -k, (19)
Here symbol i denotes the number of transmission
stages in the VBS method.

4 EXPERIMENTS

Let us first consider the transmission of blocks of a
fixed size under conditions of high-intensity noise
BER=P,=10". Let’s assume that the transmitted block
contains 6 frames of standard length (see section 3). The
probability of successful transmission of the entire block
is equal to Psy= =0.487, that is, approximately half of the
frames of this block will be distorted (for example F2, F4,
and F6).

But, unlike the VBS method, now, in order to main-
tain the constant block size, these frames are comple-
mented with four new frames with the following numbers
in order, forming the block — F24, F44, F64, F8, F9, F10,
and F11 (the symbol d hereinafter denotes distorted
frames; at the first stage, frames from 1 to 7, inclusive,
took part in the transmission process and F1 diagnoses
transmission environment). From the frames distorted at
the first stage of transmission, we select a frame that will
be diagnostic at the second stage, for example F24. This
frame is separately confirmed by a receipt, and according
to Section 3.2, the probability of its successful transmis-
sion is 0,887, that is, it is sufficiently high. Thus, at the
second stage, the following block is formed for transmis-
sion: F4,, F6y4, F8, F9, F10, and F11.

We assume that, as in the first stage, three frames are
successfully transmitted to the access point, and three are
distorted. Let’s estimate the probability that copies of
frames F4q4, F64 will be included in the number of suc-
cessfully transmitted frames at the second stage. For this,
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we will use the well-known formula of a probability the-
ory [17]:

m ~n-m
Py =M CN- (20)
Cn
Here
N N(N -1)(N -2)...1
Cn = [n(n=1)(n—=2)..20-[(N=n)(N-n-1)(N-n-2)..1] (21)

In these formulas N is the number of frames in the
sent block (N =6); n is the total number of frames that
were distorted during transmission (n = 3); M is the num-
ber of copies of distorted frames included in the block for
transmission at the second stage (M = 2); m is the number
of frame copies that are planned as successfully transmit-
ted to the AP. In our case, form =2, P,= 0.2, i.e. success-
ful transfer at the second stage of copies F44 and F6y is
the rare event. However, for m =1, P,= 0.6, i.e. success-
ful transmission of F44 or F64 can be accepted. Let’s as-
sume that it is F4,.

Thus, frame F64q is included in the block for transmis-
sion at the third stage, as well as, for example, frames F84
and F104. From among these frames, a frame diagnosing
the transmission environment in protected mode is se-
lected. The probability of choosing the F644 frame out of
three is 1/3, and the total probability for the third and
fourth stages of transmission is 2/3. Therefore, it can be
assumed that the F644 frame will be sent at one of these
stages, and all 7 frames of the first set (F1 — F7) will fi-
nally be collected in the buffer memory of the AP. At the
same time, it will be possible to form this set of frames in
the required sequence and send it to the network. In the
best case, this will be done after the third stage of transfer,
in more likely — after the fourth stage. In the case of using
the VBS method (see subsection 3.2), the formation of the
entire first set in the desired sequence of frames took
place immediately after the third stage of transmission.

But it should be taken into account that in the third
and fourth stages, the frames of other sets will also be
stored in the memory of the AP, which characterizes the
potential possibility of forming complete sets for trans-
mission over the network in the following stages. Let’s
consider this.

After the first stage of transmission, the access point
will receive frames F1;, F3,, F5;, F74, from the first set. It
will not be able to send these frames to the network until
this set is received completely and its frames are formed
in the required sequence.

After the second stage of transmission, copies of
frames F24 and F4, are added to the first set, and frames
F9 and F11 from the second set are added to the access
point.

After the third stage of transfer, frame F644 is not add-
ed to the first set (the most realistic option is selected),
and 3 frames are added to the second and third sets, for
example F104, F13 to the second and F15 to the third
block.
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After the fourth stage of transmission, a copy of the
F64qq frame is finally added to the first set, completing its
formation, and two more frames enter the memory of the
AP, for example, F14, to the second block and F17 to the
third block.

As a result, after the end of the fourth stage of trans-
mission, the access point contains: a fully formed first set
of frames (F1 - F7), as well as 5 frames of the second and
2 frames of the third set, which in total is equivalent to a
complete set of frames.

Thus, under the considered conditions: a significant
intensity of external noise — BER =107 and a small block
length (k = 6-9 frames), it can be assumed that the effi-
ciency of the FBS method exceeds the efficiency of the
VBS method, which was studied in the previous section.

Let’s analyze for comparison the option of transmit-
ting longer blocks of frames (k =10) with the same sig-
nificant noise intensity BER=10".

At the first stage, the following set of frames is pre-
pared for transmission: F1, F2, F3, F4, F5, F6, F7, F8, F9,
F10, F11. The probability of successful transmission of a
ten frames block (F2-F11) is Psy-10=0.301, which as-
sumes the successful delivery of three frames plus a diag-
nostic frame F1. Suppose it will be F3, F5, F7.

Then, in the second stage, frames F2q4, F44, F64, F8q,
F9q4, F104, F114, F12, F13, F14, F15 will be prepared for
transmission. Seven frames from this set were distorted in
the process of the first stage of transmission, so copies of
they were prepared for transmission, which were supple-
mented to a complete block by four new frames with con-
secutive numbers. A copy of the distorted frame is chosen
as the diagnostic frame due to the higher probability of
such a choice.

From the composition of this block, three frames will
be successfully delivered to the access point. Due to the
large number of the frame’s copies in the set, we believe
that there will be two copies and one frame from among
the added ones, for example F4q4, F8;and F13. Thus, after
the second stage of transmission, frames F1, F24, F3, F4g,
F5, F7, F84 from the first block and F13 from the second
block will be accumulated in the buffer memory of the
access point.

At the third stage of transmission, copies of distorted
frames F64d, F9qa, F1044, F1144, F124, F14y, F154 will be
used to form a block, which will be supplemented with
frames F16, F17, F18, F19. The BA frame sent by the AP
will contain information about distorted frames. Consider-
ing, that 4 out of 7 frames were distorted in the first stage,
and in the second it was repeated with their copies, it is
reasonable to choose a diagnostic frame from among
them, let it be F644. Then, in the third stage, will be sent
the next set of frames: F6yq_ F94q, F1044, F1lyy; F124,
F14,, F154; F16, F17, F18, F19. Three groups of frames,
separated by the sign ";" are approximately equal in num-
ber, so let’s assume that frames F1049, F144, F17, oOne
from each group, will reach the AP undistorted. Thus,
after the third stage of transmission, 9 frames of the first
set will be accumulated in the memory of AP (two frames
are missing from the full set, according to our example,

OPEN ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

these are F9 and F11), as well as frames F13, F14, F17
from the second set.

Copies of frames F94dd, F1lgaq; F1249, F1544; F16q,
F184, F194 will be included to block in the fourth stage of
transmission; which will be supplemented with frames
F20, F21, F22, F23. The distorted frames form three, ap-
proximately equal groups, so it is more reasonable to ex-
pect that F9gqq Or F11449 Will be used as a diagnostic frame
at the fifth stage. The probability of successful delivery of
one of these frames to the AP is 1/10, that is, it should not
be expected to be delivered in the near stages. Replenish-
ment of the second set of frames in the memory of the AP
at the fourth stage will most likely take place with three
frames; at the fifth stage a maximum of two is possible.
The process then becomes more and more delayed, since
the fewer unsent frames of a given set remain, the less
likely it is that they will be among those successfully de-
livered.

At the same time, it should be noted that according to
the calculation carried out when k =10, using the VBS
method allows us to fully form the first set in AP after the
third stage of transmission.

5 RESULTS

Thus, it can be concluded that in conditions of signifi-
cant interference intensity (BER =107°) and an increase
in the length of the transmitted block beyond k = 10, the
VBS method is preferable for use. This advantage is due
to the fact that when using the VBS method, at each sub-
sequent stage of transmission, the length of the transmit-
ted block is reduced and, accordingly, the absolute num-
ber of successfully delivered frames increases (due to the
increase in the probability of delivery) from this already
reduced block. The convergence of the algorithm is accel-
erated.

In the case of FBS, the large block length results in a
low delivery probability value that remains constant at
each transfer stage. Therefore, the number of successfully
delivered frames at each stage of transmission is small
and, as calculations show, this is not compensated by the
successful delivery and accumulation of frames from sub-
sequent sets.

Let’s compare these two methods when working in
conditions of medium interference intensity (BER = 107).

According to subsection 4.1, when VBS mechanism
works for k = 10, the completion of the first set formation
in access point is observed after the second stage of
transmission. And then the transmission of the frames of
the second set begins. The same is true for subsequent
sets of frames. Two stages of transmission are required to
transmit each block here. A similar situation is observed
for blocks containing up to k = 25 frames.

For the FBS method at the first stage of transmission,
the set of frames looks like: F1 F2, F3, F4, F5, F6, F7,
F8, F9, F10, F11. The probability of successful block
transfer is Psy-10=0.887, so statistically approximately
9 frames from the set F2—F11 will be successfully deliv-
ered, and, for example, F3 will be unsuccessful.
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At the second stage we will receive the following set:
F34_F12, F13, F14, F15, F16, F17, F18, F19, F20, F21
and from this block (F12-F21) approximately 9 frames
will be successfully delivered to the AP too.

Thus, if we use the FBS method in these conditions,
after the second stage in memory of the AP the first com-
plete set of frames F1-F11 will be located, as well as
9 frames of the following second set, which will be
formed on the third stage. By conducting a similar analy-
sis, we find that sets 1, 2 and 3 will be formed in the AP
after the fourth stage of transmission, and the entire set 4
will be added to them after the fifth stage, and so on.

Under these conditions, the use of the FBS method is
more preferable.

6 DISCUSSION

We compared the efficiency of data transmission by
variable and constant size blocks formed from frames
using VBS and FBS mechanisms under conditions of
noise varying intensity. It is shown that with a small
number of frames in a block (k=6) and high-intensity
noise (BER = 107°), the efficiency of the FBS mechanism
exceeds the efficiency of the VBS block formation mech-
anism. However, at the same noise level, an increase in
the number of frames in a block (k > 10) makes the use of
the VBS mechanism more preferable. This advantage is
explained by the fact that the VBS mechanism at each
subsequent stage of transmission forms a block from
frames distorted at the previous stage, therefore the size of
the blocks at subsequent stages decreases, increasing the
number of frames successfully transmitted to the access
point (due to the increase in the probability of transmit-
ting shorter blocks). At the same time, the constant and
small probability of successful transmission of a constant
size block at each stage makes the probability of trans-
mission of frames distorted at the initial stages low. This
is due to both the low probability of transmission of the
rather long blocks themselves and the relatively small
number of copies of frames in the block that have already
been distorted several times at previous stages of trans-
mission. The above factors complicate the formation of a
correct and complete sequence of frames of a given in-
formation message, significantly slowing down this proc-
ess.

For medium-intensity noise (BER =107°), the trans-
mission of each subsequent block in the range of up to
25 frames per block using the VBS method requires the
use of two stages. The application of the FBS method in
these conditions shows that only the first set of frames
requires the use of two stages for its complete transmis-
sion. Then, due to the accumulation of frames at the pre-
vious stages, each subsequent stage of transmission com-
pletes the formation of the corresponding set in the mem-
ory of access point. Thus, when the noise intensity de-
creases to BER =107 and below, the use of the FVS
mechanism becomes more effective.

The obtained results are illustrated with specific ex-
amples characterizing the formation and transmission of
various frame blocks.
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These studies were conducted under the condition of a
fixed probability of collisions. In the future, it is planned
to continue comparing the efficiency of various mecha-
nisms for forming frame blocks under conditions of dif-
ferent noise intensities, taking into account the change in
the number of collisions in 802.11 networks.

CONCLUSIONS

1. A simple model used in IEEE 802.11 networks to
determine the DSF throughput for transmitting frames in
infrastructure domains was modified by us to transmit
frame blocks of different sizes under conditions of me-
dium and high intensity noise affecting the transmission
process. The scale factors of the model for the number of
frames in a block k = 6-40 at an average noise level cor-
responding to BER = 107 and k = 4-15 for high-intensity
noise at BER =107 are determined. The algorithm for
calculation the network throughput has been generalized.

2. For the first time, comparative studies of VBS and
FBS mechanisms used for the formation and transmission
of different sizes frame blocks under medium and high
noise intensity were conducted.

3. The process of step-by-step dynamic transmission
of blocks with a decreasing humber of frames from stage
to stage, formed within the VBS mechanism, in an envi-
ronment with medium and high noise intensity was stud-
ied.

The investigation of the throughput dependences on
the number of frames in the FBS blocks showed the pres-
ence of local maxima, located in the region of average
values of the frames number. These maxima are more
pronounced at increased data transfer rates.

4. It is shown that with a small number of frames in a
block (k=6) and high-intensity noise (BER =107), the
efficiency of the FBS mechanism exceeds the efficiency
of the VBS block formation mechanism. However, at the
same noise level, an increase in the number of frames in a
block (k> 10) makes the use of the VBS mechanism more
preferable. When the noise intensity decreases to
BER = 107 and below, due to the accumulation of frames
at the previous stages of transmission the use of the FVS
mechanism provides a wider throughput and therefore
becomes more effective.

The scientific novelty of obtained results consists in
determining the throughput of wireless computer net-
works IEEE 802.11 using the mechanisms of VBS and
FBS for the formation and transmission of frame blocks
under the influence of variable-intensity noise on the
transmission process. The study of the dependence of
through put on the number of frames in VBS blocks
showed the presence of local maxima of the dependences,
which are located in the region of average values of the
frames number. These maximums are observed in the
range of medium and high noise intensities and are more
pronounced at higher data transfer rates.

The practical significance of obtained results con-
sists in the possibility of a reasonable choice of a suitable
mechanism for the formation and transmission of frame
blocks in accordance with the noise level in the data
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transmission environment and the determination of the
optimal number of frames in the block corresponding to
the maximum throughput under given transmission condi-
tions.

Prospects for further research are to study the pos-
sibility of using congestion control algorithms in fiber-
optic TCP networks, when transmitting data segments
using sliding windows, for use in wireless networks with
the implementation of automatic regulation of the length
of transmitted frame blocks and adaptation to the noise
level in the transmission medium. The model created by
these studies must also take into account the impact of
collisions caused by active frame generation by other sta-
tions in the wireless domain.
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AHOTAIIS

AkrtyanabHicTb. O0’eqHaHHA QpeiiMiB y O5oku mpu nepeaaBanHi iHGopmamii B 6e3aporoux mepexkax IEEE 802.11 nonomarae
CYTTEBO 3MEHIINTH HaKJIaTHI BUTPATH 1 MiABUIIMTH IIBUAKICTh Nepenadi. OJHOYACHO 3 MM, BIUIMB IIYMY 3MEHIIyE €(eKTUBHICTH
Takoi mepenadi BHACIHIZOK ITiJBUINCHHS IMOBIPHOCTI BHKPHUBIJICHHS OLTBII JOBI'HX HOBIIOMIICHb. MU MOPIBHIOBAaIH €(EKTUBHICTH
nepenadi JaHUX 3 BUKOPHCTAHHSAM 3MIHHOTO Ta MOCTIHHOTO po3MipiB OJ0KIB 3 (peiiMiB, mo GpopMyroTscst 3 Bukopuctanusam VBS ta
FBS mexaHi3miB, B yMoBax il iyMy 3MiHHOi IHTEHCHBHOCTI.

Meta po6oTn. MeToro wi€l cTaTTi € mopiBHLIBHI nociipkerns VBS ta FBS mexaHi3MiB, 1[0 BUKOPHUCTOBYIOTHCS I (opMy-
BaHHs 1 niepeaadi O10kiB (peiiMiB pi3HOro po3Mipy B yMOBaxX CEpPeAHbOI Ta BUCOKOI iIHTEHCHBHOCTI IIyMY.

Merton. [Tpocta mozens, mo BukopuctoByerbes B IEEE 802.11 meperxax ans BuzHadenus DCF npomyckHoi 3AaTHOCTI mpH mie-
penaBaHHI QpeiiMiB B iHPpacTpyKTYypHUX IOMEHax Oyina moamdpikoBaHa HaMHU Ui mepeaadi OJOKiB (peiiMiB pi3HOTO PO3Mipy B
YMOBAaXx CepeaHbol Ta BUCOKOI iHTEHCHBHOCTI LIyMy, LIIO BIUIMBA€ HA MpoLEC nepenadi. Mu BUKOPUCTOBYEMO JUIsl epesiadi JUCKpeT-
Huil y vaci ['aycoBmii kanan 6e3 mam’sti. Y TakoMy KaHaji 0iTOBI HOMMIJIKH € HE3aJIXHHMH 1 PIBHOMIPHO PO3NOALICHUMH Cepe]
6itiB dpeiimy. Busnaueni Macurrabyroui koedimieHTn Moeri uist KinbkocTi dpeiimi B Guiori K = 6-40 npu cepeHbOMy piBHI IIy-
My, mo Bignosizae BER =107, i k = 4-15 s Bucoxoro pisus mymy npu BER = 107°. V3aragsueHo anroput™ uis po3paxyHKy
MIPOITYCKHOT 3aTHOCTI Mepexi. J[ocimKeHHs 3a1eKHOCTEl IPOIyCKHOI 34aTHOCTI Bix KilbKkocTi ¢peiiMiB y VBS 610kax nokasano
HasBHICTh JIOKAIIbHUX MaKCHMYMIiB 3aJI©XKHOCTEH, sIKi pO3TallIoBaHi B 001acTi cepeHix 3Ha4eHb KinbKocTi Gpeiimi. Lli Mmakcumymu
€ OLIbII BUPAXKEHUMH IPH MiABUIICHHUX IBUAKOCTAX Nepeadi JaHuX.

PesyabtaTtn. [Tokazano, mio npu HeBenuKid Kimbkocti GpeiimiB B Omoui (K = 6-9) i BucokoiHTeHCHBHOMY IIyMi e)eKTHBHICTH
FBS mexanizmy nepepumrye epektuBHICTh VBS Mexanizmy ¢opmysanas 6iokiB. [Iporte, mpu TakoMmy >k piBHI OIyMy, MiABHIICHHS
KinbkocTi ¢peiimiB B Giiori (K > 10) pobuts Bukopucranus VBS mexanismy kpaugum. L5 nepeBara HOsICHIOETbCS THM (akTOM, IO
VBS Mexani3M Ha KOXHIilf HacTyIHIH craxii mepexadi ¢popmye OJIok 3 (peiiMiB, BUKPUBICHNX Ha MONEpenHill cTafii, mpu nboMy
po3Mip OJIOKIB Ha HACTYNHMX CTalisfX Mepeaadi 3MCHIIYEThCS, MIBUILYIOUH YUcio GpeiMiB, ycmimHo nepepanux AP (BHaciinok
ITiIBHILEHHS IMOBIPHOCTI mepenadi Oinbin KopoTkux 610KiB). OXHOYACHO 3 MM, MOCTIMHA i HEBEJIMKa IMOBIPHICTh yCHILIHOI Hepe-
nadvi OJIOKIB MOCTIIfHOrO po3Mipy Ha KOXHiH cTaiil poOUTh IMOBIPHICTH nepenayi (ppeiiMiB, MOMIKOMKEHUX Ha MONEPEeIHIX CTalisX,
HU3bKO10. CUTYyaIlisl 3MIHIOETBCS ISl IIYMY CepeaHboi inTeHcHBHOCTI. TyT mepeaada KO)KHOTO HACTYMHOTo OJIOKY B Aiamna3oHi g0 25
¢peiimiB Ha 6ok 3 BHKOopUcTaHHsIM Metony VBS motpebye nBox eramiB. 3acTocyBaHHs x merony FBS B uux e ymoBax mokasye,
10 TUTBKY TepIuuii Habip gpeiiMiB moTpedye BUKOPUCTAHHS IBOX CTajill A oro nmoBHOI mepenadi. [1oTiM, BHACHiZOK HAKOTUYEH-
HA (QpeiiMiB TonepenHix crajaiid, Ha KOXKHiM HACTYMHIHM cTail mepeaadi 3aBepUIyeETHCS MOBHE (pOopMyBaHHS BiATIOBIIHOTO HAOOpy B
mam’sti AP, TakuM 9HHOM, KOJH iHTEHCHBHICTb IIyMy 3MeHmyethest 1o BER = 10 i mmkue, Buxopucranns FBS Mexamismy crae
Oinpmr edexTrBHEM. OneprkaHi pe3yIbTaTH ITIOCTPYIOTHCS CIEIM(BIYHIME NPHUKIATaMH, IKi XapaKTepu3yIoTh GopMyBaHHS i mepe-
Jady pi3HUX OJIOKIB (peiiMiB.

BucHoBkH. Y 1ili cTaTTi, BUKOPUCTOBYIOYH MOJM(iKOBaHY HAMU MaTeMaTH4YHY MOJIEIb, IIPOBEACHI MOPIBHUIbHI TOCIIIKEHHS
e(eKTHBHOCTI MeXaHi3MiB (opMyBaHHs 1 epenayi OJI0KiB GppelimMiB pi3HOro po3Mipy B yMOBax BIUIMBY LIyMy Pi3HOI iHTEHCHBHOCTI
Ha Mpolec nepesayi. Y3arajlbHEeHO aaropuTM Ul PO3PAaXxyHKY MPOMYCKHOT 31aTHOCTI, BU3HAYEHI BEJIMYMHH MPOIYCKHOT 34aTHOCTI
mpu BukopuctanHi VBS ta FBS mexani3miB QyHKIIOHYBaHHS MEPEXi.

KJIFOYOBI CJIOBA: IEEE 802.11 6e3npoToBi Mepexi, MPpOoImycKHa 3JaTHICTh, IHTeHCUBHICTh myMy, BER, 610ku ¢peiimis,
VBS rta FBS mexanizmu.
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ABSTRACT

Context. The topic of the article is devoted to the issue selection of the means of the information-measurement system
(IMS) for automation of robototechnical complexes (RTC) of flexible production systems applied in various fields of industry,
and the research of their technological characteristics.

Objective. The goal is using the mathematical models to researching of the working characteristics of the new construction
transmitters for information — measurement and automated control of robototechnical complex in flexible production areas.

Method. In the article, the following issues were set and solved: the analysis of the application object, the selection of the
types of information-measurement and management elements of RTC creation and structure scheme; research of the
characteristics of the information-measuring transmitter for managing the active elements of the RTC; determining the error of
the analog output transmitter of the information-measurement system of RTC active elements.

Based on the analysis of the application object, it was determined that the structure scheme of the RTC at the flexible
production system includes complex technological, functionally connected production areas, modules and robotic complexes,
their automated control system IMS, regulation, execution, microprocessor control system and devices and devices of the
industrial network. includes The functional block diagrams of the IMS of RTCi of the flexible production system are given.
Based on research, it was found that it is convenient to use a magnetoelastic transducer with a ring sensitive element to
measure the mechanical force acting on the working organs of an industrial robot (IR). For this, unlike existing transmitters,
the core of this transmitter is made of whole structural steel. The inductive coil of the proposed transmitter is included in the
LC circuit of the autogenerator. The magnetoelastic emitter semiconductor is assembled at the base of the transistor. The cross-
section of its core is calculated for the mechanical stress that can be released for the steel. The block-scheme of the inductive
transmitter is proposed. The proposed transmitters work on the principle of an autogenerator assembled on an operational
amplifier. A mathematical expression is defined for determining the output frequency of the autogenerator. The model of the
autogenerator consists of a dependent source, the transmission coefficient is determined.

Results. A new transmitter is proposed to measure the information of the manipulator to perform special technological operations
synchronously.

Conclusions. A mathematical model was developed to determine the error of the analog output transmitter of the information-
measurement system of RTC active elements. The expression ehq is used to determine the error of the transmitter whose output is
analog during the measurement of the current technological operation. It was determined that in practice, the geometric dimensions
of the transmitter and the number of windings remain unchanged during the work process, where it is changed due to the influence
of the environment. Considering this variation, a mathematical model was developed to determine the transmitter error.

KEYWORDS: Robototechnical complex, information-measuring system, transmitter, inductive sensor, autogenerator, LC
motor, semiconductor commutator, analog output transmitter, transmitter error.

ABBREVIATIONS TEPM is technological equipment of production
IMM is information-measurement and management; module; MT is machine tool;
RTC is robototechnical complex; F is furnaces;
FMS is flexible manufacturing system; PQCT is products quality control tool;
IMS is information-measurement system; IT is intelligent transmitter.
MCS is microprocessor control system;
IND is industrial network devices; NOMENCLATURE
IT is intelligent transmitter; 8 is a proportion;
IR is industrial robot; L, is an inductance of the oscillation circuit;
L, is an inductance of the oscillation circuit;
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re is an emitter switching resistance of the transistor;

Iy iS a base switching resistance of the transistor;

r¢is a collector switching resistances of the transistor;

I, is an ohmic resistance of the oscillation circuit;

K, is a load factor;

K is a transmission factor;

R is a resistance;

R; is an active resistance;

R, is an active resistance;

Ryt IS an output resistance;

® is an angular frequency of the induced current;

L is an inductive;

a is a current amplification factor of the transistor;

wyp is a specific frequency of the oscillation contour of
the autogenerator;

fo is an autogenerator frequency;

z is a k load resistance;

AU is a displacement of power;

Xm is @ maximum displacement;

X is a current value of displacement;

k is a proportionality coefficient;

W/, is a number of affected laps;

W, is a number of section laps;

h is a depth of the slot;

a is a width of the slot;

3 is a length of the air gap between the housing and
the rotating cylinder;

w is a corresponding to the equivalent extinction depth
of the core;

Lo is corresponding to the equivalent extinction depth
of the core;

I — is a complex value of induced current;

M is a mutual induction;

Lt is an induction of section windings;

rr is an active resistance in section windings;

E is an induction ehq in section windings;

C, is a constant factor;

C, is a constant factor;

N is a speed of rotation;

S is an elative magnetic permeability of the core and
absolute  magnetic  permeability of the cavity,
respectively;

d is an equivalent depth of the magnetic flux in the
core;

I is a length of the core.

INTRODUCTION

The many different types of mechanical quantity
transmitters, transmitters based on magnetic systems are
of great interest. However, numerous constructive options
do not reflect their quality indicators, but reflect their
technical and economic indicators. Structurally, the
magnetic system of existing transmitters is rectangular,
cylindrical, etc. is prepared in the form [1, 2]. Cylindrical
magnetic systems are highly resistant to obstacles, have
low scattered magnetic flux, high sensitivity, and simple
manufacturing technology.
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The magnetic system of the transmitters in this form is
made of a material called ferrite, which is fragile due to
mechanical shocks and vibrations, so it quickly breaks
down and loses its working capacity. Thus, on the basis of
a long-term study, it was determined that when the core of
the magnetic system of the existing inductive transmitters
is made of ordinary structural steel, the above-mentioned
shortcomings are reduced, that is, their sensitivity
increases, they are resistant to mechanical shocks, reliable
operation is ensured, and quality indicators increase. In
this regard, many Azerbaijani and Russian scientists,
including academician Aliyev R.A., Aliyev T.M,,
Mammadov F.l., Nabiyev M.A., Mostovoy B.H.,
Ahmadova T.A. in their research, they used structural
steel in the preparation of transmitters [3, 4, 5].

The comparative analysis of magnetic circuits of
different designs allows such transmitters to be used in
the measurement of mechanical quantities. According to
the setting conditions of the magnetic system, make it
consist of a high-grade homogeneous magnetic field of
the magnetic system and calculate the high-precision
displacement, speed, oscillation, acceleration, force,
pressure, torque, etc. at the base of this system. it is
necessary to create transmitters that measure quantities.
Thus, it is necessary to unify different types of magnetic
systems. The mass, dimensions, energy demand,
structural simplicity, and manufacturing technology of the
transmitters are considered to be one of the main
important issues [6, 7, 8, 9].

The object of study.

Nowadays, every RTC and FMS systems are widely
used, and they contain numerous non-contact transmitters,
and with their help, various physical quantities are
converted into electrical quantities and provide
information about the technological process [10-16].
Because, as an object os study, it was chosen the RTC in
FMS, where for its effective control and automation,
information-measuring,  processing and  executing
elements characteristics must be researched.

The subject of study is based on the methods for re-
searching energetically characteristics of the inductive
transmitter for the converting manipulator and industrial
robot served the active elements at RTC.

The analyze of the known methods [1-27] shown that
have the non solved problems at complex design of in-
formation measure systems applied to robototechnical and
manipulator of FMS, and at that needs to decision these
tasks.

The purpose of the work — using the mathematical
models to researching of the working characteristics of
the new construction transmitters for information-
measurement and automated control of robototechnical
complex in flexible production areas. In order to
achieve the set goal, the following issues should be
solved:

— analysis of the application object, selection of types
of information-measuring and control elements of the
robotic complex and creation of a structural scheme;
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— study of the characteristics of the information-
measuring transmitter for the management of the active
elements of the robotic complex;

— determining the error of the transmitter with analog
output of the information-measurement system of active
elements of RTC.

1 PROBLEM STATEMENT

Let us consider the issue of developing an algorithm
for improving static characteristics, which include correc-
tion of the initial offset, increase in the slope of the linear
static characteristic, correction of the scale of the measur-
ing path, linearization of the static characteristic and ap-
proximation using a polynomial. In this regard, in accor-
dance with the above-presented static characteristics, we
will present the input data as follows:

1. Bridge-type measuring transducers based on strain
gauges have an initial offset of the output signal, which
can reach 15 mV/V with a sensitivity of the primary
transducer of 2 ... 4 mV/V.

2. The slope coefficient is the partial derivative of the
power with respect to the corresponding parameters.

3. All errors of the measuring path can be legitimately
considered as a single centered random variable and char-
acterized by a single indicator — the second central mo-
ment (variance) — as the average value of the power of the
error change curve.

4. The small deviation method is used to linearize the
characteristics of the measuring path.

In Figure 1 the block diagram of the inductive
transmitter is given.

—~
e
C,
—
R, L, M
GB 22

Figure 1 — Inductive substitution block-scheme

In the block-scheme, GB-voltage divider; z, is the load
resistance. By that, an operational amplifier is taken as an
amplifier. Such an amplifier has strong feedback. In ideal
operational amplifiers Ry =oo, and accordingly, the

voltage gain is also K, =c obtained. The output

resistance of such amplifiers is close to zero.

For solution of the task of definition of output fre-
quency of the autogenerator, let the given list of the fol-
lowing input variables:

1. o — the specific frequency of the oscillation con-
tour of the autogenerator;

2. Ly, L, —the inductances of the oscillation circuit;

3. r. — the emitter switching resistance of the
transistor;

4. r, — the base switching resistance of the transistor;

5. r, — the collector switching resistances of the
transistor;
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6. r,—ohmic resistance of the oscillation circuit;

7. a — current amplification factor of the transistor.

Then the task consists of determination of output
frequency of the autogenerator worked on the principle of
an autogenerator assembled on an operational amplifier.
Thus output frequency of the autogenerator is determined
as follows:

Ly[re +(rp+1,)0-0)]
o=y : 1
Ly[re +(fe + 1) Q- )]+ Lot (1—a)
2 REVIEW OF THE LITERATURE
Automation of various technological processes,

effective management of aggregates, machines, and
mechanisms require the measurement of many different
physical quantities. All the requirements for the elements
of automation to increase the reliability, quality and
economic efficiency, the increase of all the requirements
for the information-measurement and management (IMM)
technique require new developments, extensive field
research. In this field, great attention is paid to the
development of electromagnetic elements, including their
reliability, simplicity of technology and low cost.

Some of the converters used in FMS and RTC® work
mainly in relay mode. In such systems, in addition to
transmitters  working in relay mode, measuring
transmitters that can measure technological parameters
with high accuracy or various vision devices are also used
[17, 18]. In the technological lines of FMS and RTC
systems, the product is moved along the line and is
subjected to certain technological operations in different
parts of this line. In this regard, in order to ensure
continuity and consistency in the technological line, it is
necessary to use devices that indicate the presence of
products in one or more places of the line. For this
purpose, electromagnetic inductive transmitters are used
in the IMM systems.

Research of information and measuring systems
applied to robotic systems of mechanical engineering
flexible production have shown that the used sensors
belong to the areas measuring mechanical states of the
industrial robot in the environment. At the same time, the
main elements of the information and measuring systems
of robotic complexes — sensors, receive a wide range of
data about the environment, such as position, size,
orientation, speed, distance, temperature, weight, force,
etc. [19, 20, 21]. This information allows industrial robots
and mechatronic means to function effectively, interacting
with the environment, while performing complex
manipulation, operational and planned production tasks.

The used sensors of industrial robots and mechatronic
means of the robotic complex are based on the principle
of energy conversion, also known as transduction [22].
Given the complexity and presence of a large number of
standard industrial robots, process equipment, logistics
and transport technologies, different sensors are required
to improve efficiency, measurement accuracy, control
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reliability, monitoring and flexible response in the
working environment of the robotic complex. Complex in
structure industrial robotic sections, manipulation of
hands, gripping devices and transportation industrial
robots require contact sensors [23], which function when
changing the speed, position, acceleration, torque or force
in the links of the manipulator and the working body of
industrial robots. Insufficient research in this direction
requires careful consideration of the issue of determining
the parameters that arise during physical contact in order
to effectively direct the industrial robot to appropriate
actions in the robotic complex. In this case, the sensors
used to measure contact are performed using various
switches, such as a limit switch, a push-button switch and
a tactile bumper switch. In the works [24, 25], the contact
sensors under consideration are used to avoid obstacles
encountered in the robotic complex. When any obstacle is
detected, it transmits a signal to the robot so that it can
perform various actions, such as reversing, turning or
simply stopping. Special research requires the issue of
measuring sensors for detecting objects, which are
considered in the work [26, 27]. In this paper, using the
capabilities of a magnetic field to detect the objects in
question, the required energy characteristics of ultrasonic
sensors are determined, which measure distances to a
certain object by emitting ultrasonic sound waves and
converting the reflected sound into an electrical signal.
However, obtaining large errors when using such
technology requires the use of a new approach to
accurately determine the distance from one object to
another object without the need for physical contact [28].
On the review of the literature can do conclusion that the
primary elements of the existing information-
measurement and management systems — transmitters
have low reliability. They fail quickly due to the
corresponding mechanical vibration and shocks under
heavy duty conditions. Measuring transmitters, technical
vision systems and other control and regulatory devices
working in such harsh conditions work unsteadily [29].
Thus, it is necessary to increase the stability of the
transmitters and the IPC. This remains a problem in
production.

3 MATERIALS AND METHODS

The autogenerator model consists of a dependent
source KSuy_i =ug, where the transmission factor is
written as follows [30]:

R

. R
1+ joCR)| —
A+ Jo )[1+ joCR

K =

1

ol - L (2
+R, + j(oL wc)}

Fig. 2 shows the replacement scheme of the
autogenerator built on the basis of the EP scheme. When
creating an autogenerator, it is convenient to choose its
active resistance, ie R, = R, = R,

r
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Figure 2 — Autogenerator replacement scheme

(1) for the resonant condition of the autogenerator by
slightly changing the expression

wiC?R2 +03CL-1=0. ?)
From the solution of this equation

1

wy =t [———.
C(R’C +L)

(4)

For the real circuit, the following equation is satisfied
in the autogenerator

L = R2C. (5)

Real operational amplifiers are designed to have an
infinitely large input resistance and a minimum output

resistance. It happens because it is accepted
® =g =2nfy where d =1. That is
1
fg = ———. 6
° " 2rJLC ©)

From the last statement, it can be seen that when the
frequency of the autogenerator is high, it is more sensitive
to the change of inductance and to the change of
capacitance at low frequency.

It should be noted that the voltage change obtained at
the final resistance

k
AU = —X.
X ™

The proportionality factor k is obtained from the
interaction of the influence loop located in the transmitter
housing and the section loops [31]. Let’s assume that the
transmitter is fed from an alternating current source with a
frequency of 400 Hz, and in this case the magnetic field
around the slot 5 is extinguished at a depth of about 1
mm. In this regard, the magnetic field at that depth of the
core is considered homogeneous. According to the same
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rule, the extinction depth of the magnetic flux in each
section is assumed to be close to Imm. If we consider all
the above for the magnetic field generated around the
induced loop, the mutual magnetic induction

_ WyWoppeSs ®
2[h+a+pd|

M

happens. Where W;,W, —, the number of affected and
section laps, respectively, h,a—the depth and width of
the slot; & — the length of the air gap between the housing
and the rotating cylinder; S — cross-sectional area p,pg —
corresponding to the equivalent extinction depth of the
core; S=dl relative magnetic permeability of the core
and absolute magnetic permeability of the cavity,
respectively; d — the equivalent depth of the magnetic flux
in the core; |—is the length of the core. Induction ehq in
section windings is defined by the expression

E=-joMIg, 9)

where, o- the angular frequency of the induced current;
I+ — complex value of induced current; M —is mutual
induction.
The complex value of the current flowing through the
excitation loop
U

I.T =
I’-|- + J(,OLT

(10)

is defined by the expression If we consider expression (4)
in (3) and make some transformation:

e___OMU_ gy

11
i+ (oly)? (1)

Inductance obtained from the study of the magnetic
system of the inverter

W2np,S
T __ "2 HMo> (12)
2(h+a+pd)
is defined as If we substitute expressions (8) and (12) in
(10) and carry out a transformation, we get for the
modulus or k coefficient of ehq:

_ = OWWoppeS U
m=R= ’ :
2(K +a+ud)
2 WA upoS (13)
1 2(h+a+pd)
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If we write the last expression in formula (7):

oW W,up,SU

AU = _
JA(h +a+p8)? 12 + (oW 2up,S)

X .
X a9

The obtained expression (14) allows to find the
operating characteristic of the transmitter. Where, a motor
is used as an actuator for the manipulator to perform
angular rotation. The scheme of connecting such an
execution engine to the circuit is shown in Figure 3.
Where, the normally open and normally closed contacts
K3,K,4 used in the system K,,K, are used. Contacts
electric motor is influenced by a permanent magnet and

consists of an angle transmitter indicating the position of
the rotor and a semiconductor commutator [32].

Ky K,
Figure 3 — Scheme of connecting the motor to the circuit
through contacts

In a contactless motor, the motor and the commutator
are placed in one housing or they are installed in separate
housings, connected to each other by a cable. The
principle of operation of this motor is as follows: the
interaction between the armature current and the magnetic
flux in the poles creates a torque, which rotates the
armature and the poles in different directions (Fig. 9).
Due to this, the torque maintains its direction, and the
motor continues the direction of rotation.

Due to the effect of the torque, the rotor rotation speed
n increases. In this regard, the ehq generated in the anchor

E=Cind (15)
happens.

In the active resistance | of the armature and the
corresponding armature rotation speed

. (u-=1r) 16

T (16)
happens.

In the model shown in Fig. 4, the brush acts as a
commutator and synphase works with the rotation of the
rotor. Where, the sections of the windings of the rotor are
connected in such a way that the current in the windings
is always in the same direction [33].
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+
Figure 4 — DC motor connection diagram

4 EXPERIMENTS

A contactless of the motor consists of three main
parts: 1) in the stator m — phase winding and affected
rotor; 2) rotor status transmitter; 3) contactless switch.
Here, the currents flowing through the stator windings are
switched from the status transmitter signals. An angle
transmitter is used as a transmitter to indicate the position
of the rotor. Through this, the control signal is processed,
and the windings of the motor determine the sequence of
switching.

The technical parameters of the contactless direct
current motor are shown in Table 1.

Table 1 - technical parameters of the contactless direct current
motor

Ne The name of the indicators Unit of The value
measure
1 Nutritional stress V 27
2 Useful power Vit 14
3 Rotational frequency Cycle/min 4500
4 Ambient temperature °C —10 ++40
5 The relative humidity of the 98
air at a temperature of 25°C %
6 Required current A 1.1
7 Useful work factor % 60
8 Mass kg 0.58
Engine 0.4
Switch
9 Overall dimensions of the mm.mm.mm | 0x64x81
switch

For accurate and reliable management of complex
technological operations in RTC, precise analog signals of
the measured parameters must be received and processed
from the information-measuring transmitters used at the
1st level of the automated control system to the input of
the microprocessor control system and the programmable
logic controller [34]. When measuring the current
technological operation, it is necessary to use the
expression ehq to determine the error of the transmitter
whose output is analog. The modulus of this expression is
written as follows:

oW W, pg1pSU

2
2
(n+as ) (WwSJ

E=

(17)
2(h+a+ud)
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In practice, it appears that the geometric dimensions of
the transmitter and the number of windings remain
unchanged during the work process. Where,
®,u,u,d,r it is changed due to the influence of the

environment. Given this change,

WW,110S 00 [1+j(1+ A }

g9 Hao

Exo (1i éEj = X
©7 2 [h+a+pao [P_rA“JSaO [1+A6j]
Hao a0

1
x ~. (18)

Ar 2 L) [1+ ® JWZ HoSHao (1
12, [1i] + 20 ao

h
a0 2[h+a+ Hao [1+§”J6a0 [HSASJJ
ao ao

If we raise the numerator and denominator of the
obtained fraction to a power and consider the quantities
whose degree is greater than unity, the expression (18) is
written as follows:

Aco AU A
WiWop1pS0a0U a0 [1+ HJ a0

U T
a0 Mh+a+ua05ao (1+8 u“ Jﬂ
a0 Mao
1
x —. (19)
Ap
CoaOWZ HoSHao 1+037+ "

20 Hao

2 [1+ 2“} +
Mao

[h+a+ua08a0 [1+ A, A8 D
Hao 6ao

If we have considered the second, third and fourth
order variables in the expression (19), we can write the
changed form of the expression (19) as follows:

%@ﬁ}
an

Ao | AU Au
WW;h0S 030U a0Ha0 (1+ T U ]
Oy “ao " Hao

(h +a+Ha0040 (1+ A5 A j]
5ao Hao

1 (20
2
AwiAuj

M0 Hao

2 4.2 2 2
0 goWo 1S ao(:l-i

2 Ar
rao[lizrao + N a3 5
{4(h+a+ua06230)2[1i“iﬂ

Hao  Oag

OPEN 8 ACCESS

25



p-ISSN 1607-3274 PanioenexTpownika, indpopmatrka, ynpasminns. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

HoHao

——«  if we consider that we have
(h+a+38+pg)

K]_:

divided the first part of the received fraction into its first-
order variables

AU |
WiW ko SU g @40k a0 1+ T
Hao

Eao (1i7AE = ®ao Uao
Eao 2(h+a+p,08,)
x[liA—wi AY 4 1 £ KyAunog ;A—ij
®ag ao Bao
y 1 (21)
A 2
w2a0W24H2052P~2a [l+ o E ]
rao (1+ Zrij A ao Al;ao
a0 4(h+a+pa0)2[li—“i—]
Hao Bao

(21) to the power, and consider the second and third and
higher-order expressions,

Eli Ky B KlA—Bj and (ﬁﬂ iﬂ] (22)
Hao da0 ®0  MHao
we will get that. Where, if we multiply

[14; Ky AM+K1 ASJ the inverse of the
Hao dao

Aw Au

expression [1+ j by the expression and

®a0  Mao
keep the first-order quantities, then their product is in the
following form

Lo O
@0 Hp
(23)

1

r§0¢2“+K§{2 (1- Kl)(AH ASJiA(D}
fa0 Hao Ba0) ®a0

B 1

\/ra20+K22\/3+2+(1 K){A“ AE’]iA‘"
®a0

0 Hao Bao

(24)

where
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2 4 2c2 2
K22 _ _®30Wo S Mg
4(h+a+pgd850)

’2 2
K3: I’a0+K2,

WiW3poSU 30®a0H a0 '
2(h+a+pg850)

Ky =

(24) and multiply it by the

J3i2£i<1_Kl)[ﬂﬁj_
fa0 Hao 0a0) ®ap

expression (23).
&+&+ M & M & +—
{L% Up (l Ki)[“ao Saoﬂ[ rao (l Kl)(“ao 6ao} }(25)

is taken.
At the opening of the last statement

inverse of the

Ao AU MBS N M) Ao
31320 3% 151 k[ X 2N k)| M B o
v Uao+3( &)(%EJ#F ran-'{ &){%K}% (26)

we will get that. If we consider the high rates of growth
where,

AE Ao AU A A A
an(liJ:K{ZiZiSiZ 1-K; (4—}.2} 27
Exo 0p Uy k) Moo B fao o
is taken.
Where
s 8B 140804380 g Kl)[Alu ASJiZAr. (28)
ao Wg0 ao Hao Bao fao

Let us denote the right side of the obtained equation
by Bo

2 AT

fao @)

Bo=1222 138U 4 g Kl)(A” AS}—L
a0  Uap Hao a0

5 RESULTS

From the last expression it is clear that the largest
error is obtained from the change in voltage, the second
error is obtained from the change in network frequency,
and the third error is obtained due to the change in the
active resistance in the opposite direction. The smallest
error is obtained by multiplying (1- K, )the expression
by the expression 2% , A%
Hao a0

Computer experiments were conducted to construct
the asymptotic diagram (Figure 5).
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Figure 5 — The asymptotic diagram got by means of computer
experiment

The feedback loop assumed in the asymptotic diagram
is determined as a function of the RC resistance of the
filter.

6 DICUSSION

Based on the analysis of the application object, it was
determined that the structure scheme of the RTC at the
flexible  production  system includes  complex
technological, functionally connected production areas,
modules and robotic complexes, their automated control
system IMS, regulation, execution, microprocessor
control system and devices and devices of the industrial
network. includes The functional block diagrams of the
IMS of RTCi of the flexible production system are given.
Based on research, it was found that it is convenient to
use a magnetoelastic transducer with a ring sensitive
element to measure the mechanical force acting on the
working organs of an industrial robot (IR). For this,
unlike existing transmitters, the core of this transmitter is
made of whole structural steel. The inductive coil of the
proposed transmitter is included in the LC circuit of the
autogenerator. The magnetoelastic emitter semiconductor
is assembled at the base of the transistor. The cross-
section of its core is calculated for the mechanical stress
that can be released for the steel. The block-scheme of the
inductive transmitter is proposed. The proposed
transmitters work on the principle of an autogenerator
assembled on an operational amplifier. A mathematical
expression is defined for determining the output
frequency of the autogenerator. The model of the
autogenerator consists of a dependent source, the
transmission coefficient is determined.

It is clear from the last expression that the largest error
is obtained from the change in voltage, the second error is
obtained from the change in the frequency of the network,
the 3rd error is obtained due to the change in the active
© Mammadov J. F., Ahmadova T. A., Huseynov A. H., Talibov N. H.,

Hashimova H. M., Ahmadov A. A., 2025
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resistance in the opposite direction, and the smallest error
(1- Ky) is obtained from the product of the expression

Au+A8I

Hao ao

of

CONCLUSION

Based on the conducted research, the following results
were the scientific novelty obtained:

1. The issues of constructor design of transmitters of
new construction for the active elements of the robotic
complex have been resolved, and the increase in their
technical characteristics has been justified.

2. Mathematical models were built for determining the
functional parameters of electromagnetic type transmitters
with a core made of structural steel, and the advantages of
these transmitters were justified.

The practical significance of obtained result is that a
replacement circuit that keeps the output frequency of
transmitters stable at the information-measurement level
of the automated control system in robotics complexes
has been established and a research model.
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AHOTANIA

AxTtyaabhicTh. CTaTTs MPHUCBAYEHA TUTAHHAM BHOOPY 3ac00iB iH(popMaiiiHo-BumiproBamsHoi cuctemu (IBC) mis aBro-
Matu3auii pobororexHiuHuX KoMmIuiekciB (PTK) rHydkux BHPOOHHYHX CHCTEM, IO 3aCTOCOBYIOTHCS B PI3HHMX Tally3siX IIpoO-
MHCIIOBOCTI, Ta JOCITIPKEHHIO iXHIX TEXHOJOTIYHUX XapPAKTCPUCTHK.

Meta. Mera — BUKOPHCTaHHS MAaTeMaTUYHUX MOJENed A AOCTIDKEHHS poOOUYMX XapaKTEPUCTUK IeperaBayiB HOBOI
KOHCTPYKIIi Ut iHGOpMAIiifHO-BUMIPIOBAJILHOTO Ta aBTOMATU30BAHOTO KEPYBaHHS pOOOTOTEXHIYHUM KOMIUIEKCOM Y THYY-
KHX BUPOOHUYHUX 30HAX.

Merton. Y crarti Oyu MOCTaBJICHI Ta BUPIIICHI HACTYIHI MUTAHHS. aHAJ3 MPHUKIAAHOTO 00’ €KTa, BUOIp TUMIB iHpOpMa-
LifiHO — BUMIPIOBAJILHUX Ta KEPYIOUMX €JIEMEHTIB CTBOpPeHHs Ta cTpykTypu PTK; nociipkeHHs XapakTepuCcTUK iH(pOopMalliii-
HO-BHMIpPIOBAIFHOTO TIepeaBaya Uil KepyBaHHS aKTHBHUMH eneMeHTaMu PTK; BU3HaueHHS MOXMOKM aHAaIOrOBOTO BHXOLY
nepeaaBaya iHpopMaLiiHO-BUMIpIOBAJILHOI CHCTEMH aKTUBHHX eieMeHTiB PTK.

Ha ocHoBi aHanizy 00’€KTa 3aCTOCYBaHHS BCTAHOBIIEHO, L0 CTpYKTypHa cxema PTK Ha rHyukiii BUpoOHuUUIl cuCTeMi
BKIIFOYA€ CKJIA/IHI TEXHOJIOTI4HI, (QYyHKIIOHAIBHO MOB’s3aHi BUPOOHUYI IUISSHKH, MOYJII Ta pOOOTOTEXHIYHI KOMILJICKCH, aB-
TOMAaTH30BaHy cUcTeMy KepyBaHHs HUMHU ICY, perynroBaHHs, BUKOHAHHS, MIKPOIPOLIECOPHY CHCTEMY KEPyBaHHs Ta HpH-
CTpOi Ta MPUCTPOI IIPOMHUCIIOBOT Mepeki. BKItouyae B cebe HaBeneno dynkiionansHi 6mok-cxemu IBC PTK i rayukoi Bupo0-
HU4oi cucreMu. Ha OCHOBI JOCHIXKEHb BCTAHOBJICHO, IO JUI BUMIPIOBAHHS MEXaHIYHOI CHIIM, fIKa Jii€ Ha poOodi OpraHu
IIPOMUCIIOBOTO po0OTa, 3pYYHO BUKOPHCTOBYBAaTH MAarHiTONPY>KHUH MIEPETBOPIOBAY 3 KTBLEBUM YyTINBUM elIeMeHTOM. st
IIbOT'0, Ha BIMIHY BiJl iICHyIOUHUX Iepe/laBadiB, CEpLEBHHA 1IbOTO MepefaBaya BUMOTOBIEHA 3 LIbHOI KOHCTPYKLiliHOI cTai.
IaykTHBHA KOTyIIKa 3alpoNOHOBaHOro mepenaBavya BikiIroueHa B LC-naniror aBroreHepatopa. Ha 0a3i TpaH3ucTopa
310paHuil MarHiTONPYXXKHUM eMiTepHUH HaniBOpoBigHUK. [lonepeunuii nepepis HOro cepueBUHU PO3paXOBaHUN HA MEXaHIUHE
HABAHTaXCHHS, SKE MOXE BHUBUIBHUTH CTalb. 3alpoONOHOBAHO OJOK-CXeMy IHAYKLIHHOTO mnepeaaBava. [IponmoHoBaHi
mepefaBadi IPAIIOIOTh 3a MPHHIUIIOM aBTOTCHeparopa, 3i0paHOro Ha oOmepalifHOMy miAcuiroBadi. BmsHaueHO
MaTeMaTHYHHUH BUPA3 U1l BU3HAUCHHS BUXiJHOI YaCTOTH aBTOTeHepaTopa. Mosess aBToreHepaTopa CKIaIaeThes 13 3aIeKHO-
0 JUKepella, BU3HaYeHUH KoedillieHT nepeaadi.

PesyabraTu. IlpornoHyeThcss HOBUE IepedaBad Juis BHUMIpIOBaHHS iHQoOpMaIii MaHimyssTopa Ajids CHHXPOHHOTO
BHUKOHAHHS ClIELiaJIbHUX TEXHOJIOTIYHUX OTeparii.

Hashimova H. M., Ahmadov A. A., 2025
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BucnoBku. Po3po0ineHo MaremMaTH4Hy MOJENb

BU3HAYCHHA

MOoXMOKM aHAJIOTOBOTO  BUXIJHOTO IepejaBayva

indopmaniitHo-BUMiprOBaNIbHOI cucTeMu akTUBHUX eneMeHTiB PTK. Bupa3s enq BUKOPHUCTOBYETHCS [JIsi BU3HAYCHHS TOXUOKH
mepenaBava, BUXiJ SKOTO € aHAIOTOBHM, ITiJ Yac BHMIPIOBAaHHS MOTOYHOI TEXHONOTI4HOI omeparii. Beranonerno, mo Ha
IPaKTUL FeOMETPUYHI po3Mipu IepeaaBada Ta KilbKiCTh OOMOTOK 3aJIMIIAIOTHCS HE3MIHHMMH B Ipoleci poOoTH, A€ BOHA
3MIHIOETBCS Uepe3 BILTUB 30BHIIIHBOTO cepeqoBHma. BpaxoByroun meif BapiaHT, Oyna po3podiieHa MaTeMaTHIHA MOJENb s
BU3HAYEHHS IIOMMJIKH IIepe/aBaya.
KJIFOUOBI CJIOBA: poboToTexHIYHUI KOMILIEKC, iH()OpMaIliiiHO-BUMIpIOBalIbHA CUCTEMa, TiepenaBay, iHAyKTHBHUN
JaT4uk, aBToreHepatop, LC nBuryH, HanmiBnpoBiTHUKOBUH KOMYTaTOp, aHAJOTOBUI BUXIAHUN IepenaBad, MOMHIKA Iepeaa-
Bava.
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Sotnik S. V. — PhD, Associate Professor, Associate Professor of Department of Computer-Integrated Technologies,
Automation and Robotics, Kharkiv, Ukraine.

ABSTRACT

Context. The development of a range measurement module based on an ultrasonic sensor with a Global System for Mobile
Communications (GSM) module is extremely relevant in the field of telecommunications and radio electronics. In today’s world, an
increasing number of devices are integrated into Internet of Things (1oT) systems, where long-distance data transmission is provided
by telecommunication technologies. The use of the GSM module allows real-time transmission of information from the measuring
device to remote servers or end users, which is critical for remote monitoring and control solutions.

Ultrasonic sensors in combination with a GSM module can automate measurement processes in hard-to-reach or hazardous envi-
ronments, which increases the efficiency and safety of systems. The use of radio electronic technologies for real-time transmission of
measurement data can significantly expand the functionality of devices and facilitate their integration into existing telecommunica-
tions systems, particularly in the industrial, transportation, and infrastructure sectors.

Thus, the development of this module with precise measurements contributes to the development of innovations in the field of
telecommunications and radio electronics, providing fast and reliable data transmission, which is an important component of modern
information systems.

Objective. Development of a range measurement module based on an ultrasonic sensor with a GSM module and improving the
accuracy of measurements by implementing the proposed mathematical model of ultrasonic sensor autocalibration.

Method. To achieve this goal, an integrated range measurement module was developed, which combines the HC-SR04 ultrasonic
sensor with a GSM module. The method of improving accuracy is based on the proposed mathematical model of ultrasonic sensor
autocalibration.

Results. The task was stated, and a range measurement module based on an ultrasonic sensor with an integrated GSM module
was developed. In the course of the study, an electrical schematic diagram of the device was created using DipTrace software. An
algorithm for the operation of the module has been developed, which optimizes the interaction between the ultrasonic sensor. A
printed circuit board has been created. A mathematical model of autocalibration of an ultrasonic sensor to improve measurement
accuracy has been proposed. A series of experimental studies were carried out to assess accuracy. The results of the experiments
confirmed the effectiveness of the developed module for measuring distances.

Conclusions. The developed range measurement module based on an ultrasonic sensor with a GSM module is an innovative so-
lution that meets the modern requirements of telecommunication and radio engineering systems. The integration of accurate distance
measurement based on the proposed mathematical model of autocalibration of an ultrasonic sensor with the possibility of remote data
transmission opens up new prospects for remote monitoring and automation of processes. Experimental studies have confirmed the
accuracy and reliability of the device, and comparative analysis with analogs has demonstrated its competitive advantages. The cost-
effectiveness and energy efficiency of the developed module make it attractive to a wide range of users, from individual developers
to industrial enterprises. Further research can be aimed at improving data processing algorithms and expanding the functionality of
the device, which will contribute to the development of innovative technologies in the field of radio electronics and telecommunica-
tions.

KEYWORDS: range, measurement, module, ultrasonic sensor, GSM module.

ABBREVIATIONS RBO/INT - transition / interruption;
AT - attention command,; RB1/RX/DT - receiver / data transmission;
FFBPN - feedforward backpropagation neural net- SIM - subscriber identity module;
work; TTL - transistor-transistor logic;
GSM - global system for mobile communications; UART - universal asynchronous receiver-transmitter;
ICSPCLK - in-circuit serial programming clock; UIPS — ultra-wideband indoor positioning system;
ICSPDAT - in-circuit serial programming data; Vdd - positive supply voltage;
10T — internet of things; Vpp - programming voltage;
LVP - low voltage programming; Vss — ground (grounding).
MCLR — master clear (reset);
PCB - printed circuit board; NOMENCLATURE
PGC - programming clock; E - multitude of external influencing factors;
PGD - programming data; E, — bit energy;

PGM - programming;

. . E,, — energy spent on measurement;
PIC — peripheral interface controller; m gy sp

RAO/ANO — analog input O: E,r —energy spent on data processing;
RA1/AN1 - analog input 1; E, — total energy consumption of the system;
RAM - random access memory;
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E, —energy spent on data transmission;

f, — sampling frequency, which determines the num-
ber of signal samples per unit of time;

H - relative humidity at the measurement site;

K.or — coefficient to compensate for systematic error;

K, — correction coefficient of compensation for the
random component of the error;

L - distance, m;

L, — acoustic interference level;

L, — measured distance value;

Ly, — true value of the distance;

m — total number of measurements;

N — total number of counts that have been made;

Ny — noise power spectral density;

t - time of the reflected pulse per second,;

s[n] - discrete signal samples;

P — calibration options;

P, — probability of error;

P.i — noise power in the communication channel;

Pyg — power of the useful signal;

Psw — Shapiro-Wilk criterion;

R? — coefficient of determination;

RMSE - root mean square error;

Q( ) — function;

SNR - signal-to-noise ratio;

T - air temperature or directly temperature in the
measurement environment of the HC-SRO04 ultrasonic
sensor, °C;

T, — sampling period, which determines the time in-
terval at which samples are taken;

Yeali — calibrated value for the i-th measurement;

Ymesi — measured value for the i-th measurement;
Ypr — primary measurement;

Yref i —reference value for the i-th measurement;

o — coefficient that determines the effect of tempera-
ture in a systematic error;

B — coefficient that determines the effect of humidity
in a systematic error;

vy — coefficient that determines the influence of the
level of acoustic interference in the systematic error;

S —relative error;

0 — coefficient that determines the influence of the
primary measurement into a systematic error;

€ — measurement error, m;

€45 — Systematic error;

u — average error value, m;

o — variance, which characterizes the spread of errors
around the mean value;
v — ultrasonic speed, m/s.
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INTRODUCTION

As the coverage of mobile networks increases, GSM
modules are becoming increasingly popular. They allow
efficient transmission of data or other information. This
approach provides convenience and speed of information
transfer in real time. This trend is especially relevant in an
environment where automation and remote monitoring are
becoming an integral part of modern technological sys-
tems [1-4].

Automated control allows precise control of process
parameters such as temperature and metal casting speed,
ensuring stable production conditions and preventing de-
fects. In addition, the automated system records data in
real time, which simplifies the maintenance of technical
documentation and allows you to quickly respond to
changes in process parameters.

Ultrasonic sensors are one of the most effective tools
for precise distance measurement in various media. The
combination of ultrasonic sensors with GSM modules
opens up new possibilities for creating autonomous meas-
urement systems that can transmit measurement results
over long distances. This is especially important for ap-
plications where traditional methods of data collection
and transmission are not efficient or possible.

The development of a range measurement module
based on an ultrasonic sensor with the integration of a
GSM module is aimed at creating a universal device that
will provide accurate distance measurements and the abil-
ity to transmit them to remote servers or end users. This
will significantly increase the efficiency in the field of
radio engineering and telecommunications by improving
the collection and processing of data in real time. The
integration of the GSM module ensures stable communi-
cation over long distances, which reduces delays in data
transmission. This allows you to improve monitoring sys-
tems, controlling remote devices and networks, especially
in environments where the use of advanced technologies
is difficult or impossible.

The research objectives include the development of an
integrated module that combines the HC-SR04 ultrasonic
sensor with a GSM module for remote monitoring and
real-time data transmission. In addition, it is necessary to
identify and analyze modern distance measurement de-
vices, their characteristics, advantages and disadvantages,
and develop an algorithm for the module to ensure meas-
urement accuracy and reduce power consumption. These
tasks are aimed at creating and implementing an innova-
tive, energy-efficient and cost-effective solution for re-
mote distance measurement with real-time data transmis-
sion to expand the capabilities of telecommunication sys-
tems, improve remote monitoring technologies in various
industries and science, and develop applied aspects of
radio engineering in the field of measurement systems and
wireless data transmission. Practical tasks include the
implementation of an algorithm and the creation of a re-
mote distance measurement module that integrates an
inexpensive HC-SR04 ultrasonic sensor with a GSM
module, which allows for remote measurements at an

affordable price.
OPEN 8 ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

Since one of the main problems that exist in the de-
velopment and use of remote distance measurement sys-
tems is to ensure high accuracy of measurements in vari-
ous operating conditions, improving the accuracy of dis-
tance measurement becomes a key task for improving
such systems. This is especially important for applications
where even small errors can have a significant impact on
the results of the entire system, which is why this is the
topic of our research.

The initial data include the results of previous studies,
technical requirements for creating a distance measure-
ment module [5-7].

The object of research is the distance measurement
process and the GSM module for data transmission.

The subject of research is a distance measurement
module.

The purpose of the research is to development of a
range measurement module based on an ultrasonic sensor
with a GSM module and increasing the accuracy of meas-
urements by implementing the proposed mathematical
model of ultrasonic sensor autocalibration.

1 PROBLEM STATEMENT

In the context of the rapid development of telecom-
munication technologies and the expansion of the applica-
tion areas of radio systems, the issue of effective integra-
tion of measuring devices with data transmission systems
is becoming particularly relevant. Modern radio engineer-
ing and telecommunications require reliable, accurate and
cost-effective solutions for remote measurement and mon-
itoring of various parameters, including distance.

Existing distance measurement systems in radio engi-
neering applications often face accuracy and reliability
issues, especially in variable electromagnetic environ-
ments or when working with different types of surfaces.
These limitations have a significant impact on the effi-
ciency and reliability of telecommunications’ systems that
use distance data to optimize signal transmission or an-
tenna system setup.

Integration of measuring devices with modern tele-
communications networks, in particular with mobile
communication systems, remains a challenge. Many exist-
ing solutions do not have effective means for long-
distance data transmission, which limits their use in dis-
tributed radio systems and networks. This problem is par-
ticularly acute in the context of the development of loT
technologies and the expansion of mobile network cover-
age, where efficient data transmission from remote sen-
sors is critical.

In light of these challenges, there is an urgent need to
develop an integrated range measurement module that
would combine high measurement accuracy with the abil-
ity to efficiently transmit data over mobile networks. Such
a module should be energy-efficient with the ability to
operate autonomously, affordable, and able to operate in a
variety of operating conditions typical of telecommunica-
tions systems.

The development of a module based on the HC-SR04
ultrasonic sensor with the integration of a GSM module
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seems to be a promising solution that can meet the above
requirements.

The mathematical formulation includes in the model
the measurement of distance by an ultrasonic sensor:
L=(v-t)/2. Taking into account the effect of tempera-

ture on the speed of sound: L =3313+0,606-T. Model
of measurement error: L, =L, +& While the measure-
ment error can be modeled as a random variable with a
normal distribution N (u,62), the average error value is
zero, i.e., p=0 on average, the error will not bias the

result in a certain direction (no systematic error). Disper-
sion, which characterizes the spread of errors around the
mean value. The larger the value o, the more errors can
deviate from zero.

Sampling of a signal for digital processing:
s[n]=s(T,),n=1,2,...,N —1. The sampling period that
determines at what interval samples are taken f; =1/T;.
It can be thought of as the inverse of the sampling rate

Data transmission model via a GSM module:
SNR = Ryg / B,oi. The probability of error when transmit-

ting a bit of information: P,= Q(y/2E, / N). Energy effi-
ciency of the system: Ey,, = E; + Ep + E .

This mathematical formulation covers the main as-
pects of the developed module, including distance meas-
urement, signal processing, data transmission, and energy
efficiency of the system. It allows for a theoretical analy-
sis and optimization of system parameters to achieve the
best measurement accuracy and data transmission reliability.

2 REVIEW OF THE LITERATURE

Today, many authors have studied in detail the areas
of application and various aspects of distance measure-
ment technologies. In particular, numerous scientific pub-
lications and technical reports focus on analyzing the ef-
fectiveness of various distance measurement methods,
their accuracy, speed, and adaptation to different condi-
tions.

Thus, the ultrasonic method of measurement, namely
sensors, is one of the most effective tools for accurate
distance measurement. A striking example of the synergy
of radio engineering and telecommunications is the de-
velopment and implementation of an UIPS, presented in
[8]. This system demonstrates how technologies tradition-
ally associated with radio engineering (ultrasonic signals,
specialized signal processing methods) are integrated with
modern telecommunications solutions (Wi-Fi, wireless
sensor networks) to create an effective positioning sys-
tem.

Another important study [9] presents an innovative as-
sistive device for navigation for blind and visually im-
paired people, which, although it has wide practical appli-
cation, is based on the principles of radio engineering and
telecommunications. This device combines radio engi-
neering components (ultrasonic sensors for detecting ob-
stacles, signal processing and analysis) with telecommu-

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

nications and information technologies (integration of a
smartphone and its camera, visual information process-
ing). These studies clearly demonstrate that modern de-
velopments in distance measurement and positioning lie
at the intersection of radio engineering and telecommuni-
cations, combining signal processing principles with ad-
vanced data transmission methods.

In modern radio engineering and telecommunications,
there is a wide range of technologies for measuring dis-
tance. Each of these technologies has its own advantages
and limitations that determine their areas of application.

Ultrasonic and infrared technologies for detecting var-
ious objects on flat surfaces and from different materials
are described in [10]. The focus is on measurements at
short distances within useful ranges.

A study of the operation of an ultrasonic sensor that
measures distance by the threshold method is presented in
[11]. To improve the accuracy of distance measurement,
the authors used the least-squares method, the piecewise
method, and the Vandermonde method. The principle of
operation of these sensors is based on measuring the time
required for the reflection of an ultrasonic pulse from an
object. Research shows that ultrasonic sensors are particu-
larly effective for measurements up to 4 meters away,
making them ideal for many industrial and domestic ap-
plications.

Paper [12] describes research in the field of laser sen-
sors for movement, distance, and position. Laser distance
measurement technologies are used in robotics, surveil-
lance, autonomous driving, and biomedicine. Laser sen-
sors are based on various optical methods, such as trian-
gulation, time-of-flight, confocal and interferometric sen-
Sors.

Optical sensors use infrared radiation to measure dis-
tance [13, 14]. These sensors have the advantage of being
fast and able to work with transparent objects.

In [14], a device was developed to measure the exact
distance from 5 to 400 cm using three sensors using the
proposed online FFBPN. The field of application of the
device is in robotics and radar for accurate object detec-
tion in robotics and radar, as this device successfully de-
tects close and distant objects.

The use of GSM modules to transmit measurement da-
ta is becoming increasingly popular due to the wide cov-
erage of mobile networks [15]. This makes it possible to
create autonomous monitoring systems that can operate
over long distances without the need for additional com-
munications. The authors in [15] describe the experimen-
tal setup and discuss the measurement principle. To calcu-
late the distance using this device, the target, the distance
to which is to be measured, should always be perpendicu-
lar to the plane of propagation of ultrasonic waves. Thus,
the target orientation is a limitation of this system. The
paper describes the device in some detail but does not pay
much attention to studies on accuracy and energy effi-
ciency.

Paper [16] is devoted to the use of ultrasonic sensors
to measure the distance to objects without physical con-
tact. The device includes a built-in temperature compen-
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sation sensor to improve measurement accuracy because
temperature changes affect the propagation speed of ultra-
sonic waves. The work uses an ATmega32 and an ultra-
sonic transmitter and receiver operating at 40 kHz, gener-
ating and receiving ultrasonic pulses and calculating the
time of their reflection from the obstacle. The authors also
used the HC-SR04 sensor. Although the distance to the
object can be measured up to 60 meters and the measure-
ment results are displayed on an LCD screen, it is worth
noting that our choice of the PIC16F628A may be more
efficient because it has a power consumption advantage
for battery-powered devices.

In [17], distance measurement methods are consid-
ered, in particular, the non-contact method that uses an
ultrasonic sensor. An ultrasonic transducer uses the time-
of-flight technique to determine distance. This method
calculates the time interval between the transmitted and
reflected signal, which allows for distance determination.
Although the tests have shown successful results in meas-
uring the distance to an object up to 5 meters, as well as
calculating the corresponding area and volume, the de-
scribed methods and results could be compared with ana-
logs, as we have done in our work, to prove the effective-
ness of the work. In addition, the article does not provide
a detailed analysis of the impact of different environ-
mental conditions on the accuracy of measurements,
which is an important aspect to improve the overall per-
formance of the system.

Measurements using ultrasonic sensor probes are
among the cheapest of the various options. Such sensors
are considered to be one of the most efficient and cost-
effective methods of distance measurement, although
there is potential for further development of this technol-
ogy for longer distances. This paper describes measuring
the distance to an obstacle using such a sensor.

The general trend of these scientific works is a great
interest in the development and improvement of non-
contact distance measurement methods using ultrasonic
and other types of sensors. Researchers focus on improv-
ing the accuracy and range of measurements, as well as
on integrating these technologies with various electronic
systems to achieve better results in practical applications.

Therefore, in this work, emphasis is placed on the de-
velopment of a range measurement module on an ultra-
sonic sensor with a GSM module and to increase the ac-
curacy of distance measurement, and in addition, it will
be possible to transmit the obtained values to remote
servers or end users.

3 MATERIALS AND METHODS

To begin with, let’s justify the choice of technical
means for the distance measurement module.

For this study, we chose the HC-SR04 ultrasonic sen-
sor developed by RoboBox because it is (Fig. 1) [18]:

— is widespread and easily available on the market of
electronic components;

— is one of the most cost-effective solutions for dis-

tance measurement;
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— has a simple interface that facilitates its integration
with various microcontrollers;

— HC-SR04 measurement accuracy (usually +3 mm) is
quite acceptable;

—no blind spots;

— the sensor is capable of measuring distances from 2
cm to 400 cm, which is suitable for many projects;

— consumes little power, which is important for mo-
bile or autonomous devices;

— small dimensions of the sensor make it easy to inte-
grate into various projects;

— less sensitive to light and color of objects compared
to optical sensors.

Figure 1 — HC-SR04 sensor

To generate ultrasonic waves on the transducer, a TTL
pulse of 10 ps duration must be applied to the Trig pin.

When the pulse arrives, the circuit generates 8 pulses
with a frequency of 40 kHz, which activate the piezoresis-
tive transducer. This creates ultrasonic waves that propa-
gate in the direction of the obstacle. The reflected waves
are captured by a second piezoelectric transducer. By
comparing the time between sending and receiving pulses,
the circuit generates a TTL-level Echo pulse whose dura-
tion is proportional to the distance to the object.

After determining the width of the Echo pulse, you
can calculate the distance to the reflected surface using
the following formula: pulse width equals distance.

The PIC16F628A microcontroller is used to convert
the duration of the signal generated by the ultrasonic sen-
sor into a distance value and then transmit it to the SIM
module. This microcontroller is part of the widely used
PIC series. The choice of this microcontroller is due to the
presence of a built-in timer and a UART interface, which
allows you to transfer data and commands such as AT,
which are recognized by the SIM module.

PIC16F628A is the best choice for developing a range
measurement module with an ultrasonic sensor and GSM
module because:

— PIC16F628A offers a good feature set at an afford-
able price;

— the small size of the microcontroller (18-pin DIP or
SOIC package) allows you to create compact devices;

— PIC16F628A has power-saving modes, which is im-
portant for standalone devices;

— clock frequency up to 20 MHz provides sufficient
performance for processing data from the ultrasonic sen-
sor and GSM module;

— 2048 words of program Flash memory and 224
bytes of RAM are enough to implement the required func-
tionality;
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— the presence of UART, timers, and comparators sim-
plifies the work with external devices;

— PIC series microcontrollers are known for their sta-
bility and resistance to interference.

The location of the pins of the microcontroller
PIC16F628A in Fig. 2.

0 7
RAZIAN2/VREF +—] | 1 18 [Je—+ RAT/ANT
RAJ/ANSICMP1 +— | 2 <V [Je— rawano
RA4TOCKICMP2+—{| 3 g 16 [Je—= RAT/IOSCH/CLKIN
RASMCLR\PP —.-|' 4 g 15 ]-—- RAB/IOSCZICLKOUT
vss —=[[5 3 14[}e— voo
RBOINT —{ | 6 E 13 [J+— RBIT10SIPGD

RB1/RXDT+—| 7 5 12 [ J+—+ RBET10SOMICKIPGE

Re2TXICK——s{]8 11 [J—s RES

RB3/CCP1=—={| 9 10 [J+— RB4/PGM

Figure 2 — Diagram of the location of the pins of the microcon-
troller PIC16F628A

In Fig. 2 the diagram shows the purpose of each of the
18 pins of the microcontroller, such as RAO/ANO,
RA1/AN1, RBO/INT, RB1/RX/DT, etc. This information
is important for the correct connection of the microcon-
troller to other components of the circuit, for example, to
connect an ultrasonic sensor, GSM module, and other
devices within the developed range measurement module.

Next, let’s move on to the development of a diagram
of an electrical circuit device for measuring distance.

In this study, a distance measurement module was de-
veloped using the DipTrace software.

DipTrace was chosen for designing component pack-
ages and creating PCB layouts due to its ease of use, in-
tuitive interface, and powerful set of design tools. This
program provides high accuracy when working with vari-
ous components, which allows you to create complex
electronic circuits and layouts with minimal errors. In
addition, DipTrace supports a wide range of file formats,
which facilitates integration with other tools and systems,
making it a universal solution for PCB designers. The
electrical schematic diagram of the device was created
using the DipTrace Schematic module (Fig. 3).

v

Figure 3 — Schematic diagram of the distance measurement
module of the microcontroller PIC16F628A
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First, the matching elements were removed from the
antenna circuit. It is allowed to use a short connection
between RF_ANT(60) and the antenna at short distances.
The PWRKEY(1) pin has a button, which, when pressed
for 0,5 seconds, turns on the module.

The LED indicators are connected via resistors. When
the module is turned on, the LED connected to the
STATUS(66) pin should light up.

The NETLIGHT(52), which shows the network status,
operates in glow and non-beam modes.

The TX(9) and RX(10) pins of the module are con-
nected to the PIC16F628A microcontroller, providing
data exchange via a serial UART interface using AT
commands.

Resistors R4 and R5 limit the current supplied to LED
indicators set to 300 ohms.

Any antenna in the GSM band with an SMA-F con-
nector is used.

Capacitors: C1-4,7 pF, C3-22 pF, C4-100 puF, C5-
104 nF, C7-10 pF, C8-0.47 pF.

The SIM cardholder is installed with protective di-
odes.

It is recommended to use a powerful power supply
since, when searching for a network, the peak current can
reach 1.5 A.

Now, let’s move on to the development of the mod-
ule’s algorithm. Consider the principle of operation of the
distance measurement module.

When idle, the module goes into sleep mode.

The microcontroller is configured in such a way that it
automatically activates when it is in idle mode. The wake-
up of the microcontroller is due to a signal from the
SIM900, specifically from the RI pin (4), which is con-
nected to the RB4 pin of the microcontroller.

When an incoming call or SMS is received at the
RI(4) input of the SIM900, the logical level on this pin is
lowered to 0, which causes an interrupt in the microcon-
troller and activates it.

After waking up, the device is configured so that when
receiving an incoming call, the microcontroller sends a
pulse of 10 ps to the HC-SR04 ultrasonic sensor.

After receiving a signal from the sensor, the microcon-
troller calculates the distance (in centimeters) and trans-
mits this data via AT commands to the communication
module.

The general algorithm of the program is shown in
Figure 4.

Declaring variables is the first step in executing a pro-
gram.

Next, the microcontroller timers are configured.

After that, it is necessary to implement the output of
the AT command to configure the operation of SMS
transmission, so the program outputs the AT command
for the configuration of SMS transmission. AT commands
allow: to configure communication parameters, initiate a
connection, send and receive data (in this case, SMS),
control the functions of a modem or GSM module.

At the stage “Output of AT commands to configure
the operation of SMS transmission”, the program proba-
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bly sends one or more AT commands to the GSM module
for its configuration before sending SMS.

Next, the program waits for an incoming call, which is
marked as “Ring” on the diagram — this is a special signal.
This call serves as a trigger or signal to activate the meas-
uring process. It is not designed for voice communication.

Advantages of this approach:

— the system does not carry out constant measure-
ments but is activated only when necessary;

— access control, because only authorized numbers can
initiate measurements;

— remote control: the ability to start measuring re-
motely.

If the “Ring” call is received, the following steps are
performed:

— measuring the time around the input signal, that is,
the program measures the duration of the input signal, so
the trigger for the HC-SR04 is triggered, the sensor gen-
erates 8 pulses for transmission, and the displayed signal
will be sent to the microcontroller;

— converting them into centimeters, that is, the meas-
ured time is converted into distance (centimeters);

- sending SMS, here the program generates and sends
SMS messages.

Declaring vari-
ables

v

Setting timer
registers

v

Type attention
command
[l

Got a "Ring" YES

call?

A
Time measurement

v

Data transfer

Figure 4 — Algorithm of the distance measurement module
program

The “Ring” call does not require an answer or connec-
tion. The very fact of its receipt is a signal to start work.
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The sensor data is sent to the user’s landline number.

Thus, the microcontroller is in sleep mode while wait-
ing for the “Ring” call and will “wake up” when interrup-
tions occur from the contact of the module UART_RI(4),
which reduces the power consumption of the device.

The application for the PIC16F628A microcontroller
was downloaded using the PICKit 2v2.61 utility and the
PICKkit 2 programmer. Next, we describe which microcon-
troller pins should be connected to the outputs of the pro-
grammer for flashing the program:

1 - MCLR/Vpp;

2-Vdd Target;

3 —Vss (ground);

4 - PGD (ICSPDAT);

5 - PGC (ICSPCLK);

6 — PGM (LVP).

3.4 Creating a PCB for the distance measurement
module

For this device, according to the above scheme
(Fig. 3), a printed circuit board was created using laser-
iron technology. The board drawing was made using the
DipTrace PCB program, which has auto-positioning and
auto-trace functions. The circuit board diagram is de-
picted in DipTrace (Fig. 5 a).

3SM rangefinder

Figure 5 — Range measurement module PCB

Fiberglass board of the range measurement module
measuring 13 cm x 8 cm in size (Fig. 5 b).

Images of the tracks, pins, and board elements were
generated as a template using PCB design programs such
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as DipTrace and then printed on A4 glossy paper for
transfer to fiberglass during board manufacturing.

After that, the workpiece was prepared, namely, the
surface of the fiberglass was cleaned with fine sandpaper
and degreased with lotexolite, carefully placing it on the
workpiece and smoothing it with an iron for 3-5 minutes.
Then the paper is moistened with water and carefully re-
moved. The workpiece was etched in a solution of ferric
chloride prepared in a ratio of 1.1 with water.

Therefore, to increase accuracy, it is proposed to for-
malize the process of correcting measurements.

A mathematical model of autocalibration is proposed,
which will be based on a statistical analysis of the dis-
crepancies between the measured and reference values.
The key idea is to determine the systematic error of the
sensor and its subsequent compensation.

Therefore, the mathematical model of autocalibration
of an ultrasonic sensor is a multicomponent approach to
improving the accuracy of measurements by statistically
correcting systematic errors.

The concept of the model is:

— analysis of discrepancies between measured and ref-
erence values;

— formalization of the process of determining errors;

— development of a mechanism for adaptive correction
of measurements;

— taking into account the influence of external factors
on the accuracy of measurements.

The experiments section presents the results of the
measurements made with HC-SR04 and the reference
values that were compared. These comparisons are the
basis for the development of the autocalibration method.

The general mathematical model can be represented as
a functional mapping:

Yeal = F(Ypr E T H, L) 1)

External conditions E include: atmospheric parameters
(air pressure, density of the medium, presence of air cur-
rents); geometric characteristics of the environment (pres-
ence of physical obstacles, distance to objects, configura-
tion of space); external physical influences (electromag-
netic fields, acoustic background, vibrations).

Let’s formalize the process of determining errors. The
component of systematic error can be represented as:

Esys = f(Ypr'T'H'LA)z

2
=o-T+B-H+y-Ly+0-Y,. @)

The accuracy of the HC-SR04 ultrasonic sensor is key
to its effective use in real-world applications. Minor er-
rors in the operation of the sensor can accumulate, affect-
ing the overall quality of the system. To ensure reliable
operation of the system, it is important to take into ac-
count the errors (systematic or random) that occur during
measurements. Therefore, systematic errors can be pre-
sented in the form of:
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o(e) :\/Z(Ymes,i _Yref,i)z -w(T, H, LA) /'m. (3)
i=1

We will take into account the weight function of ex-
ternal factors w(T,H,L,), which allows us to estimate

their influence on the variance of errors
The algorithm for the process of correcting ultrasonic
sensor measurements is shown in Fig. 6.

A al
Input measurements

v

Error calculation
4

No

Yes Analysis of sta-
tistical character-

istics

Adaptive ratio adjust- Determining
P ment ) 1 the directi_on
v of correction

Applying correction
to measurements

Is the accu-
racy satisfac-
tory?

Final adjusted meas-
urements

Figure 6 — Algorithm of the ultrasonic sensor measurement cor-
rection process

Yes

Step 1. Input measurements.
Step 2. Calculation of errors.
Po3paxyHOK abCOTIOTHOT ITOXUOKH:

€= |Ymes _Yref | . (4)
The relative error can be determined:

5 = (|Ymes —Vref |) [Yrer -100%. ®)
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Step 3. Analysis of statistical characteristics includes
verification:

— the average value of the error > 0.1, then the sys-
tematic error. If the average error value is <= 0.1, then the
error is within the normal range;

— variance of errors > critical value, then this is a sig-
nificant random error. If the variance <= of a critical val-
ue, then the stability of the measurements;

— distribution asymmetry = 0, then, nonlinearity of er-
rors. If the distribution asymmetry = 0, then the symmet-
ric error distribution;

— the Shapiro-Wilk criterion pg,, < 0.05, then there is

a deviation from the normal distribution. If the Shapiro-
Wilk criterion pg, > = 0.05, then the normal error distri-

bution.

Step 4. If the analysis of statistical characteristics
showed that the obtained values of the monitored parame-
ters (average error value, etc.) are not within the normal
range, then the direction of correction is determined. This
stage involves an analysis of the nature of the detected
errors in order to choose the optimal approach to their
compensation:

— if the average value of the error exceeds the norm,
this indicates the presence of a systematic error. The di-
rection of correction will be aimed at reducing this sys-
tematic component;

— if the error variance is too high, this indicates a sig-
nificant random error. In this case, the direction of correc-
tion will be aimed at reducing the influence of random
factors;

— analysis of the asymmetry of the error distribution
helps to identify the presence of nonlinearities, which is
also taken into account when determining the direction of
correction;

— if the Shapiro-Wilk criterion < 0.05, then there is a
deviation from the normal distribution. In this case, it is
necessary to apply other approaches to modeling and
compensation for errors that are not based on the assump-
tion of a normal distribution. For example, robust statisti-
cal methods can be used, which are less sensitive to de-
viations from normality. This will allow you to correctly
take into account the peculiarities of the real distribution
of errors when developing an automatic calibration algo-
rithm.

If the statistical characteristics of the errors are within
the normal range, that is, they show the stability of the
measurements, then the next step should be to check the
accuracy. The application of additional correction will not
be necessary. After checking the accuracy, if it meets the
requirements, it will be possible to complete the autocali-
bration process.

Step 5. Adaptive adjustment of correction coefficients
based on the analysis of errors. This stage is key, as it
allows you to dynamically adjust the compensation pa-
rameters depending on the current state of the measuring
system.

The concept of adaptive coefficient adjustment will
take into account the following factors:
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— current statistical characteristics of errors (mean,
variance, asymmetry);

— changes in external conditions that affect the sensor.

For example, if the analysis revealed the presence of a
systematic component of error, the compensation coeffi-
cient will be increased to reduce this component.

Thus, the adaptive approach allows you to flexibly re-
spond to changes in the operation of the sensor and opti-
mally adjust the correction parameters to ensure high ac-
curacy of measurements in real operating conditions.

Step 6. Step 6 consists of applying the calculated cor-
rection to the sensor’s output measurements. At this stage,
the adaptive correction coefficients determined in the pre-
vious step are used to compensate for systematic and ran-
dom errors.

Thus, the initial uncorrected sensor readings are proc-
essed using the calculated correction coefficients, which
allows you to obtain corrected, more accurate measure-
ment values. This step completes the autocalibration pro-
cess, providing an increase in the overall accuracy of the
ultrasonic sensor.

Let the systematic error of the sensor be represented
by the formula (2). Then the adjustment factor to compen-
sate for the systematic error is calculated as:

Keor =1/ (L+eg) - (6)

To compensate for the random component of the error,
the correction factor is determined based on the variance
of the errors:

Kyee =1/~ . ©)

If the analysis shows the presence of nonlinearities in
the error distribution, i.e. asymmetry, or deviations from
the normal distribution according to the Shapiro-Wilk
criterion, this means that the errors cannot be compen-
sated by linear correction coefficients alone. In general,
deviation from normality requires the use of robust statis-
tical analysis methods and appropriate nonlinear error-
side compensation algorithms. This will allow you to
more effectively take into account the real features of the
distribution of sensor errors.

Step 7. Accuracy check. Accuracy verification is the
final stage of the autocalibration process and is aimed at
evaluating the effectiveness of the developed error correc-
tion methods. The main goal of this stage is to confirm
that the applied correction algorithms have improved the
accuracy of the ultrasonic sensor measurements. The pro-
cedure for checking accuracy usually consists of the fol-
lowing sub-stages:

1. Collection of new test data. At this stage, new
measurements are made using the sensor after making
adjustments. These measurements are compared with ref-
erence values. Reference values are usually obtained from
high-precision systems or using special calibration
equipment.
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2. The residual errors are calculated after applying the
correction factors:

€res = Yeal ~ Yref - (8)

3. Analysis of statistical characteristics of residual er-
rors.
First, key parameters are evaluated, namely:

— average value of residual errors (E). If £~0, this
indicates the minimization of the systematic error;

— dispersion of residual errors (c?). If 6 has de-

creased significantly compared to the initial data, this
means effective compensation for random errors;

— asymmetry (Skewness) and excess (Kurtosis). If the
asymmetry (Skewness) is close to 0, and the excess (Kur-
tosis) is 3 (or close to 3), this confirms the normal distri-
bution of residual errors;

— Shapiro-Wilk criterion pg,, . If pgy =0.05, the re-

sidual errors are normally distributed, which is a good
indicator.

4. Comparison before and after correction. The key
accuracy metrics before and after the application of cor-
rection algorithms are compared:

— standard error (RMSE):
12 2
RMSE = FZ(Ycal,i Vet )" - 9)
i=1

A decrease in RMSE confirms the success of the cor-
rection.

The coefficient of determination (R?) analyzes how
much the adjusted values correspond to the reference val-
ues.

5. Assessment of the admissibility of residual errors. It
is checked whether the residual errors are within the per-
missible range. If they go beyond these limits, it is neces-
sary to reconfigure the correction algorithm.

Thus, the accuracy check covers the calculation of re-
sidual errors, their statistical analysis, visualization and
comparison of results before and after correction. This
allows you to evaluate the effectiveness of autocalibration
and confirm the achievement of the required level of ac-
curacy.

Step 8. Obtaining final corrected measurements.

A more in-depth analysis of the mathematical model
of autocalibration will be presented in this paper.

4 EXPERIMENTS

A series of experimental studies were carried out to
evaluate the accuracy and reliability of the developed
distance measurement module. The main purpose of the
experiments was to compare the indicators of the HC-
SR04 ultrasonic sensor with reference measurements
made using a ruler.

The methodology of the experiment included the fol-

lowing stages:
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— preparation of an experimental bench consisting of a de-
veloped distance measurement module and a reference ruler;

— installation of the measuring object at different dis-
tances in the range of up to 15 cm;

— distance measurements using the HC-SR04 ultra-
sonic sensor;

— parallel distance measurement using a ruler to obtain
reference values;

— distance  measurements
GP2YO0A21YKOF optical sensor;

- recording and comparing the results obtained:;

— analysis of the obtained data: plotting the presence
of the measured distance from the real one for both sen-
sors and determining the ranges of greatest accuracy for
each type of sensor.

It is necessary to take into account the influence of
various environmental conditions on the accuracy of dis-
tance measurement:

— in environments with a high noise level, false alarms
are possible;

— the sensor can be sensitive to changes in temperature
and humidity, which can affect the speed of propagation
of ultrasonic waves;

— measurement efficiency may decrease when work-
ing with soft or porous surfaces that reflect ultrasonic
waves Worse;

— the accuracy of measurements can be affected by the
angle of inclination of the surface relative to the sensor;

— the presence of other ultrasonic sources nearby can
create interference and lead to inaccurate measurements;

— the sensor has a “blind spot” at very close distances
(usually less than 2 cm), where it cannot accurately meas-
ure the distance.

using the Sharp

5 RESULTS
The measured distance of the HC-SR04 was compared
with the ruler and the Sharp GP2Y0A21YKOF, the results
were entered in Table 1.

Table 1 — Measurement results

Measured distance on | Distance on the | Measured percentage

HC-SR04, cm ruler, cm on Sharp
GP2Y0A21YKOF, cm

2 2 2

3 3 3

4 4 4

6 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 11

12 11 12,1

12 12 13

13 13 14,3

15 14 15,4

15 15 16

Graphs of the dependence of the measured distance on
the real one for both sensors are plotted in Fig. 6.
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Figure 6 — Graph of the dependence of the measured distance on
the real distance for HC-SR04 and Sharp GP2Y0A21YKOF

The analysis of the results of experiments showed that
the accuracy of measurements depends on several factors:

1. The characteristics of the reflective surface because
different materials can reflect ultrasonic waves differ-
ently, which affects the accuracy of measurements.

2. Measurement mediums because the speed of sound
can vary depending on temperature, humidity and other
environmental parameters.

3. Measurement errors. The measurement error of this
range meter device on an ultrasonic sensor is + 1 cm.

The results obtained confirm the high accuracy and re-
liability of the developed module based on the HC-SR04
for measuring distances in the range of up to 15 cm.

Comparison with the Sharp GP2Y0A21YKOF optical
sensor demonstrates the advantages of the ultrasonic
method in the context of measurement stability and less
sensitivity to external factors.

6 DISCUSSION

The results of experiments carried out with the devel-
oped distance measurement module based on the HC-
SR04 ultrasonic sensor demonstrate the high accuracy and
reliability of the device. However, the data obtained re-
quire detailed analysis and interpretation in the context of
potential applications and limitations of the technology.

Comparison of the readings of the ultrasonic sensor
with the reference measurements with the ruler showed
that the measurement accuracy is within £1 cm. This is an
acceptable result for many practical applications, espe-
cially given the low cost and ease of implementation of
the device.

However, it is worth noting that at distances of 9-11
cm, some deviations were observed. This may be due to
the peculiarities of the propagation of ultrasonic waves or
the specifics of a particular sensor sample. To increase
accuracy at these distances, you can consider calibrating
the sensor or using additional data processing algorithms.

Let’s compare with other analogs. For example, com-
pared to optical sensors such as infrared distance sensors,
the HC-SR04 ultrasonic sensor has the advantage that it is
less sensitive to the illumination and color of objects. This
makes it more versatile for a variety of applications.

However, laser rangefinders usually provide higher
measurement accuracy. However, they are significantly
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more expensive and may have limitations when working
with transparent or mirrored surfaces.

For a more detailed analysis, consider comparing the
HC-SR04 with the common Sharp GP2Y0A21YKOF op-
tical sensor.

Table 2 — Comparison of HC-SR04 and Sharp GP2Y0A21YKOF

Characteristic HC-SR04 (Ultrasonic) | Sharp
[12,13] GP2Y0A21YKOF

(Optical) [12, 13]

Measurement 2cm-400cm 10cm-80cm

range

Accuracy +3 mm +10 % of the
measured distance

Response time ~60 ms ~39 ms

Supply voltage 5V 45V-55V

Current consump- | ~15 mA (active mode) | ~30 mA

tion

Object color sensi- | Low High

tivity

Sensitivity to | High Low

transparent objects

Exposure to out- | Low High

door lighting

Sizes 45x 20 x 15 mm 29.5x13x135
mm

Price (approx.) $2-$5 $10-$15

Analyzing the data from the table, the following con-
clusions can be drawn:

— the measurement range of the HC-SR04 is a much
wider measurement range, which makes it more versatile
for different applications;

— the accuracy of the HC-SR04 is higher, especially at
longer distances.

— the speed of the optical sensor has a slightly better
response time, which can be critical for some applica-
tions;

— the HC-SR04 has low power consumption, making
it an ideal choice for energy-efficient and stand-alone
devices. This allows the sensor to be used in battery-
powered systems, ensuring long-term operation without
the need for frequent maintenance or recharging. Thanks
to this, the device can function effectively in remote plac-
es or in conditions where there is no constant power
source;

— sensitivity to external factors in HC-SR04 it is less
to the color of the object and ambient light, but it may
have problems detecting transparent objects;

— dimensions and cost. The HC-SR04 is somewhat
larger in size, but significantly cheaper.

The choice between these two types of sensors de-
pends on the specific application. The HC-SR04 is the
preferred choice for general use, especially in variable
lighting environments or when working with objects of
different colors. However, for applications that require
high performance or working with transparent objects, an
optical sensor may be the preferred choice.

Despite the overall effectiveness of the developed
module, there are certain limitations that should be taken
into account:
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1. The maximum measurement distance is limited to 4
meters, which may not be sufficient for some applica-
tions.

2. Ultrasonic waves may not bounce off soft or porous
surfaces as efficiently, which may affect the accuracy of
measurements.

3. Influence of various environmental conditions on
the accuracy of measurements In environments with a
high noise level, false positives are possible.

Overall, the developed distance measurement module
demonstrates high potential for practical applications,
providing a balance between accuracy, ease of implemen-
tation and cost-effectiveness.

CONCLUSIONS

An urgent problem has been solved: the development
of a range measurement module on an ultrasonic sensor
with a GSM module, which allows for accurate distance
measurement and transmission of results to remote serv-
ers or directly to end users.

The scientific novelty of the results obtained lies in
the fact that a mathematical model of autocalibration of
an ultrasonic sensor has been proposed. The key benefits
of this approach are:

1. Comprehensive statistical error analysis, since the
model allows you to detect and compensate for both sys-
tematic and random errors of the sensor based on the
analysis of discrepancies between measured and reference
values.

2. Adaptive correction because the proposed mecha-
nism for adaptive adjustment of correction coefficients
provides a flexible response to changes in external condi-
tions that affect the accuracy of measurements.

3. Taking into account the influence of factors, be-
cause the model takes into account the influence of tem-
perature, humidity, interference, etc., on sensor errors,
which increases the efficiency of compensation.

4. Formalization of the process, since the presentation
of a mathematical model in the form of clear equations
and algo-rhythmic steps provides structure and the possi-
bility of further improvement of the method.

In general, this approach allows you to significantly
increase the accuracy of the ultrasonic sensor in real oper-
ating conditions due to comprehensive statistical error
correction. The formalization of the model in mathemati-
cal form is an innovative step that contributes to the effec-
tive practical application of the method.

The practical value of the results obtained lies in the
creation of a cost-effective solution for remote distance
measurement, because the developed module combines an
inexpensive HC-SR04 ultrasonic sensor with a GSM
module, which allows remote measurements at an afford-
able price. This is especially useful for small businesses
and individual developers in the field of radio electronics.
The development can expand the capabilities of telecom-
munication systems because the integration of the GSM
module allows you to transmit measurement data over a
cellular network, expanding the scope of application of
the device in telecommunication systems. This makes it
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possible to monitor over long distances without the need
for additional communications. Optimization of power
consumption lies in the fact that the developed algorithm
of the module, which provides for sleep mode and activa-
tion on an incoming call, can significantly reduce the
power consumption of the device. This is crucial for au-
tonomous systems in radio electronics and telecommuni-
cations.

Thus, an integrated range measurement module has
been developed, which combines the HC-SR04 ultrasonic
sensor with a GSM module, which allows for accurate
remote measurement and data transmission in real time.

The experiments carried out using real data demon-
strate the effectiveness of the developed module. A com-
parative analysis with an optical sensor showed that the
developed module based on HC-SRO04 is less sensitive to
external factors (lighting, object color), which increases
the reliability of measurements in various operating con-
ditions.

A wide range of measurements (up to 4 m) and the
ability to work with different types of surfaces makes the
module versatile for many tasks in radio electronics, from
industrial automation to security systems. Therefore, the
results obtained make a significant contribution to the
development of radio electronics.

Prospects for further research are as follows:

1. Integration of additional sensors (e.g. infrared) to
increase the reliability of measurements.

2. Develop machine learning algorithms to improve
accuracy and noise filtering.

3. Optimization of power consumption to increase the
autonomy of the device

REFERENCES

1. Sotnik S. V., Redkin K. S. Design features of control
panels and consoles in automation systems, The 9th
International scientific and practical conference
““Science and innovation of modern world” (May 18-20,
2023) Cognum Publishing House. London, United
Kingdom. — 2023. - P. 201-205

2. Sotnik S. V. Development of automated control system
for continuous casting, Radio Electronics, Computer
Science, Control, 2024, Ne 2(69), pp. 181-189. DOI:
10.15588/1607-3274-2024-2-18

3. Polikanov K. et al. Smart home with house module:
overview of automation technologies / K. Polikanov //
International Conference “DIGITAL INNOVATION &
SUSTAINABLE DEVELOPMENT 20247, 2024, pp. 20—
21

4. Sukhno P. et al. Critical review of GSM network
structure, Manufacturing & Mechatronic Systems 2024:
Proceedings of VIII st International Conference.
Kharkiv, October 25-26, 2024, 2024, pp. 37-41

© Sotnik S. V., 2025
DOI 10.15588/1607-3274-2025-2-3

5.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Abdulkhaleg N. I, Hasan 1. J., Salih N. A. J.
Investigating the resolution ability of the HC-SRO4
ultrasonic sensor, IOP Conference Series: Materials
Science and Engineering, 2020, T. 745, Ne. 1, pp. 1-8.
DOI: 10.1088/1757-899X/745/1/012043
Al Tahtawi A. R. Kalman filter algorithm design for hc-
sr04 ultrasonic sensor data acquisition system, IJITEE
(International Journal of Information Technology and
Electrical Engineering), 2018, T. 2, Ne. 1, pp. 15-19
Rihmi M. K. et al Accuracy Analysis of Distance
Measurement Using Sonar Ultrasonic Sensor HC-SR04
on Several Types of Materials, Journal of Environmental
Engineering and Sustainable Technology, 2024, T. 11,
Ne 01, pp. 10-13
Qi J., Liu G. P. A robust high-accuracy ultrasound
indoor positioning system based on a wireless sensor
network, Sensors, 2017, No. 17(11), pp. 1-17. DOI:
10.3390/517112554
Mocanu B., Tapu R., Zaharia T. When ultrasonic sensors
and computer vision join forces for efficient obstacle
detection and recognition, Sensors, 2016, No. 16 (11),
pp. 1-23. DOI: 10.3390/s16111807
Mohammad T. Using ultrasonic and infrared sensors for
distance measurement, World academy of science,
engineering and technology, 2009, T. 51, pp. 293-299
Aliew F. An approach for precise distance measuring
using ultrasonic sensors, Engineering Proceedings, 2022,
T. 24, Ne 1, pp. 1-9. DOI: 10.3390/IECMA2022-12901
Suh Y. S. Laser sensors for displacement, distance and
position, Sensors, 2019, T. 19, Ne. 8, pp. 1-4. DOL:
10.3390/519081924
de Bakker B. How to use a SHARP GP2Y0A21YKOF IR
Distance Sensor with Arduino, Makerguides. com., 2019,
pp. 1-20
Khaleel H. Z., Raheem F. A. Design and Implementation
Accurate Three Distance Sensors Device Using Neural
Network, Tikrit Journal of Engineering Sciences, 2024,
T. 31, Ne. 2, pp. 138-147. DOI: 10.25130/tjes.31.2.13
Soni A., Aman A. Distance Measurement of an Object by
using Ultrasonic Sensors with Arduino and GSM
Module, International Journal of Science Technology &
Engineering, 2018, T. 4, Ne. 11, pp. 23-28
Gbotoso G. A. Development of distance measurement
using ultrasonic based sensors, International Journal of
Engineering Research Updates, 2024, No. 06(02), pp.
35-40. DOI: 10.53430/ijeru.2024.6.2.0028
Sharma J., Abrol P. Design and Implementation of digital
distance measurement system using ultrasonic sensor,
International journal of research in electronics and
computer engineering, 2014, No. 2(3), pp. 27-30
Morgan E. J. HC-SR04 ultrasonic sensor. Nov., 2014,
pp. 1-6

Received 03.02.2025.

Accepted 19.04.2025.

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

V]IK 621.391.2:004.31
PO3POBKA MOAYJIsi BAMIPIOBAHHS TAJIBHOCTI HA YJIBTPA3ZBYKOBOMY JIATUHUKY 3 GSM MOJAYJIEM

Corauk C. B. — xaHJ. TexH. HayK, JOIEHT, JOIEHT KadeapH KOMII I0TepHO-iHTErPOBAHUX TEXHOIOTiH, aBTOMaTH3alii Ta poOoTOTeXHIKH Xap-

KiBCHKOT'O HAI[iOHAJILHOTO YHIBEPCHTETY PafioeNIeKTpoHikH, XapkiB, YKpaiHa.
AHOTALIA

AkTyanbHicTh. Po3po6ka MOmysIs BUMipIOBaHHS JadbHOCTI HAa OCHOBI yIbTpa3ByKoBoro maTdnka 3 GSM Momynem € Hag3BUUaliHO aKTyalbHOIO
y ctepi TenekoMyHiKaliii Ta pafioeNeKTPOHIKHA. Y CyJacHOMY CBITi Bce Oifblna KUIBKICTB NMPUCTPOIB iHTEIPYeTHCS B CHCTEMH [HTepHeTy pedei
(1oT), e nepemauy maHMX Ha BEJHKi BiacTaHi 3a0e3MevyrOTh TeIEKOMYHIiKaliifHi TexHouorii. Bukopucranus GSM momysist 103BOJIsSIE B pexuMi pea-
JIBHOTO 4acy IepenaBaTd iH(GOpMAIiio 3 BUMIpIOBAIbHOTO HPHCTPOIO HA BiJJaleHi cepBepH a00 KiHIIEBHM KOPHCTyBadaM, IO € KPUTHYHHM UL
pilreHs y cdepi JUCTaHIIHOTO MOHITOPHHTY Ta KOHTPOJIO.

VibTpa3ByKoBi qaTauky y nmoeqHaHHi 3 GSM MoaysieM MOXYTb 03BOJIATH aBTOMATH3YBATH MPOLIECH BUMIPIOBAHHS y BaXXKOAOCTYIHHX abo He-
0e3nevHNX I TIOAUHE yMOBAX, 10 MiABUITY€e e()eKTHUBHICTE Ta Oe3MeKy cucTeM. 3aCTOCYBaHHS PaliOeNeKTPOHHUX TeXHOIOTIH 1M Imepenadi BUMi-
PIOBAJIBHUX JIAHUX Yy PealbHOMY Yaci J03BOJISIE 3HAYHO PO3LIMPHUTH (PYHKIIOHATIBHICTH NMPUCTPOIB, HMOJICTIINTH IXHIO IHTErpaliio y BKe iCHyrodi
CHCTEMH TEJICKOMYHiKalliil, 30KpeMa y MPOMHUCIOBHX, TPAHCIIOPTHUX, Ta IHPPACTPYKTYPHUX CEKTOPaX.

TaxuM YUHOM, pO3pOOKa JaHOTO MOJYJISl 3 TOUHHMH BUMipaMH CHpUsE PO3BUTKY IHHOBAIIiH y rajy3i TeleKOMyHiKaliil Ta paioeeKTPOHIKH, 3a-
Oe3reuyrouy MBUIKY Ta HaAIiHY Iepeady JaHUX, IO € BKIUBOIO CKIIAT0BOIO CyJacHUX iH(QOpPMaNiifHUX CHCTEM.

Merta. Po3po6ka MOy sl BUMIPIOBAHHS TaJbHOCTI HA OCHOBI YJIBTPa3ByKOBOTO AaTdrka 3 GSM-MoayieM Ta MmiIBUIIEHHS TOYHOCTI BUMIPIOBAaHb
LIIIXOM BIPOBA/KEHHSI 3aIIPOIIOHOBAHOT MaTeMaTHYHOI MO/ aBTOKAIIOpyBaHHS yIbTPa3ByKOBOTO JaTYHKa.

Merton. [lyist NOCATHEHHS [IOCTaBIeHOI MeTH OYB pO3poOJICHHH IHTErPOBaHUII MO/YJIb BUMIPIOBaHHS TAIbHOCTI, SIKHI IIO€IHYE YIbTPa3ByKOBUH
natank HC-SR04 3 GSM-momynem. MeTo miABUILEHHST TOYHOCTI 0a3y€ThCs Ha 3alPOMOHOBAHIN MaTeMaTHYHIH MO/ aBTOKaIiOpyBaHHs yIbTpa-
3BYKOBOTO JaT4YHKA.

PesyabTaTH. 31ilicHeHa TOCTaHOBKA 3a/1a4i Ta PO3POOJICHO MOJYJ)Ib BUMIPIOBaHHS TAIbHOCTI Ha OCHOBI yJIbTPa3ByKOBOI'O JATYHKA 3 IHTErpOBa-
M GSM-monynem. V X0mi TOCTIDKEHHS GYII0 CTBOPEHO €IEKTPUYHY NPHHIMIIOBY CXEMY HPHCTPOIO 33 JOMOMOTOI0 MPOTPAMHOTO 3a0e3IeueHHsI
DipTrace. Po3po6iero anropurm pobOTH MOy, SIKHH ONTHMI3y€e B3a€MOJII0 MIX YJIbTPa3ByKOBMM AardukoM. CTBOPEHO APYKOBaHy IUiaty. 3a-
IIPOIIOHOBAHO MATEMAaTHYHYy MOJENb aBTOKANIOpyBaHHS yJIbTPa3ByKOBOI'O JAaTYMKa JUIS IMiJBHINEHHS TOYHOCTI BUMiproBaHHs. IIpoBeneHo cepiro
eKCIIePUMEHTANIBHUX JOCIIKEHb IS OLIHKH TOYHOCTI. Pe3ynbTaTh eKCIeprMEHTIB MiATBEPAMIN e(pEeKTHBHICTb PO3POOICHOr0 MOIYJISI Ui BHMi-
PIOBaHHSI BiJCTaHEH.

BucHoBku. Po3pobienuii Moy)Ib BUMIpIOBaHHS JaJbHOCTI HA OCHOBI yJIBTPa3ByKoBOro xarduka 3 GSM-Momynem npescraBisie co00r0 iHHOBa-
LiliHe pilieHHs, 10 BiNOBiIa€ Cy4aCHUM BHMOTaM TEJIEKOMYHIKAIIHHUX Ta paJiOTEXHIYHUX CHCTEM. |HTerpais TOYHOro BUMIpPIOBAaHHS BiACTaHi Ha
6a3i 3aIPOIIOHOBAHOT MATEMATHYHOI MOZICIb aBTOKAIIOPYBaHHs yIbTPAa3ByKOBOTO AATYHKA 3 MOXIIMBICTIO AMCTAHIIIHHOI IIepeaadi JaHuX BiIKpUBA€E
HOBI IIEPCIICKTHBY JUIS JUCTAHLITHOrO MOHITOPUHTY Ta aBTOMAaTH3allii poreciB. ExcriepuMeHTalIbHI JOCIIIKSHHS MiITBEPAMIH TOUHICTh Ta Haiii-
HICTb MPUCTPOIO, 8 MOPIBHUIBHUN aHAN3 3 aHAIOraMH POAEMOHCTPYBAaB HOro KOHKypeHTHI mepeBard. EkonomiuHa e)eKTUBHICTh Ta €HEProoIai-
HICTB PO3pPOOJICHOT0 MOIYJIS POOJIATH HOro MPUBAOIMBUM JIsl IIMPOKOTO KOJIA KOPUCTYBAdiB, Bill iHAMBIAyaJbHUX PO3POOHHUKIB 10 HPOMHCIOBHX
nignpueMcts. [Topanbnn JOCTIIPKEHHST MOXKYTh OyTH CHPSIMOBaHI Ha BIOCKOHAJICHHS alITOPHTMIB 0OpOOKH JaHHX Ta PO3IUHMPEHHS (PyHKIIOHATBHHX
MOXKITUBOCTEH IPHCTPOIO, 110 CIIPUATHME PO3BUTKY IHHOBALIIHHNX TEXHOJIOTIH ¥ cepi paaioeneKTpOHIKH Ta TeIeKOMYHIKaLiil.

KJIFOUYOBI CJIOBA: nanbHicTh, BUMIPIOBAaHHS, MOAYJIb, YIABTPa3ByKoBHl nat4uk, GSM mMomyib.
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ABSTRACT

Context. Automatic and automated image analysis methods used in computer graphic design, biometric identification, and mili-
tary target search are now widespread. The object of the research is the process of color image analysis.

Objective. The goal of the work is to create an intelligent method of image analysis based on quantization, binarization and clus-
tering.

Method. The proposed method for intelligent color image analysis consists of the following techniques. The technique of reduc-
ing the number of colors based on the conversion of a color image into a gray-scale image and quantization of the resulting gray-
scale image improves the accuracy of image feature extraction by preventing the appearance of an excessive number of image clus-
ters. The technique of creating a set of binary images based on binarization of a quantized gray-scale image allows increasing the
speed of subsequent clustering by replacing sequential extraction of all elements of a quantized gray-scale image with parallel extrac-
tion of binary image elements, as well as separating clusters obtained during subsequent clustering by color due to image member-
ship. The technique of determining the highest priority binary images based on the probability of occurrence of each color in the
quantized gray-scale image improves the speed of image structure synthesis based on the analysis results by considering the most
informative binary images. The technique of extracting binary image elements on the basis of its clustering allows to increase the
accuracy of extracting binary image elements by improving the method of forming the neighborhoods of points (no radius of empiri-
cally determined neighborhood is needed), detecting random outliers and noise, extracting image elements of different shapes and
sizes without specifying the number of extracted binary image elements, as well as increasing the speed of extracting binary image
elements by forming the neighborhoods of white points only. The technique of determining the higher priority parts of the binary
image based on the power of image clusters allows increasing the accuracy of image structure synthesis based on the analysis results
by omitting noise and random outliers.

Results. The proposed method for intelligent analysis of color images was programmatically implemented using Parallel Com-
puting Toolbox of Matlab package and investigated for the task of image feature extraction on the corresponding database. The re-
sults obtained allowed to compare the traditional and proposed methods.

Conclusions. The proposed method allows to expand the application area of color image analysis based on color-to-gray-scale
image conversion, quantization, binarization, parallel clustering and contributes to the efficiency of computer systems for image clas-
sification and synthesis. Prospects for further research investigating the proposed method for a wide class of machine learning tasks.

KEYWORDS: intelligent image analysis, quantization, binarization, image feature extraction, clustering.

ABBREVIATIONS DBSCAN is a density-based spatial clustering of ap-
EM is an expectation-maximization algorithm; plications with noise algorithm;
PAM is a partitioning around medoids algorithm; DISMEA is a divisive hierarchical clustering algo-
ISODATA is an iterative self-organizing data analysis  rithm that uses the k-means algorithm to subdivide a clus-
technique algorithm; ter into two;
FCM is ae fuzzy classifier means algorithm; DIANA is a divisive analysis algorithm.

OPTICS is an ordering points to identify the clustering

. NOMENCLATURE
structure algorithm;

A={A,..,A.} is acorrect set of image elements;

© Fedorov E. E., Khramova-Baranova O. L, Utkina T. Yu., Kozhushko Ya. M., Nesen I. O., 2025
DOI 10.15588/1607-3274-2025-2-4 OFEN (o) ACCESS




p-ISSN 1607-3274 PagioenextpoHika, iHpopmaTuka, ynpapiinas. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

T is atime;

n; is a line number of the image;

N, is a column number of the image;

N, is an end of the current row of the image;

N, is an end of the current column of the image;

R(n;, ny) is a red color component;

Ny, Ny ) is a green color component;
) is a blue color component;

G(
B(n. m
y(ny, ny) is an 8-bit gray-scale image;

k is a color number;
A is a quantization step;

s(n;, ny) is a quantized gray-scale image;
My (n, ny) is a point label matrix;

Cx 1is a counter of the number of connected regions;

i is a current point of the image;
U:

ie

is a neighborhood of the i -th point;

v is a first element from the set S, i.e. S =U;

Le>
V= 51 N

my, My are the coordinates of the v-th point in the
image;

Uy ¢ is a neighborhood of the Vv -th point;

zc (n) is a power vector of clusters;

Qk (N, ny) is a k -th binary image;

Pk is a probability of occurrence of a point with color
with number K ;

D is a size of Moore’s neighborhood of the point;

Pk x Ny x N, is a number of white dots in K -th binary
image;

mod is a modulo division;

[ ] is taking the integer part of the number.

INTRODUCTION

The rapid development of computing and information
technology has provided automatic or automated process-
ing and analysis of visual information.

One of the applications of visual information analysis
has become computer graphic design. To synthesize new
images, components of already existing images are often
used, so the problem of accurate and fast extraction of
required elements of previous images is relevant [1-3].

Another application of visual information analysis was
the creation of biometric personal identification systems
to solve the problems of differentiating the access of users
of software and hardware objects, identifying intruders
and others. In this case, one of the most popular and sim-
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ple in terms of technical means of identification is identi-
fication by face [4-6].

Another application of visual information analysis is
the detection of military targets. Currently, the problem of
accurate and fast decision making about ground targets
for drones is relevant.

Nowadays, methods of automatic and automated im-
age analysis, which use machine learning algorithms, are
widespread.

The object of study is the process of color image
analysis.

The subject of study is the methods for color image
analysis based on digital image processing and machine
learning.

The purpose of the work is to create an intelligent
method of image analysis based on quantization, binariza-
tion, and clustering.

In order to achieve the goal, the following objectives
were set and solved:

1) to create a technique to reduce the number of colors
based on color-to-gray-scale image conversion and quan-
tization;

2) to develop a technique for creating a set of binary
images based on the binarization of a quantized gray-scale
image;

3) to create a technique for determining the highest
priority binary images based on the probability of occur-
rence of each color in the quantized gray-scale image;

4) to develop a technique for image feature extraction
based on clustering of binary image;

5) to create a technique for determining the highest
priority elements of a binary image based on the cluster-
ing power of that image;

6) to conduct a numerical study of the proposed
method.

1 PROBLEM STATEMENT
The problem of improving the efficiency of image
analysis based on clustering is represented as the problem
of finding such an ordered set of image elements

A"={A,.,A.} in time T, at which

2 REVIEW OF THE LITERATURE

For automatic and automated image classification and
synthesis, image feature extraction plays an important
role, for which quantization, binarization, and image seg-
mentation techniques can be used.

For image binarization, the approaches commonly
used are [7]:

— automatic selection of a single-level local threshold
(e.g., Eikwel, Bernsen, Sauvola, Niblack, Christian meth-

ods) [9];
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— automatic selection of a single-level global threshold
(e.g., Otsu’s method) [8].

The above methods have one or more of the following
disadvantages:

— require a time-consuming thresholding procedure;

— do not perform binarization accurately enough;

— require a labor-intensive procedure for determining
additional parameters.

In this regard, it is relevant to create a method of im-
age binarization that will eliminate the mentioned disad-
vantages.

For image segmentation usually use such approaches
as [7]:

— Markov random field based [17];

— region detection (region sprawl, region splits and
merges, watershed) [11];

— definition of region boundaries (pixels with a large
intensity gradient and also differing in color are selected
as region boundaries) [10];

— taxonomic [12];

— based on partial derivative equations [14].

— histogram [13];

— graph-based [16];

— variational [15].

The most popular of them is the taxonomic approach.

The traditional methods of the taxonomic approach
are:

1. Model mixture or model-based (e.g., EM [21]) or
distribution-based methods.

2. Partitioning-based (partitioning-based, partition-
based) or center-based (center-based) methods (e.g., PAM
(k-medoids) [18], k-means [18], ISODATA [20],
FCM [19] algorithms).

3. Methods are hierarchical (hierarchal).

4. Density-based methods (e.g., OPTICS [23],
DBSCAN [22] algorithms).

5. Divisive or top-down (e.g., DISMEA, DIANA
methods) [25].

6. Agglomerative or bottom up (e.g., Ward’s meth-
ods, centroidal linkage, full linkage, single linkage, group
mean) [24].

Taxonomy-based methods can also be based on meta-
heuristics [26] and artificial neural networks [27].

The above methods have one or more of the following
disadvantages:

— require the definition of parameter values;

— do not allow to separate noise and random outliers;
— have high computational complexity;

— require specifying the number of clusters;

— clusters cannot have different shapes and sizes.

In this regard, it is relevant to create an image segmen-
tation method that will eliminate the above disadvantages.
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One of the ways to speed up segmentation is to pre-
transform a color image into a gray-scale image and quan-
tization, which reduce the number of colors [28-30].

3 MATERIALS AND METHODS

The method of intellectual analysis of a color image
based on parallel clustering includes six stages (the first
two stages correspond to the technique of image color
reduction, the third stage corresponds to the technique of
creating a set of binary images, the fourth stage corre-
sponds to the technique of determining the highest prior-
ity binary images, the fifth stage corresponds to the tech-
nique of extracting elements of a binary image, the sixth
stage corresponds to the technique of determining the
highest priority elements of a binary image):

Stage 1. Converting the color image into a gray-
scale image

The conversion of a color
image R(ny,ny),G(n;,ny),B(n;, ny) into an 8-bit gray-
scale image y(n,,n,) is performed using the YCrCb

color space

y(n;,ny)=0.2989 -R(ny, ny)+
+0.5870 -G(ny, ny)+0.1140 -B(ny, ny),

nl 61, Nl’ n2 El, N2 .
Step 2. Quantization of gray image

1. Set the 8-bit gray-scale

image y(n;,n,),

me m , Ny e m Set the quantization step A .

2. Set the line number of the image n; =1.

3. Set the column number of the image n, =1.

4. Set the color number k =1.

5. IfkA-A<y(n,m)Ay(n,ny)<kA,
then s(n;,ny)=kA—-A/2.

6. If not the last color, i.e. K<256/A then increase
the color number, i.e. K =k +1 , then go to step 5.

7. If y(n,ny) =255, then s(n;,ny)=256-A/2.

8. If not the end of the current row of the image,
i.e. Ny <N, then increase the column number of the cur-

rent row, i.e. N, =N, +1, then go to step 4.

9. If not the last row of the image, i.e. n; <Nj, then
increase the row number of the current

i.e. Ny =N, +1, then go to step 3.

row,

Step 3. Binarization of quantized gray-scale image
(creation of the k -th binary image)

1. Set the quantized gray-scale image s(n;,n,),

nlel,Nl, n2 El,Nz.

2. Perform binarization of the image in the form
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L s(n,ny)=kA-A/2
Qk(nl’nz)_{o, s(n,ny)#kA-A/2’

nlel,Nl, nzel,Nz.

Step 4. Calculate the probability of appearance of a
point with color with number k in the quantized gray
image

1. Setthe k -th binary image Qy (n,ny), ny el, Ny,

n2 El, Nz.

2. Calculate the probability of appearance of a point
with color with number k

1 Nl N2
P = NN 2 2 (. ny).
1772 n=1n,=1

Step 5. Clustering of the k -th binary image

1. Set the image s(n,n,), mel,N;, nyel,N,.
Set the k-th binary image Qg (n,ny), el,N;,
n, e m Set the size of the Moore neighborhood of the
point D. Set the point label matrix My (n;,n,)=0,
m em, n, em. Set the count of the number of
clusters ¢, =0.

2. Set the row number of the image n; =1.

3. Set the image column number n, =1.

4. Define the number of the current point of the im-
age i=(n —1) Ny +n,.

5. If the
ie. My (n;,ny) =0, then go to step 20.

i-th point is already marked,

6. Determine the neighborhood of the i -th point
Ui ={elQc(h+nply+ny) =1},
e=(|1+n1—1)N2 +|2+n2, I1,|2 E{ —1,0,1 }
7. 1If not all the neighbors of the i -th point fall in its
neighborhood, i.e. | Ui, |< D, then mark the i -th point

as a random outlier or a noise, i.e. My (n;, ny)=-1, go

to step 20.
8. Increment the counter of the number of connected
regions, i.e. G, =C, +1.

9. Label the
ie. My (n,my)=c.
10. Create the set S =U; .

i-th point as the ¢, -th cluster,

11.Remove the first element from the set S,
i.e. v=5;, and remove it from the set S,i.e. S=S\{v}.

12. Determine the coordinates of the Vv -th point in the
image
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my =vmod Ny, my =[(v—m,)/N, .
13.1If the v-th point was labeled as a random outlier
or noise, i.e. My (my, my)=-1, then label it as the ¢, -th
cluster, i.e. My (m, my)=cy.

14.1f the v-th point is already
ie. My (my, my) =0, then proceed to step 19.

labeled,

15. Label the v-th point, i.e. M (m;, my)=cy.
16. Determine the neighborhood of the v -th point

UV,S :{e|Qk (|1+m1,|2+m2):1},
e:( |1+m1—1) N2+|2+m2, |1,|2 E{ —1,0,1}.

17.1f not all neighbors of the v-th point fall in its
neighborhood, i.e. | Uye |< D, then go to step 19.

18. Merge the set S with the neighborhood of the V-
thpoint, i.e. S=SUU, .

19.1f the set S is not empty, i.e. | S | >0, then go to

step 11.
20.If not the end of the current row of the image,
i.e. Ny <N, , then increase the column number of the cur-

rent row, i.e. Ny =N, +1, then go to step 4.

21.If not the last row of the image, i.e. n; < N;, then

increase the row number of the current

i.e. Ny =N, +1, move to step 3.

oW,

Step 6. Computing the power of clusters of the k -
th binary image

1. Set the point label matrix My (n;,ny), nyel, Ny,
n e m Set the number of clusters C, . Set the power
vector of clusters z, (n)=0, nel, ¢ .

2. Set the row number of the image n; =1.

3. Set the image column number n, =1.

4. If a point belongs to a cluster, i.e. My (n,ny)>0,
then increase the power of the
ie. z (Mg (n,my)) =2z (My (. ng))+1.

5. If not the end of the current row of the image,
i.e. Ny <N,, then increase the column number of the cur-

clusters,

rent row, i.e. Ny =N, +1, then go to step 4.
6. If not the last row of the image, i.e. nj <Ny, then

increase the row number of the current

ie. Ny =N, +1, then go to step 3.

row,

7. Sort the power vector of clusters in descending or-
der,ie. 7 (n)>z (n+1).

4 EXPERIMENTS
Numerical study of the proposed method of intelligent
color image analysis was carried out using Parallel Com-
puting Toolbox of Matlab package on the basis of theatri-

cal playbill data.
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In this work the image sizes N; =228 and N, =165,

the quantization step A=16, for the white point the
Moore neighborhood of size 1< D <9.

5 RESULTS
In Fig. 1, a, the original color image is shown. Ac-
cording to the first step, the color image is converted to
gray-scale image.
According to the second stage, in Fig. 1, b, the gray-
scale image is quantized with quantization step A =16,

i.e., the possible colors are 8, 24, 40, 56, 72, 72, 88, 104,
120, 136, 136, 152, 152, 168, 184, 200, 216, 232, 248.

According to the third stage quantized gray-scale im-
age can be divided into 256/A =16 binary images.

According to the fourth step the probabilities of color
appearance are calculated.

In Fig. 3 binary images corresponding to colors with
the highest probability of occurrence are presented with
indication of their number k , color and probability of

occurrence p, .

Figure 3 — The binary image: a — k =1(color 8, p, =0.467); b— k =11 (color 168, p,, =0.126) ; c —
k =13 (color 200, p,; =0.062) ; d — k =16 (color 248, p,, = 0.159)
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In accordance with the fifth stage, parallel clustering In Fig. 5, the most powerful clusters are shown with
of binary images is performed. The binary image corre-  their number n and power z,(n) with the size of the
sponding to the color with the highest probability of oc-
currence, which is shown in Fig. 3a, was chosen as an
example.

According to the sixth step, the power of clusters is
calculated. In Fig. 4 the most powerful clusters are pre-

cluster Moore’s neighborhood D =9 stands out more
accurately.

sented with their number n and power z,(n) with the

size of Moore’s neighborhood D =4.5.

e o
HEGerEVW \
a
C
Figure 4 — The cluster:

a-n=1(D=45,2,(1)=11921);b-n=2(D=4.5,7(2)=2829) ;
c-n=3(D=45,2,(3)=1454);d—n=4(D=4.5,2,(4)=973)

b
d
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i
B

b
d

Figure 5 — The cluster:
a—n=1(D=9,7(1)=11564);b—n=2(D=9,2(2)=2817);

cfn:3(D=4.5,zl(3):1341);dfn=4(D=9, 21(4):920)

The comparison results of the proposed parallel
clustering based intelligent image analysis method

with the shown

in Table 1.

existing DBSCAN method are

Table 1 — Comparison of the proposed intelligent image analysis method
based on parallel clustering with the existing DBSCAN method

Accuracy

Computational complexity

proposed existing

proposed existing

0.98 0.85

2 2
(pklexNz) (N1><N2)

6 DISCUSSION

The existing DBSCAN method, which refers to den-
sity clustering and extracts connected regions:

— has high computational complexity;

— does not allow parallel processing;

— does not guarantee strict partitioning of image
clusters by color;

— can lead to an excessive number of clusters in case
of a large variety of image colors;

— requires setting the neighborhood radius, incorrect
setting of which may reduce the clustering accuracy.

Therefore, in this paper we proposed a method for in-
telligent analysis of color images, which instead of a long
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clustering of a single image goes to a set of binary images
(each binary image contains only elements of the quan-
tized gray image with the same color, and these elements
in the binary image are highlighted in white), the extrac-
tion of elements of which during clustering occurs in par-
allel, and during clustering the formation of neighbor-
hoods only points of white color are checked. Since the
clusters associated with a single binary image correspond
to a certain color of the quantized gray image, there is a
partitioning of clusters by color. Since in the proposed
method there is a preliminary conversion of color image
to gray-scale image and then the gray-scale image is
quantized, i.e., the number of colors is reduced, there is
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no excessive number of image clusters. Since the pro-
posed method clusters binary images and only white color
points are considered, instead of neighborhood radius,
white color check of neighborhood points is used, which
improves the accuracy of clustering.

Thus, the proposed method eliminates the mentioned
disadvantages of the existing method.

The selected parameter values of the proposed method
of intelligent color image analysis provide high accuracy
of image elements extraction (Fig. 3a) and speed of this
extraction (Fig. 3a), compared to the existing DBSCAN
method.

According to Fig.4 and Fig. 5 in case of Moore’s
neighborhood size D =4.5, the elements of binary image
are extracted more accurately.

CONCLUSIONS

The actual problem of improving the efficiency of
color image analysis methods was solved by creating a
method based on digital image processing and clustering
algorithms.

The scientific novelty.

1. The proposed method of intelligent analysis of
color images allows to increase the accuracy and speed of
image elements extraction due to digital pre-processing
and parallel clustering.

2. The technique of reducing the number of colors on
the basis of color image conversion to gray-scale and
quantization of the resulting gray-scale image allows in-
creasing the accuracy of image elements extraction by
preventing the appearance of an excessive number of im-
age clusters.

3. The technique of creating a set of binary images on
the basis of quantized gray image binarization (each bi-
nary image contains only elements of the quantized gray
image with the corresponding same color, and these ele-
ments in the binary image are highlighted in white) allows
to increase the speed of further clustering by replacing the
sequential extraction of all elements of the quantized gray
image by parallel extraction of elements of binary images,
as well as to break the clusters obtained in the course of
further clustering of the quantized gray image.

4. The technique of determining the highest priority
binary images based on the probability of occurrence of
each color in the quantized gray-scale image allows in-
creasing the speed of image structure synthesis from the
analysis results by considering the most informative bi-
nary images.

5. The technique of extracting binary image elements
on the basis of its clustering allows to increase the accu-
racy of extracting binary image elements by improving
the method of point neighborhood formation (to include a
white point in the neighborhood of the point, the points
nearest to it are simply checked for white color, so no
empirically determined neighborhood radius is required).
detecting random outliers and noise (minimum power
cluster), extracting image elements of different shapes and
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sizes (due to connectivity), not specifying the number of
and

6. The technique of determining the highest priority
elements of a binary image based on the power of clusters
of this image allows increasing the accuracy of image
structure synthesis based on the analysis results by omit-
ting noise and random outliers.

The practical significance. The proposed method ex-
tends the application area of color image analysis based
on color-to-gray-scale image conversion, quantization,
binarization, parallel clustering, and contributes to the
efficiency of computer-based image classification and
synthesis systems.

Prospects for further research are the study of the
proposed method for a wide class of artificial intelligence
tasks.
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METO/J IHTEJEKTYAJIBHOI'O AHAJII3Y KOJIbOPOBHUX 30BPA’KEHb

®enopos €. €. — 1-p TexH. Hayk, npodecop, npodecop Kadeapy CTATUCTHKH Ta MPUKIAJHOI MaTeMaTHKH YepKachKoro Jepika-
BHOT'O TEXHOJIOT1YHOTO YHiBepcHuTeTy, Uepkacu, YKpaiHa.

Xpamosa-BapanoBa O. JI. — 1-p icT. Hayk, npodecop, 3aBigyBauka Kadeapu rpadiuHoro qu3aiiHy, MOAU Ta CTUIIO YepKachKo-
ro Jep:KaBHOTO TEXHOJIOTTYHOTO yHiBepcuTety, Yepkacu, YkpaiHa.

Vrkina T. Q. — kaHa. TexH. HayK, AOLEHT, AOUEHT Kadeapu poOOTOTEXHIKM Ta CHELiali30BaHUX KOMIT IOTEpHUX cucTeM Yep-
KachKOTO JIpP’KaBHOTO TEXHOJIOTIYHOTO yHiBepcuTeTy, Yepkacu, Ykpaina.

Koskymko SI. M. — kaH[. TeXH. HayK, CTapIINi JOCTIJHUK, IPOBIIHUI HayKOBHH CIIBPOOITHHK HayKOBO-JOCHTITHOTO BiIILITY
aBTOMAaTH30BaHHX, iIHPOPMALIITHUX CHCTEM Ta 3aco0iB 3B’sI3Ky, JlepskaBHUI HAyKOBO-TOCTIHUI IHCTHTYT BHIIPOOYBaHb i cepTHi-
KaIlil 030pO€HHS Ta BICHKOBOT TeXHiKH, M. Uepkacu, YkpaiHa.

Hecen I. O. — kauj. TexH. HayK, CTaplInil BUKJIaaa4 Kadeapy iHpopManiliHNX CHCTEM Ta OopraHi3aiii 3aX0/(iB IMBIILHOTO 3aXH-
cry HaBuanbHO-HayKOBOTO IHCTHTYTY LMBUIBHOTO 3aXvcTy HallioHaabHOro yHIBEpCHTETY LMBLIBHOTO 3aXHCTy YKpaiHH, Maiop
cityk0H UBIIBHOTO 3axucTy YKpainu, Uepkacu, Ykpaina.

AHOTAULIA

AKTyanbHicTb. B 1aHMil 4ac MUPOKOT0o MOMMPEHHS HAOYJIM METOAM ABTOMAaTHYHOI'O Ta aBTOMAaTH30BaHOTO aHaNi3y 300paKeHb,
SIKI BUKOPHCTOBYIOTHCS B KOMIT' FOTEpHOMY TrpadidHOMYy nau3aiiHi, OlomMeTpuuHili imeHTH]ikamii, MOIIyKy BiHCHKOBHX LiJEH.
O06’€KTOM JOCIIKEHHS € TIPOIIEC aHaNi3y KOJIbOPOBUX 300paXKEHb.

MeTo10 poOOTH € CTBOPEHHS IHTENIEKTYyalbHOTO METOJy aHajli3y 300paXKeHHsS Ha OCHOBI KBaHTYyBaHHS, OiHapw3arii Ta
KJIacTepu3ariii.

MeTton. 3anponoHOBaHUN METO IHTEIEKTYaIbHOTO aHAli3y KOJBOPOBUX 300paKeHb CKIIAJAETHCA 3 TAKUX METOIUK. MeToauka
3MEHIUICHHST KiJIbKOCTi KOJIbOPIB HA OCHOBI IEPETBOPEHHS KOJIBHOPOBOrO 300pa)KeHHs B Cipe Ta KBAHTYBaHHS OTPHMAHOIO Ciporo
300pa)keHHs JO3BOJISIE MiABUIIUTH TOYHICTh BHIYUCHHS SIEMEHTIB 300paskeHHsI 32 paXyHOK 3aM00iraHHs MOsIBI HaUTHIIKOBOI Kijlb-
KOCTI Ki1acTepiB 300paxkeHHs. MeToauka CTBOpeHHS Habopy OiHapHHX 300pa)keHb HA OCHOBI OiHapu3allii KBAHTOBAHOTO CIpOTO 30-
Opa’keHHs JO3BOJISIE MiABUIIUTH IIBUAKICTh MTOAANBIIOT KIACTepPH3aLlil 3a paXyHOK 3aMiHU HOCIIiOBHOTO BIIIyYECHHS BCiX €IEMEHTIB
KBAaHTOBAHOTO Ciporo 300pa’KeHHsI MapaielbHIM BIUTyYEHHSM €JIeMEHTIB OiHapHUX 300pakeHb, a TaK0XX PO3OHMTH KJIACTEpPH, OTPH-
MaHi B XOZi HOAAJIBIIOI KJIacTepH3allil, 32 KOIbOPOM 32 paXyHOK HaJIeXHOCTI pi3HUM OiHapHUM 300paskeHHsIM. MeToMKa BU3HAUCH-
Hsl HAMOLIBII MPIOPUTETHUX OIHAPHUX 300pa)KCHb HA OCHOBI HMOBIPHOCTI MOSIBH KOKHOTO KOJILOPY B KBAHTOBAHOMY CipoMy 300pa-
JKEHHI JJO3BOJIS€ IIBUIINTH MIBUJKICTh CHHTE3Y CTPYKTYpH 300pakeHHs 3a pe3ysibTaTaMy aHalizy 3a paxyHOK pO3MJIsiLy HAHOLIbII
inpopmaTuBHUX OiHapHHMX 300pa’keHb. MeToanKa BHIIyYEeHHs eJIEeMEHTIB OiHapHOro 300pa’keHHs Ha OCHOBI HOro KiacTepH3allii
JIO3BOJISIE MiBUIIMTH TOYHICTh BHITyYCHHs €JIEMEHTIB OiHAPHOrO 300pakeHHs 3a PaXyHOK IOJIMIICHHsT cnoco0y GopMyBaHHS OKO-
JIMLb TOYOK (HE MOTPIOHHMN pajiyc OKOJHII, 110 EMITIPUYHO BU3HAYAETHCS), BUSBICHHS BHIIAJKOBUX BUKHIIB 1 IIyMy, BUIOOYBaHHS
€JIEMEHTIB 300pakeHHs Pi3HOI (POPMHU Ta po3Mipy, HE BKa3yIOUH KUJIbKICTh BHIOOYTHX €JIEMEHTIB OiHApHOTO 300paKeHHs, a TAaKOXK
TiABHUIIEHHS MIBUAKOCTI BIJIYUYECHHS €IIEMEHTIB O1HApPHOTO 300pakeHHS 3a paXyHOK (HOpMYBaHHS OKOJHI TLTBKH TOYOK O17I0T0O KO-
mp0py. MeTosmKka BH3HAUCHHS HAfOUIBII NPIOPUTETHUX €JEMEHTIB GiHapHOTo 300pakeHHS Ha OCHOBI MOTY)KHOCTI KJIAacTepiB 30-
OpaKeHHsI TO3BOJISIE MIIBUIIUTH TOYHICTH CHHTE3Y CTPYKTYPH 300pakeHHS 3a pe3ysbTaTaMH aHaJli3y 3a PaXyHOK IPOIYCKy HIyMy i
BHUIAKOBHX BHKHUIIB.

Pe3yabTaTH. 3anpoNOHOBaHUH METO]| IHTENIEKTYaIbHOTO aHalli3y KOJbOPOBUX 300pakeHb OyB IPOrpaMHO peanizoBaHHi 3a J0-
nomoroo Parallel Computing Toolbox nmakery Matlab i qocimijkeHuit a1s 3aBIaHHs BHIYYEHHS SJIEMEHTIB 300pa)KeHb Ha BiAMOBI-
Hiit 6a3i nanux. OTpUMaHi pe3yJIbTaTH JO3BOJIMIN HOPIBHATH TPaIULiHUIT Ta 3aIIPOIIOHOBAHHUN METO/IH.

BucHoBKH. 3anpOIIOHOBAHUI METOJ TO3BOJIAE PO3IIUPUTH 00IACTh 3aCTOCYBAaHHS aHANI3y KOJIHOPOBHX 300pakeHb Ha OCHOBI
MIEPETBOPEHHS KOJIBOPOBOTO 300pakeHHs B Cipe, KBaHTYBaHHs, OiHapH3allii, mapajelabHOl KIacTepu3alii, Ta COpHUs€E MiIBHIICHHIO
e(eKTUBHOCTI KOMIT IOTepHHX CHCTEM KiacHgikanii Ta CHHTe3y 300paxkeHb. [lepcrekTHBaMy NOAANBIINX JOCTIIKEHb € JOCTIKeH-
HSI 3aIIPOIIOHOBAHOT0 METOLY JUTS IMMPOKOTO KJIaCy 3a/{ad MallMHHOTO HAaBYaHHSI.

KJIFOUOBI CJIOBA: inTenekTyalbHUi aHami3 300pakeHHs, KBaHTYBaHHs, OiHapH3allisl, BIIyYCHHS €JIEMEHTIB 300pakeHHs,
KJIacTepHU3aIlis.
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ABSTRACT

Context. The problem of filling missing image areas with realistic assumptions often arises in the processing of real scenes in
computer vision and computer graphics. To inpaint the missing areas in an image, various approaches are applied such as diffusion
models, self-attention mechanism, and generative adversarial networks. To restore the real scene images convolutional neural
networks are used. Although convolutional neural networks recently achieved significant success in image inpainting, high efficiency
is not always provided.

Obijective. The paper aims to reduce the time consumption in computer vision and computer graphics systems by accuracy
prediction of image inpainting with convolutional neural networks.

Method. The prediction of image inpainting accuracy can be done by an analysis of image statistics without the execution of
inpainting itself. Then the time and computer resources on the image inpainting will not be consumed. We have used a peak signal-
to-noise ratio and a structural similarity index measure to evaluate an image inpainting accuracy.

Results. It is shown that a prediction can perform well for a wide range of mask sizes and real-scene images collected in the
Places2 database. As an example, we concentrated on a particular case of the LaMa network versions although the proposed method
can be generalized to other convolutional neural networks as well.

Conclusions. The results obtained by the proposed method show that this type of prediction can be performed with satisfactory
accuracy if the dependencies of the SSIM or PSNR versus image homogeneity are used. It should be noted that the structural
similarity of the original and inpainted images is better predicted than the error between the corresponding pixels in the original and
inpainted images. To further reduce the prediction error, it is possible to apply the regression on several input parameters.

KEYWORDS: image inpainting, accuracy prediction, LaMa network, texture descriptor, co-occurence matrix.

ABBREVIATIONS
CNN is a convolutional neural network;
LaMa is a Large Mask Inpainting;
ReLU is a Rectified Linear Unit;
GLCM is a gray-level co-occurrence matrix;
PSNR is a peak signal-to-noise ratio;
SSIM is a structural similarity index measure;
MSE is a mean squared error;
MAE is a mean absolute error.

NOMENCLATURE
n is a number of image rows;
m is a number of image columns;
(x,y) are coordinates of the image pixel;
I(x,y) is a vector function representing an image by

color channels;

Ir(x,y) is a red channel of an image;

U is an image uniformity;
D; is a texture descriptor;
P; is a measure of image inpainting accuracy;
S is the size of the missing image area;
h; (*) is a function of the dependence of P; on D;;
W; is a vector of parameters of the function h; (¢);
L is a number of intensity levels in the image;
I(v, w) is a luminance difference between images v, w;
¢ (v, w) is a contrast difference between images v, w;
s (v, w) is a structure difference between images v, w;
m, is a local mean of image v;
oy is a standard deviation of image v;
Gy IS @ cross-covariance for images v and w.
C;is a positive constant;
a is a positive constant;
B is a positive constant;
v is a positive constant.

Is(X,y) is a green channel of an image;

Is(x,y) is a blue channel of an image; INTRODUCTION

M(x,y) is a binary mask; Image inpainting means filling missing image areas
- is an element-by-element product of matrices; with realistic assumptions in computer vision and
fo is an inpainting network; computer graphics [1, 2]. Often, when photographing,
a; is a coefficient of the polynomial of the 1st degree; users can encounter unwanted scene elements, for
b; is a coefficient of the polynomial of the 2nd degree;  example, random persons or objects that need to be
d; is a coefficient of the polynomial of the 3rd degree; deleted. Before publishing the photo, you may want to
q; is a coefficient of the inverse square root function; make changes to correct the composition. In this case,
r; is a coefficient of a logarithmic function; image inpainting helps to remove unwanted objects and
G is a gray-level co-occurrence matrix; restore the image. Another case of application is the
H is an image entropy; restoration of old photos that have been physically

W is an image homogeneity; damaged.
© Kolodochka D. O., Polyakova M. V., Rogachko V. V., 2025
DOI 10.15588/1607-3274-2025-2-5 OPEN (o ) ACCESS

56



p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

The missing areas in an image can be inpainted by
various approaches such as diffusion models (face and
expressions inpainting [3, 4]) and self-attention
mechanism (object removal in remote sensing images [2,
5, 6]). Generative adversarial networks are used for
general image object removal and image desensitization
which replaces sensitive information in images [2, 7]. To
restore modern life and industrial images single- and
multi-subnet CNNs are applied [8-10].

When filling an image area, it is necessary to select an
inpainting method depending on the size of the missing
area and the properties of the image. The CNNs known
from the literature do not always provide high efficiency
[1, 2, 8-10]. The question arises about the advisability of
using a particular CNN and, accordingly, the consumption
the time and computer resources on the image inpainting.
Therefore, it is desirable to predict the accuracy of the
filling of an image area of a certain size. It is supposed
that the selected CNN is applied to the specific type of
researched images.

The object of study is inpainting of real scene images
in computer vision and computer graphics systems.

The subject of the study is methods of accuracy
prediction of image inpainting using CNNSs.

The paper aims to reduce the time consumption in
computer vision and computer graphics systems by
accuracy prediction of image inpainting with CNNs.

1 PROBLEM STATEMENT

The three-channels real scene image is defined as
1GY)=(Ir(XY), 1c(%,Y), Is(X,Y)), where x=1, ..., n; y=1, ...,
m. To represent the missing areas of the image a mask is
introduced. It is a binary image M(x, y) of the same size as
each channel of the original image. The mask is element-
by-element multiplied by image channels, and the image
with missing areas is represented as Iy(X,y)=(Ir(X,y)-M(X,
y)! IG(va)°M(X! y)l IB(X!y)"M(XI y)) [8_91 11]

Let us suppose that the CNN fq(¢) with parameters 6
was preliminarily trained to inpaint the images. It outputs
the image liz(x,y) = fo(Im(X,y)) which approximates the
original image 1(x,y) in the sense of some criterion [8].

To predict the accuracy of the image inpainting by the
considered network, an image feature (one or more) is
selected. To evaluate this feature, descriptors Dy, D, ...,
Dy are formed. They will be used as independent variables
representing the input information for the prediction.
Besides, the prediction can be significantly influenced by
additional factors. In our case, this is the size of the
missing image area S.

Next, the output variables are selected. These are
measures evaluating the accuracy of the image inpainting
by the selected network: Py, Py, ..., P). It is necessary to

define the dependence of measures P;, P, .., P, on
descriptors Dy, Do, ..., Dy and factor S :
Pi:hl(Dll Wll S)! Pi:hZ(DZ, WZ, S)l ey
Pi:hk(Dk, Wk, S), i:]., veey |; (1)

© Kolodochka D. O., Polyakova M. V., Rogachko V. V., 2025
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and to estimate vectors of parameters Wy, W, ..., W, of
these dependences. Further for each P;, i=1, ..., I, we
determine from a set of dependencies (1) the dependency
Pizhj(i)(Dj(i), Wj(i), S), j(l)e{l, . k}, with the hlghest
value of the selected measure of approximation accuracy.
Interpolation or extrapolation of the functions,
Pi:hj(i)(Dj(i): Wj(i): S), i=1, ..., I; will prEdiCt the accuracy
of image inpainting by the network fy(e).

In this paper we propose a method to predict the
accuracy of the real scene image inpainting with the
selected neural network. To obtain the solution to this
problem we determined the factors that influenced the
inpainting accuracy measures. Based on these factors we
selected the predictors and determined the structure of
dependence between the predictors and the measures of
inpainting accuracy. After the estimation of the
parameters of such dependence and the approximation
accuracy evaluation, we can calculate an input parameter
and predict the output parameter based on the dependence
existing between them. Having this prediction, one can
decide by a human or automatically using certain rules
whether to apply considered CNN for image inpainting.

To research the proposed method experimentally we
used the selected LaMa convolutional network and varied
the size of the missing area which must be inpainted. The
size of the missing area defines the complexity of image
inpainting and determines the effectiveness of the
prediction for the selected network. We also evaluated the
accuracy of prediction for the different spectral
transforms consisted the LaMa network and for different
image inpainting measures. The experimental results
presented in this article were obtained using the Places365
dataset [12].

2 REVIEW OF THE LITERATURE

In the literature the ability to predict the CNN
efficiency was researched for classification problems in
[13]. The prediction of the image denoising efficiency
based on the discrete cosine transform was considered in
[14-16]. The paper [17] is devoted to the prediction of the
dynamics of the signals describing a signature using the
CNN. It is needed to detect potential forgeries by identity
verification systems. However, the network efficiency has
not been predicted for the problem of image inpainting.
The recommendations for the selection of image
inpainting methods are mostly qualitative. The evaluation
of the accuracy of the filling of missing image areas is
provided after image inpainting which is time and
resource-consuming.

The existing image inpainting approaches are
influenced by the content of input images, missing area
size, and the ill-posedness of image inpainting problem.
The deep learning-based methods in image inpainting
allow for improving results by capturing image features
and semantic on different scales [18]. Despite the
similarity of deep learning methods, they differ in
inpainting approaches, network architecture, loss
function, etc. To construct the model for inpainting
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accuracy prediction it is advisable to take into account the
following four image inpainting approaches [1].

The progressive inpainting fills missing image areas
step by step. Specifically, coarse-to-fine, low-to-high-
resolution, and structure-to-content inpainting are used.
This approach supposes that available information is not
sufficient to reconstruct all missing pixels in one step [5,
18].

The structural information-guided inpainting is based
on the structure of the known regions, such as
segmentation results, edges, depth maps, gradient of color
or intensity, etc. These auxiliary cues facilitate the
recovery of sharp details and fine structure of the missing
areas [19-21].

The convolutions-aware inpainting applies different
convolution operators for the generation of missing
pixels. For example, the traditional convolution operates
by valid pixels as well as by substitute values in the
missing areas, which leads to color discrepancy and
blurring [22]. To avoid the disadvantages, partial
convolution, gated convolution, and bidirectional
convolution are used [22-24].

The attention-based inpainting uses the image content
from distant spatial locations when CNNs are ineffective
for the filling of missing areas. The additional information
can be obtained from contextual patches, feature maps,
searching for the most similar patch, or the modeling of
the underlying distribution of reconstructed images [6, 7,
25].

Let us review these approaches in light of the
possibility of their applying to the prediction of image
inpainting accuracy. So, progressive inpainting is not well
suited for inpainting accuracy prediction due to its
generality. Almost all the CNNs based on the
convolutions-aware approach due to their architecture. If
we will use the same approach to predict the accuracy of
the image inpainting by the CNN we can obtain the
overtrained prediction model. The attention-based
approach uses local patterns of the original image and
similar images. It is not clear how these local patterns can
influence image inpainting in general and how to
elaborate a predictive model based on such a
representation. However, the attention-based approach
can be used to obtain additional information for image
inpainting accuracy prediction, specifically, the properties
of the distribution of image colors or intensities.

It should be noticed that the image content and fine
structure influence the image inpainting accuracy.
Therefore, it is advisable to predict the image inpainting
accuracy based on a structural information-guided
approach which allows to extraction of the image features
and to estimate the feature descriptors.

3 MATERIALS AND METHODS
The proposed method of predicting the accuracy
ofThe proposed method of predicting the accuracy of the
image inpainting by CNN applies the regression on initial
image descriptors. The general idea of the proposed
method can be described by the following steps.
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Step 1. Preparing the data.

The datasets for image inpainting are selected. The
range of sizes and the form of the image missing areas are
determined. Then the binary masks modeling the image’s
missing areas are formed and superimposed on images.

Step 2. The tuning of the CNN.

As a result of the literature review, we choose CNN
for image inpainting. If a pre-trained network is used then
the parameters of such network are loaded. Otherwise, the
training and test sets of images are formed from the
selected datasets. The researched network is trained to
inpaint the missing areas modeled with binary masks on
the images of the training set.

Step 3. The determining of the prediction model
variables.

To obtain the output variables of a prediction model,
the measures of image inpainting accuracy are selected.
The trained network is applied to test set images with
missing areas. The inpainting accuracy is evaluated by the
selected measures depending on the size of the missing
areas of the image.

Next, we choose the image descriptors that estimate
the image features influencing the inpainting accuracy.
They will be used as input variables of the model. Values
of these descriptors are calculated based on original
images from the test set.

Step 4. The prediction model selection and model
parameters estimation.

The regression model that connects output and input
variables is constructed using the fitting of the curves to
data points in scatter plots. While scatter plots are created
we take into account that original images may have
different properties or content of missing areas differs
from one image to the other. The regression model
parameters are estimated on a training set of images by
the least squares approach.

Step 5. The prediction model evaluation and the image
inpainting accuracy prediction.

To evaluate the prediction model performance the
accuracy of curve fitting is estimated based on the values
of input and output variables obtained on the test set
images. The regression interpolation or extrapolation
predicts the values of the image inpainting accuracy
measures relying on the values of descriptors. The
obtained results are analyzed to conclude the
appropriateness of the considered CNN to inpaint the
specific image.

In this paper, we provide prerequisites for decision-
making based on the specifics of image inpainting
methods. In the following research, we concentrate on a
particular case of versions of the LaMa network although
the proposed method can be generalized to other CNNs as
well.

The LaMa network is considered here to inpaint the
images for the following reasons.

(1) This CNN has a simpler architecture than many of
the other state-of-the-art networks for image inpainting. In
particular, the LaMa network consists of one subnet rather
than an ensemble of subnets and has fewer parameters.
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(2) It can implement data processing with fast Fourier
transform or discrete wavelet transform leading to several
benefits:

a) a higher speed of image processing and network
training;

b) successful inpainting of large missing areas of
spectral textures;

¢) high-quality inpainting of fine details of images and
edges of objects.

Let us describe the architecture of the LaMa network
(Fig. 1) [8, 9, 11]. This network has inputted an image
with an overlayed mask denoting the pixels that need to
be inpainted. At first, the initial image is downscaled by a
factor of 3. Then the local and global textures are
extracted from the obtained image. These global and local
features are further passed through convolution layers.
Then spectral transform block is additionally applied to
global texture channels. The fast Fourier transform or the
discrete wavelet transform is implemented in this block.
The features of using these transforms in the LaMa
network are described and studied in detail in [8, 9, 11].
The outputs of the convolution layers are added up
crosswise. Then after batch normalization and RelLU
activation, the results of local and global texture
processing are concatenated. The described layers
excluded from the downscale are repeated and added up
with the downscaled image. The LaMa network module
embedded between downscaling and upscaling is also
repeated nine times. After that, the image is upscaled to
its initial size and outputted [8, 9].

Despite the relatively simple LaMa network
architecture, the learning of this network is time-
consuming. The image impainting by this trained network
also requires a lot of time. For example, in the Google
Colab environment with a pre-configured NVIDIA Tesla
T4 GPU, which has 16 GB of GDDR6 memory and 2,560
CUDA cores it took us 2 to 7 seconds to inpaint an image
of size 1024x1024 pixels. At the same time although the
LaMa network has demonstrated a high inpainting
accuracy, some of the restored images are of insufficient
quality. In particular, this is the case of the inpainting of
statistical textures and detail-rich images. In [11] it was
noted that the quality of the images inpainted with the
LaMa network is influenced by the initial image textures.
To avoid wasting time and resources we propose to
previously evaluate the accuracy of image inpainting by
the LaMa network.

Let us define the output variables of a prediction
model. We propose to use PSNR and SSIM which
estimate the inpainting accuracy in terms of edge quality
and structural integrity [26]. Let us suppose that the
lowest image intensity level is equal to zero. Then PSNR
is evaluated as the ratio between the highest squared
intensity (L — 1) of the initial image and MSE between the
initial and inpainted images [26]:

PSNR = 10xlogso((L — 1)2MSE).
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Figure 1 — LaMa network architecture [8, 9]

PSNR compares the edges and fine details in the
original and inpainted image and determines differences
between them at the pixel level.

Another considered measure is SSIM evaluates the
inpainted image in terms of restoring the natural
appearance of textures and edges. It estimates the
differences in texture, contrast, and structure of the initial
and reconstructed images [26]:

SSIM(v, w)=I (v, w)* ¢ (v, w)* s (v, w)’,

I (v, w) = (2m, m,, + Cy)/(m,* + m,*+Cy),

¢ (v, w) = (20,04 +C2)/(GV2 + Gw2+ C,),
s (X, Y)=(ow +C3)/(c, 6 +Cs).

We suppose that a=p=y=1, then the SSIM values range
between 0 to 1.

Selecting the input variables of the prediction model
we observed that the accuracy of image inpainting weakly
depends on the texture measures based on the color or
intensity histograms. They ignore the spatial relations
between pixels, which is important when a texture is
described. To avoid the shortcoming it can be taken into
consideration not only the distribution of intensities but
also the relative positions of pixels in an image. In this
way in [27] an operator Q is defined which evaluates the
relation between the intensities of two pixels. Based on
this operator a GLCM G is determined for a gray-scale
image I(x, y) with L possible intensity levels. Each
element g;; of the matrix G is the number of times that the
pixel pair with intensities I; and I is found in the image in
the relation Q, where 1 <i, j<L.
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Based on a GLCM the texture descriptors are
introduced in [27]. When the LaMa network efficiency
was tested, we observed that the texture descriptors such
as uniformity, homogeneity, and entropy changed for
different values of the PSNR and SSIM [11]. Therefore,
we can to use these texture descriptors as the input
variables of the prediction model because their
computation is time-saving compared to the image
inpainting by CNN.

The  uniformity determines the pixel intensity
randomness and takes values from the range [0, 1]:
1 L L 2
U=—=2>29j,
nQ i=1j=1

where nq is the number of pixel pairs in the relation Q.
Uniformity increases as the square of the probability
values, so the less random an image is, the higher its
uniformity. The uniformity is equal to 1 for a constant
image.

Homogeneity measures the concentration of GLCM
element values near the main diagonal by expression

w-lyy Y

nQ |_1]_11+|i - J| l

The value of the denominator (1 + |i — j|) decreases as
the values of i and j get closer, i.e., as they approach the
main diagonal. The range of homogeneity values is [0, 1],
with the maximum being achieved when G is a diagonal
matrix. The GLCM with the highest values of elements
near the main diagonal will correspond to images with a
variety of gray-level content and areas of slowly varying
intensity values.

Entropy measures the randomness of the elements of
GLCM which, in turn, is determined by the randomness
of the initial image:

z z glj log gij '
i=1j=11Q ”Q

The highest value 2xlog,L is achieved for matrix
GLCM, obtained from an image that is formed by
uniform noise then all image intensities are approximately
equally probable. The entropy is equal to zero for a
constant-intensity image.

4 EXPERIMENTS

Let us consider the construction of the scatter plots for
the image inpainting accuracy prediction. To obtain the
regression function that describes the dependence
between output and input variables, the curve fitting of
scatter plots is applied. To take into consideration the
different properties of inpainted images the simulation of
missing areas of the different sizes is needed. That is why
we have formed three separate categories of masks,
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modeling different levels of image inpainting complexity.
These masks randomly uniformly cover 25%, 50%, and
75% of the image area, and are named as narrow,
medium, and large, respectively.

We constructed masks of 1-5 straight lines with a
slope from 0 to 2w, 1-100 pixels wide, and 10-200 pixels
long. As an alternative, masks of 1-4 rectangles with
sides of 30-150 pixels were generated with a probability
of 0.5. Then the test set included 2,000 images from the
Places2 dataset [12]. The missing areas of these images
covered by generated masks were reconstructed by the
LaMa network. As spectral transform fast Fourier
transform or discrete wavelet transform were included in
LaMa network architecture. The LaMa-Fourier and
LaMa-Wavelet networks are obtained [8, 9]. The results
of image inpainting were evaluated with PSNR and
SSIM.

Further, the GLCM has been determined and the
image uniformity, homogeneity, and entropy have been
calculated based on the obtained GLCM for each test
image. Next, one mask from each category was generated
for each image. After element-by-element multiplication
of images on masks, the inpainting was performed using
LaMa-Fourier and LaMa-Wavelet networks. In Figure 2
the scatter plots SSIM and PSNR versus uniformity,
homogeneity and entropy are shown.

As a basis for prediction, the data points in the
obtained scatter plots indicate the main trends.
Specifically, the PSNR and SSIM decrease if entropy
increases and uniformity and homogeneity decrease. Data
for different mask categories are shown in the different
scatter plots. The results related to the image inpainting
by the LaMa-Wavelet and LaMa-Fourier networks
denoted with different symbols.

Next, we consider the estimation of the parameters of
the image inpainting accuracy prediction model. The
following functions for the scatter-plot fitting were
selected.

1. Polynomials of the first, second and third degree
y(X)=aix+ag, Y(X)=h,x*+byx+bo, Y(X)=03x>+d,x*+d;x+do.

2. Inverse square root function y(x) = q.x 2+ qq.

3. Logarithmic function y(x) = ryln x + ro.

The parameters of the mentioned functions were
estimated by the fitting of the scatter plots using the least
squares approach. To evaluate the curve fitting results we
have selected a curve fitting accuracy measure. This is the
R-squared (R?) value which is estimated as the proportion
of the variance in the dependent variable explained by the
independent variable in the considered model. The R-
squared values lie between O and 1, where higher R?
relates to better curve fitting. To estimate the
approximation error the mean squared error (MSE) is
used. It estimates the average squared difference between
the actual and predicted values of the dependent variable.
Lower MSE indicates that the selected model better
approximates the actual values. MSE is bounded below
by zero and has no higher limit.
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5 RESULTS

The obtained values of R-squared are shown in Tables
Inand 2. We have discarded the low-valued outliers of
entropy (2.5% for narrow and medium masks, 5% for
large masks), and the high-valued outliers of uniformity
(10% for narrow masks, 15% for medium masks, 20% for
large masks) to increase the approximation accuracy. As a
result, the R-squared values were increased by an average
of 7-8%. The best R-squared values were mostly obtained
on polynomials of the third order but the other functions
used for scatter-plot fitting in the paper have shown
similar results.

In Table 3 the MSEs related to SSIM and
corresponding to the R-squared from Table 1 are
presented without the brackets. The MSEs related to
PSNR and corresponding to the R-squared from Table 2
are shown in brackets.

Table 1 — The R-squared for polynomial regression degree 3, the
dependent variable is SSIM

Input variable | Narrow masks Mnsgsilt(lgn Large masks
LaMa-Fourier
Entropy 0.3950 0.4192 0.4241
Homogeneity 0.7007 0.7098 0.6920
Uniformity 0.4408 0.4641 0.4500
LaMa-Wavelet
Entropy 0.4151 0.4277 0.4257
Homogeneity 0.7203 0.7267 0.7090
Uniformity 0.4541 0.4630 0.4489
The obtained dependencies of PSNR versus

homogeneity W for narrow masks are expressed for
LaMa-Fourier and LaMa-Wavelet as

PSNR=24.3653+14.9912W-2.4763W*+ 4.7581W°;
PSNR=24.1664+18.0167W-11.4362W?
+13.5988W°.

The SSIM versus homogeneity W for narrow masks is
expressed for LaMa-Fourier and LaMa-Wavelet as

0.950
0.925
0.900
EO.STS

0.850

0.825

11.2 12 12.8 13.6 144 15.2
Entropy

a
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SSIM=0.8228+0.4694W-0.7282W>+ 0.4640W?;
SSIM=0.8199+0.4644W-0.7077W?+ 0.4622W?;

for medium masks as

SSIM=0.6341+0.8195W-1.0334W>+0.6318W?>;
SSIM=0.6291+0.8284W-1.0622W?+0.6838W?;

for large masks as

SSIM=0.4112+1.1130W-1.1985W?+0.7524W>;
SSIM=0.3988+1.1170W-1.1921W?+0.7549W>,

Table 2 — The R-squared for polynomial regression, degree 3,
the dependent variable is PSNR

Input variable | Narrow masks Mr:;j;&n Large masks

LaMa-Fourier

Entropy 0.3220 0.2707 0.1457

Homogeneity 0.4826 0.3496 0.1960

Uniformity 0.2720 0.1691 0.0600
LaMa-Wavelet

Entropy 0.3329 0.2691 0.1466

Homogeneity 0.5034 0.3523 0.1961

Uniformity 0.2831 0.1620 0.0603

Table 3 — The MSE for polynomial regression, degree 3, the
dependent variable is SSIM (PSNR)

Input variable | Narrow masks Mrsgslﬁgn Large masks
LaMa-Fourier
Entro 0.0004 0.0019 0.0048
Py (5.0254) (5.6551) (4.8962)
Homogeneit 0.0002 0.0009 0.0025
geneity (4.0205) (5.0474) (4.9400)
Uniformit 0.0003 0.0016 0.0042
Y (5.5083) (5.6171) (4.7120)
LaMa-Wavelet
Entro 0.0004 0.0019 0.0048
Py (5.0083) (5.7219) (4.7160)
Homogeneit 0.0002 0.0009 0.0025
geneity (3.9224) (5.0739) (4.4500)
Oniformit 0.0004 0.0017 0.0043
y (4.7620) (6.1228) (4.7074)
0.90
0.85
< 0.80
0
» 0.75
0.70
0.65 -
x
112 12 128 13.6 144 152
Entropy
b
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Figure 2 — The scatter-plots of SSIM vs entropy: a — narrow mask; b — medium mask; ¢ — large mask; SSIM vs uniformity: d —
narrow mask; e — medium mask; f — large mask; SSIM vs homogeneity: g — narrow mask; h — medium mask; i — large mask; PSNR
vs homogeneity: j — narrow mask. The data points and the line of polynomial regression of 3rd degree related to LaMa-Fourier results
are marked with a circle and dash line; the same objects related to LaMa-Wavelet are marked with a cross and solid line
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6 DISCUSSIONS

Let us consider the dependencies of the SSIM from
the texture descriptors if the LaMa-Fourier network is
used. The best fitting is achieved for SSIM versus
homogeneity (Table 1). Specifically, the approximation
by a polynomial of degree 3 gives R® from 0.6920 to
0.7098 for different mask size. This indicates that
considered model fits the data well. Others texture
descriptors worse explain the dependent variable SSIM
(R? varies from 0.3950 to 0.4241 for entropy and from
0.4508 to 4641 for uniformity). As one can see, the results
do not appear to be affected by the mask size.

Now we analyze the dependences the PSNR from the
texture descriptors if the LaMa-Fourier network is used
(Table 2). The best fitting is again achieved for
homogeneity ~ versus  PSNR.  Specifically, the
approximation by a polynomial of degree 3 gives R? from
0.1960 to 0.4826 for different mask size. Others texture
descriptors even worse explain the PSNR (R? varies from
0.1457 to 0.3220 for entropy and from 0.0603 to 0.2831
for uniformity). Therefore, the PSNR can be only
predicted from homogeneity and for narrow masks. As for
the remaining scatter plots, the proportion of the PSNR
variance that is explained by texture descriptors is very
low to predict the actual PSNR values.

If the LaMa-Wavelet network is applied then the R-
squared values are increased by 3-5% for considered
dependencies and categories of masks (Tables 1, and 2).
Therefore, the LaMa-Wavelet network is more acceptable
for the prediction of the image inpainting accuracy.

The scatter plots for different mask sizes are presented
in different figures (Figure 2). It can be observed that the
LaMa network versions in general show similar results,
i.e. the data points related to the LaMa-Fourier and LaMa-
Wavelet do not create separate clusters. Moreover, the
scatter plots of dependences of the texture descriptors on
the SSIM obtained for the different mask sizes are also
similar. However, in the scatter-plots of dependences of
the texture descriptors on the PSNR, the compactness of
data points is enlarged as the mask size is increased. The
cluster of data points is “pressed” to the texture descriptor
axis showing the significant lowering of the PSNR of
inpainted images as the missing area size increases. It
means that the accuracy of image detail in inpainting is
decreased as mask size is increased.

The results of the prediction of the image inpainting
accuracy on a test set of images from the Places2 dataset
are presented in Table 4. MAE was estimated between the
actual and predicted values of PSNR and SSIM. It should
be noted that the lowest MAE of the prediction we have
obtained for narrow mask inpainting. However, the
highest MAE is obtained for medium masks. This fact can
be explained by a high variety of medium-sized image
details.

As an example, we have considered the results of the
prediction of the inpainting accuracy for the images from
Figure 3. The images from Figures 3, a, b are processed
with narrow masks; the images from Figures 3, c, d are
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inpainted with medium and large masks, respectively. The
PSNR was only predicted for images from Figure 3, a, b.
The actual PSNR were 24.7131 dB and 30.6880 dB, the
predicted PSNR were 30.5912 dB and 31.7558 dB. The
SSIM was predicted for images from Figure 3, a—d. The
actual values were 0.8926, 0.9281, 0.7819, and 0.5452;
the predicted values were 0.9260, 0.9330, 0.8586, 0.6185;
respectively.

Table 4 — The MAE of image inpainting accuracy prediction

Narrow masks, Narrow Medium Large
PSNR,dB | masks, SSIM | masks,SSIM | Masks
SsIM
LaMa-Fourier
37359 | 00262 | 00960 | 0.0504
LaMa-Wavelet
37443 | o023 | o096 | 00705
Finally, we note that computing the texture
descriptors, specifically, entropy, homogeneity, and

uniformity, took an average of 0.1139 sec per image of
1024x1024 pixels. The PSNR and SSIM calculation takes
an average of 0.1605 sec per image of the same size. By
comparison, we can mention that image inpainting by the
LaMa-Wavelet network took an average of 6.6 sec per
image. However, the network’s computations are
predominantly GPU-accelerated, making heavy use of
hardware-level parallelism, while the accuracy metrics
evaluation is done on the CPU (Intel(R) Xeon(R) CPU
2.00GHz, total RAM 12.67 GB) relying on synchronous
operations. It should be noted that because of inherent
differences in the hardware architecture, the time of the
computing of texture descriptors and calculations in the
network should not be directly compared.

CONCLUSIONS

The scientific novelty is the proposed method of the
prediction of the image inpainting accuracy. The method
is based on the set of texture descriptors estimated using
the gray-level co-occurrence matrix to predict the values
of image inpainting accuracy measures, specifically, the
PSNR and SSIM.

The practical significance of the research is in the
results obtained for real scene images from the Places2
dataset with the LaMa network applied. These results
show that the prediction of the image inpainting accuracy
can be performed with satisfactory accuracy if the
dependencies of the SSIM or PSNR versus homogeneity
are used. The other considered texture descriptors such as
entropy and uniformity can be only used to support the
prediction. It should be noted that the structural similarity
of the original and inpainted images is better predicted
than the error between the corresponding pixels in the
original and inpainted images. The better approximation
accuracy was achieved with the polynomial of 3rd degree
if data outliers have been removed. Better prediction
accuracy was obtained if the missing areas could be
modeled by a narrow mask.
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Figure 3 — The results of image inpainting with LaMa network: a, b, ¢, d — initial image; e, f — narrow mask; g — medium mask; h —
large mask; i, j, k, | — images inpainted with LaMa-Fourier; m, n, o, p — images inpainted with LaMa-Wavelet

Prospect for further research is a reducing the
prediction error. In this way, it is possible to apply the
regression on several input parameters. To our opinion,
the proposed method can be also applied to other CNNs
trained to inpaint real scene images to decide about the
advisability of the time and resource consumption needed
for image inpainting.
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AHOTANIA

AxTyanbHicTs. IlpobneMa 3amoBHEHHS BiACYTHIX 00JacTell 300paKCHHS PEaTiCTHYHUM KOHTCHTOM YacTO BHMHHKAE IIPH
00po0mi peansbHUX CIEH Y KOMIT'IOTepHOMY 30pi Ta KoM 'roTepHilt rpadimi. 11106 BimHOBHTH BincyTHI obiacTi Ha 300pakeHHI,
3aCTOCOBYIOTBCS Pi3HI HiIXonaW, Taki sK AuQy3iiiHI Mozeni, MeXaHi3M CaMOYBa)KHOCTi, T'€HepaTHBHI 3MaranbHi Mepexi. Jlus
BiJIHOBJICHHS 300pa)ke€Hb pealbHUX CLIEH BUKOPHCTOBYIOTHCS 3TOPTKOBI HEWPOHHI Mepexi. [3 3acTocyBaHHSAM IIMX MEPEX OCTaHHIM
4acoM JOCSTHYTO 3HAYHUX YCIIiXiB Y BiTHOBJICHHI 300pakeHb. AJie OTpUMaHi BiJHOBJICHI 300pa)keHHs He 3aBXKH BHCOKOT SKOCTI.

Merta poboTH MoJirae y 3MEHIISHHI BUTpaT yacy B CHCTEMaxX KOMII'IOTepHOI rpadikd Ta KOMI'IOTEPHOrO 30py IUIIXOM
MIPOTHO3YBaHHS SIKOCTI BiJTHOBJICHHS 300pa)XeHb 3rOPTKOBUMH HEHPOHHUMH MEPEKAMH.

MeTtoa. IIporao3 TOYHOCTI BiZHOBICHHS 300pa)KCHHS 3IIMCHEHO MUIIXOM aHANi3y CTATHCTHKH 300pakeHHS 0e3 BHUKOHAHHS
camol PEeKOHCTPYKIHii i, oTke, 0e3 BUTpadyaHHS 3aiBOTO Yacy Ta KOMII'IOTEPHHX PECypCiB Ha BiHOBIEHHS 300pakeHHI. Mu
BUKOPHCTAIHU I1IKOBE BiJHOIICHHS CHUTHAI/IIYM i MOKAa3HUK iHAEKCY CTPYKTYpPHOI MOMIOHOCTI JUIS OLHKH SIKOCTi BiIHOBIICHHS
300paKeHHSI.

PesyabTaTn. [Tokaszano, o nependadeHHs eQeKTUBHE IS IMUPOKOTO JIiana3oHy po3MipiB MacoK i 300paeHb peallbHUX CIICH 3
6a3u manux Places2. V sikocti npukiamy Oyino 30Cepe/KCHO Ha OKpeMHX BHIIaJKax Bepciit mepexi LaMa, xoua 3anpornoHoBaHHi
METO]] TAKOXX MOYKHA y3arajJbHUTHU HA iHIII 3rOPTKOBI HEHPOHHI MEpexi.

BucnoBkn. OtpuMaHi pe3yiabTaTd MOKa3ylOTh, IO TPOTHO3 SIKOCTI BiHOBJIEHHs 300pakeHb MOXKe OyTH BHKOHaHHMH i3
3aJJOBUTBHOI0 TOYHICTIO, SIKIIO BUKOPUCTOBYBATH 3anexxHocTi SSIM abo PSNR Bin moka3HHka OZHOPIAHOCTI TEKCTYPH 300pakeHb.
Crin 3a3HaYMTH, IO CTPYKTypHA MOAIOHICTH MOYATKOBOTO Ta BIIHOBICHOTO 300pa)KeHb Kpallle mepeadadyBaHa, HiK TOMIIIKA MiX
BIZIMTOBITHUMH HIKCEISIMH IUX 300paskeHs. 11[06 3MEHIINTH NOMMIIKY IIPOTHO3YBAaHHSI MOXKHA 3aCTOCYBATH PETpPecilo 3a JeKinbKoMa
BX1IHUMH 3MIHHUMH.

KJIIOUOBI CJIOBA: BinHOBIEHHsI 300payKeHHsI, IPOrHO3yBaHHS TOYHOCTI, Mepexa LaMa, 1eckpunTop TeKCTypH, MaTpuIls
CYMIXKHOCTI.
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ABSTRACT

Context. The research object is the process of placing service centers (e.g., social protection services, emergency supply storage)
and allocating demand for services continuously distributed across a given area. Mathematical models and optimization methods for
location-allocation problems are presented, considering the overlap of service zones to address cases when the nearest center cannot
provide the required service. The relevance of the study stems from the need to solve problems related to territorial distribution of
logistics system facilities, early planning of preventive measures in potential areas of technological disasters, organizing evacuation
processes, or providing primary humanitarian assistance to populations in emergencies.

Objective. The rational organization of a network of service centers to ensure the provision of guaranteed service in the shortest
possible time by assigning clients to multiple nearest centers and developing the corresponding mathematical and software support.

Method. The concept of a characteristic vector-function of a k-th order partition of a continuous set is introduced. Theoretical
justification is provided for using the LP-relaxation procedure to solve the problem, formulated in terms of such characteristic func-
tions. The mathematical framework is developed using elements of functional analysis, duality theory, and nonsmooth optimization.

Results. A mathematical model of optimal territorial zoning with center placement, subject to capacity constraints, is presented
and studied as a continuous problem of optimal multiplex partitioning of sets. Unlike existing models, this approach describes distri-
bution processes in logistics systems by minimizing the distance to several nearest centers while considering their capacities. Several
propositions and theorems regarding the properties of the functional and the set of admissible solutions are proven. Necessary and
sufficient optimality conditions are derived, forming the basis for methods of optimal multiplex partitioning of sets.

Conclusions. Theoretical findings and computational experiment results presented in the study confirm the validity of the devel-
oped mathematical framework, which can be readily applied to special cases of the problem. The proven propositions and theorems
underpin computational methods for optimal territorial zoning with center placement. These methods are recommended for logistics
systems to organize the distribution of material flows while assessing the capacity of centers and the fleet of transportation vehicles
involved.

KEYWORDS: continuous set, multiplex partitioning, optimization, LP-relaxation, optimality conditions, location-allocation
problems.

ABBREVIATIONS b; is a capacity of i-th center, which defines the maxi-
OMPS is an optimal multiplex partitioning of sets; mum volume of services the center can provide;
LP is Linear Programming. Q, are areas covering clients who have the same k
nearest neighboring service centers from N existing (pos-
NOMENCLATURE sible);
Q is a set being partitioned is bounded, closed, and o is a set of indices of centers associated with the sub-
Lebesgue measurable in the space E; set Q..
T; are points from Q, which are called centers;
N is a number of centers; INTRODUCTION
k is an order of the partition of the set Q; The problems of efficient organization of logistics,
N is a set of all center indices; production, and trade networks constitute one of the di-
M is a set of all k-element subsets of the set N; rections of modern optimization theory. The scientific
L is a number of all k-element subsets of the set N; literature contains numerous works devoted to the loca-
p() is a non-negative function describing the demand  tion-allocation problem — determining the best positions
for the service. for service centers along with the most rational distribu-
c() is a cost function; tion of demand for the services they provide. A compre-
w; is a proportionality coefficient; hensive review of location-allocation models and meth-

a; is a cost of establishing i-th center t; or upgrading  ods, as well as their practical applications, is presented in
an existing one, or its fixed operating costs calculated per  [1]. The paper [2] provides a history of location models

unit of demand; over the past 50 years, though it is not exhaustive, as it
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highlights the contributions of only some of the most ac-
tive European operational research groups. A significant
part of scientific research focuses not only on the analysis
of object location but also on the evaluation of the market
share they occupy, their attractiveness, and competitors’
reactions to the appearance of new objects. In particular,
[3] describes methods for finding the best locations for
competing objects and significant modifications of the
classical gravity model. The paper [4] presents mathe-
matical models of optimal location of service centers and
partitioning of the territory into service zones, considering
the possibility of receiving services from any of the near-
est centers. Overlapping zones are provided for cases
when the nearest center is unable to provide the service.
Centers can include, for example, social protection ser-
vices, emergency supply warehouses, etc. The distribution
of service consumers among service centers is described
as optimal multiplex partitioning problems of continuous
sets in various formulations — with predefined centers or
the need for their location, with or without capacity con-
straints for service centers. Several possible optimality
criteria for multiplex partitioning of sets are proposed.
The applied aspects of these problems and related con-
tinuous multiple spheres covering problems are consid-
ered in [5].

This paper is devoted to the description and theoretical
justification of the method for solving continuous prob-
lems of optimal multiplex partitioning of sets with center
location and capacity constraints.

The object of study is the process of locating service
centers and territorial zoning.

The subject of study is mathematical models and
methods for optimal location of centers with the determi-
nation of their service zones.

The purpose of the work is to organize rationally a
network of service centers by determining such locations
and service zones to ensure the guaranteed provision of
services to consumers in the shortest possible time by
assigning them to several nearest centers.

1 PROBLEM STATEMENT

Lets Q represents the territory of a region where a
network of service enterprises operates; p(x) is a function
that describes the demand for a service at point x within
the set Q; t; are points from €, which are called centers,
1€Q,i=12,...,N; b; is the capacity of the i-th center
i=12,..,N; c(x7j) isthe cost of providing the service
to a client at the point x e Q by center t;, which is con-
sidered proportional to the distance between the two
points; a; is the cost of establishing a new center or up-
grading an existing one at point t; or its fixed organiza-
tional costs, calculated per unit of demand, for
i=12,..,N.

We will consider the problem of optimal location of a
certain number of service centers in a given area and as-
signing service zones to them in such a way that each
service consumer (the residents of the area) is assigned to
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k nearest centers to ensure guaranteed service. The quality
criterion is the minimization of transportation (time) and
organizational costs, with the condition being the capacity
constraints of the centers (the maximum volume of ser-
vices that a center can provide).

2 REVIEW OF THE LITERATURE

Models of the location of one or several objects
among a given set of demand points to achieve a particu-
lar goal are considered in [6]. In discrete models, a finite
set of potential locations for the objects is given. In con-
tinuous models, objects can be located anywhere on the
plane or within a region with an infinite number of poten-
tial locations. In paper [7], the use of professional optimi-
zation software (CPLEX and AIMMS packages) to solve
the location-allocation problem is demonstrated, but only
discrete models of problems are considered. In article [8],
the problems of intermediate transportation hubs, transfer
points, and collection warehouses are discussed, high-
lighting the difference between node location problems
and classical object location problems, presenting the p-
median problem with single and multiple allocations. Re-
search [9] is aimed at solving continuous location prob-
lems for the p-center by repeated analysis. An algorithm
based on model relaxation is presented here, enhanced by
the addition of four mathematical improvements, which
provide a significant reduction in computation time for
large data sets (up to one and a half thousand nodes). The
flexibility of the improved algorithm is demonstrated, as
it can be easily adapted for the a-neighbor p-center prob-
lem and problems with constraints.

The features of most of the listed problems are the
discrete demand for services, and the obtaining of service
zones in the form of spatial monopolies. The classic p-
median problem assumes that services are always pro-
vided to clients by the nearest facility, whereas in prac-
tice, clients often interact with several facilities for vari-
ous reasons (not just the nearest one). In works [4, 10],
distribution rules for modeling such flows are introduced.
In [4], a mathematical model of the problem of locating
service centers while simultaneously determining over-
lapping service zones is presented as an optimal multiplex
partitioning problem. In [10], the so-called “distributed”
p-median problem is formulated, and various types of
allocation rules are investigated. For instance, if the
weighting coefficients increase (i.e., the assigned flows
are larger for objects located farther away), the problem
can be solved in polynomial time as a 1-median. For de-
creasing weights, a special case of which is the classical
p-median, a generalization of standard continuous and
discrete models is obtained, leading to a broader interpre-
tation of median points. In work [11], the demand for
service is continuously distributed over a certain area, as
in the problems from [4, 12]. In these works, analytical or
spatially interpolated functions are used for the approxi-
mate representation of demand, although the results of
both methods are subject to significant errors and are
characterized by uncertainty. For this reason, [11] intro-
duces a general location model and a continuous Weber
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problem, in which objects can be located anywhere in
space to best meet the continuously distributed demand.
Due to the complexity of assessing constant demand, it is
proposed to integrate optimization methods with the func-
tional capabilities of a geographic information system.

In [12, 13], an approach to developing methods for
optimal multiplex partitioning of sets is presented, based
on formulating problems in terms of characteristic func-
tions, applying LP-relaxation for the obtained infinite-
dimensional optimization problems with Boolean vari-
ables, and further using elements of duality theory. Al-
though the relaxation procedure for discrete location-
allocation problems is widely used (see, for example, [6,
9]), its application for multiplex partitioning problems in
a continuous setting requires theoretical justification and
has not been covered in the scientific literature so far. The
goal of this work is to rigorously prove statements and
theorems that underpin the methods and algorithms for
solving continuous optimal multiplex partitioning prob-
lems.

3 MATERIALS AND METHODS
To formulate the mathematical model, we introduce
some notations and concepts.
Nis a set of all center indices,

N={12,...,N}; M(N,k) is a set of all k-element subsets
of the set N; L is a number of all k-element subsets of the
set N, L :C,'i, ;Q
the same
g e

I

is a set of indices {jll Jé jk} of centers associated

o, are areas covering clients who have

k nearest neighboring service centers
Tii} from N existing (possible), | =1,L; o

with the subset Q .
Definition 1. A  collection of  subsets
{ch,ch ,...,QGL} from Q < E? is called a k-th order

partition of the set Q into its subsets Q; ..., Qg , if

oL
L
Ues, = mes(Qcsi NQ, ): 0;
I=1
ci,0j e M(Nk),i#j,i, j=1L,
where mes(-) — is the measure of the set. ch are k-th
order subsets of the set Q.
Let Eg'k — be the class of all possible k-th order parti-

tions of the set Q into its subsets Q; ,..., Qg

L

Nk :{a:{gcl,...,QGL}: chl -Q,

mes(Qg, 10, =0, 01,05 € M(N.K), 1% i, ] :L_L}.

Problem A. The problem of optimal k-th order parti-
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tion of the continuous set Q under constraints with loca-
tion of centers:

min
Eeig'k;TN eON

F(U—),TN ):%i [ > (c(xmi)/w+a)p(x)dx,

|=1QGI ieo)
L | _
> [ vip(odx=by, i=1p; )
|:Ii:cls| °l
L -
> [ vie(dx<b, i=p+LN. @)
|:'iZ1;.QGI
Here x:(x(l),x(z))eﬂ; c(xt), i=LN are

bounded functions defined on Qx Q. The function p(x)
is bounded and non-negative on Q;
w; >0,8 >0, 20,i=1 N, are given constants. The

coefficients y! define the share of the service market that
the center t; occupies in the territory Qg , among the

facilities {rj. Tl Tl } , serving this territory, such that
1 2 k

forall j=1L,N, =1L
I I I I
0<y: <1, v, +y,+..+y, =1L
2 R 'l 't ©)

If we assume that the allocation of demand for ser-
vices across the entire region Q is proportional to the ca-

pacities of the centers, then for all 1=1L and for all
j=LN, jeoy, the values v' are given by the follow-

ing expression: y'j =b;j/ z by - If the demand is dis-
g:geo;

tributed evenly among the centers, then y'j =%,for all

jand I.
Lemma 1 (see [13]). Let S = Ip(x)dx in problem A,
Q
and assume the conditions hold:
p N
OSbiSS, |=1,,N,Zb|SSSZb| (4)

i= i=1
Then, for any fixed vector N eQN the set of feasi-
ble partitions (satisfying conditions (1), (2)) is non-empty.
The method for solving Problem A involves express-
ing it in terms of characteristic vector-functions of the k-

th order partition of the set Q.
Definition 2. A characteristic vector-function of the k-

th order partition o= {Qc,l,...,QGI ,...,QGL} of the set Q

is the vector-function () =(x2()s--c 1 oL )
defined on €, which components are characteristic
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functions of the subsets Qg and are given by the formula

(almost everywhere) for x € Q
1 xe ch ,
1 (x)= —
0, XeQ\QGI, | =1L
In [12, 13], to describe the k-th order partition of the
set Q, and NL-dimensional vector A(x) is introduced
with coordinates
| Lif xeQg andieoy,
A (X)= e (5)
0 otherwise,i=1,N,i=1L,

where o, ={jjl_ j||(} is the set of indices of the centers

Tl gues
{ I
Using (5), the coordinates of the function x(-) can be
represented as y; (x)= Hxl (x),1 =1,L. for each point
iec,

x € Q. Since each point x € Q belongs to only one of the

VTl } associated with Q
I |

subsets Qg , among all components x} (x) only k com-

ponents for the same index | are equal to one. This means
that the vector-functions A(-) and yx(:), which define the

same k-th order partition @ of the set Q, satisfy the fol-
lowing conditions: for each point x € Q

2 () =0vL Al (x)=0v1 i=1LN, =1L,

N L
S =ky (), =1L (x) =1,
1=1

The relationship between A(-) and yx(:) is one-to-one.
Indeed, if xe ch ,i.e., x1(x) =1, then in the correspond-

ing vector A(x) only k components will be equal to one:

x::{ljie"" i-IN. ©
0,ieN\g,

The remaining components A!(x)=0,vi=1N,
t=1Lt=l.

On the other hand, if a point x € Q is associated with
a vector 2(x)= (2 (x),... 2 (x),.... A5 (x)), in which
only k components are equal to one among
2 (X),...,AN (), and the rest are zero, this means that

. N .|
there exists a set o :{Jl, 12,0 jk}, such that x e Qg

and x,(x)=1. From a practical perspective, x!(x),

i=1 N, serves as an indicator of whether a client at point
X is served by center z; along with the remaining (k-1)-
centers t;, where jeo; .

To formulate the OMPS problem in terms of the char-
acteristic functions of the partition, both vectors will be
used, with the vector-function () considered as the un-
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known (which distinguishes this work from [12, 13]). In
the vector 2! (x):(k'l(x),...,k',\, (x)) which corre-

sponds to the component y; (x) of the characteristic vec-

tor-function of the partition, the argument will be omitted
for compactness of notation. This vector defines the indi-
cators of the indices in the set o; from the N (see for-

mula (6)) and will therefore be used as a template.
Problem A is formulated in the following equivalent
form.
Problem B.

o ! b ).
where
0. jz( ey 2! ij()
Q| =1\i=1
RO

Iiy!k!p(x)m (x)dx=b;, i=1...,p,
Ql=1

jiy!x!p(xm(x)dxsbi, i=p+l...Nji
Ql=1
rs

10 =00

:_LZL: 1(x) =la.e.xeQ}.

AL () () =0v1,

To solve Problem B with Boolean variables, we per-
form its LP relaxation.
Problem C:

(X(-),an)isrll;X AN I (X()’ N ),

5 ={n0:x0 et

where

Iiv%u (x)p(x)dx=b;, i=1p,

Ql=1
Iiﬂ%!m (X)p(x)dx<b;, i=p+1 N} :
Ql=1

IF =10 = (10O Ot )0 7 (X) <1,

_ L
=1L > x(x)=1ae. fOI’XGQ}.
=

Justification of the reduction of Problem B to Problem
C. From the fact that T'§ < T , it follows that T < T .

Statement 1. FE is a bounded, closed, and convex set
in the Hilbert space L5 (Q)with the

ol - | ] 2[x (x)TPax.
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Proof. Let y(-) and () be arbitrary elements of the
set 1“5, and let o be a constant such that 0<a <1. We

will show that oy (x)+ (L— o)y (X) € FE. Indeed, almost

everywhere for xeQ
L

> (i (9+ Q-7 () =

=1
L L
=0y () +A-) X7 () =a+@-0) =1
1=1 1=1
Foreach i=1,...,p:

I3 (ax. ()+ Q- )% () p()dx =

Ql=1l

L L
= a [ i (p()dx+ @-a) [ Y vialz (x)p(x)dx =
Ql=1 Ql=1
I(lbi +(1—0L)bi Ibi.
Foreach i=p+1,...,N:

I3 (o 00+ @)% () p () =

Ql=1

L L
= a [ v p()dx+ @ o) [ Y viadz (x)p(x)dx <

Ql=1 Ql=1
<abj+(1-a)b =b;.

Since for xeQ 0<y;,(x),% (x)<1, it follows that
0< oy () +@-a)y (x) <1, 1=1L. Thus, the convex-
ity of the set F'§ is proven.

Let the sequence {X(m)()}e F'§ converge to some
function x(-) in the norm of the space L'2' (€2) . Consider a
subsequence {X(mf)(-)}, that converges to y(-) almost

everywhere on Q. For x(mf)(-) € F'é the following con-
ditions hold:

Jiv!kfp(xnfmr)(x)dx:t’i’ 1=12....p
Ql=1

Jivmp(X)xfm’)(X)dxﬁbi: P=p+L..N;
Ql=1

0<x( Jx) <1l =1L

ZI 1;(' (x) 1, ae forxeQ.

Taking into account that the function p(x) is bound-
ed, measurable, and non-negative on the set Q, according
to the Dominated Convergence Theorem [14], the limit
transition holds as m, — oo
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lim | S rlo00™ (o=

h >0 010

IQ lim {Z%X:P(X)Xg )(X)]dx=

m,—ol |

- zv.x!p(x)[ im 4™ = [ S4dp0d™ o

Ql=l Ql=l
Thus, we conclude that all the above conditions are
satisfied with the function y(-) . This means that the set

F'§ is closed.

Lety()eT%, then 0<y (x)<1 a.e.forxeQ,I=1L,
L L

)= \/ [>[ (x)}zdx < \/ [ >-1%dx = /Lmes(€) =Const.
Ql=l Ql=l

The boundedness of 1"5 is proven.

Lemma 2. For each fixed vector TV e QN | the func-
tional 1(x())= I(X(~),?N) in Problem A is linear and con-
tinuous on the set FE

Proof. Let 7\ be an arbitrary but fixed vector from
QN . Define the quantity
q=sup _mgN(c(x,ri)/w, +a;)p(x) .

xeQi=L
The linearity of the functional 1 (x()) is obvious be-
cause of the linearity of the Lebesgue integral in the func-

tional 1(x(),z").

To prove the boundedness of 1 (x()), we use
Holder’s inequality:
0] =rheer | =
jzz c(x,7i) 1w +a Pty (X)p(x)dx| <
Q| =1i=1
1 N L
< ;-qIZme (x| =a ] > (x)dx| <
Ql=li=1l Ql=1

L
< q\, .[ 2l (X)]de =q '||X(')||L5 O
Ql=1

Thus, the functional 1 (%(-)) is linear, bounded, and,
according to [14], continuous with respect to () .

Statement 2. If the conditions (4) hold for Problem A,
then for each fixed vector TN e QN Problem C is solv-
able with respect to (') .

Proof. Let = be an arbitrary but fixed vector from

QN in Problem A and let the conditions (4) hold. Ac-
cording to Lemma 1, the set of feasible partitions is non-

empty, meaning the set % of admissible vector-functions
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x(-) in Problem C is also no-empty. According to Lemma
2, the functional I(X(-),rN) is linear (convex) and con-
tinuous with respect to x(-) on the set F'ﬁ. According to

Statement 1, F'§ is convex, closed, and bounded, and
therefore, by the generalized Weierstrass theorem [14],
the functional I(X(-),rN) attains its exact lower bound on

F'ﬁ. Thus, Problem C is solvable with respect to x(-) for
each fixed TN e QN

Statement 3. Let T ¢ QN be an arbitrary but fixed
vector. Among the set of points in F'ﬁ, where the func-
tional 1(3())= I(X(-),?N) attains its minimum, there ex-

ists at least one extreme point of FE .
Proof. By the generalized Weierstrass theorem, the
continuous (see Lemma 2) functional 1 (x()) on the

convex, closed, and bounded set 1“5 (see Statement 1)
attains its exact lower bound, and the set T of its mini-

mum points is non-empty, convex, and bounded, making
it weakly compact in L'g (€2) . According to the Krein-

Milman theorem [15], such a set T has an extreme point,
denoted as X*(') . We now show that X*(') is an extreme
point of the set 1“5 .

Assume the contrary. Then it can be expressed as a
linear combination of two points u(),v(-) € 1“5 \T u=v:
v ()=au()+@-o)v(), where 0<a<1. Since y ()
is a minimum point of the functional, it follows that
TUO)=TE (), TVE)=T(x (). Due to its linearity
TGO =al ) +Q2- o)l (v() =
= 1(v()) +a((u()) - T(v())).

This is possible only if T(; ())=T(u())=T (v()).
Thus u(),v(") el This leading to a contradiction. We
conclude that X*(') is an extreme point of r.

Statement 3 is proven.

Statement 4. Any extreme point of the set 1"5 is a
characteristic vector-function of some k-th order partition

©={Q02 Qg1 Qg | OF theset Q.

Proof. Assume the contrary: let () be an extreme
point of the set F'ﬁ, but at least one of its components
xs(X),1<s<L, is not a characteristic function of the
corresponding subset Q. in the k-th order partition of

the set Q. Without loss of generality, assume that this is
the case for the function y;(x). This means that there
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exists a subset P Q, mes(P)>0, such that for all
xeP:d<y(x)<1-8, 0<d<1.

Introduce an auxiliary function p(-), that satisfies the
following conditions:

1) forall xe Q\P p(x)=0;

2) forall xeP

[m(x)[ <8 (7)

3) where x e P () is a nontrivial solution to the sys-

tem of equations.
| Pyilxlip(x),u(x)olx =0,i=12,...,N (8)

L
JPZyg}\,Iip(x)Lxlip(X)dX =0,i=12...,N.

1=2 Z 1 (X) (9)
j=2

The function u(-), which satisfies conditions (1)—(3),
can be constructed, for example, using the following ap-
proach. To partition P into (2N +1) non-overlapping
subsets of nonzero measure and define u(-) as a piece-

wise constant function on P, taking a constant value on
each subset. The corresponding values can be found as a
nontrivial solution to system (8), (9) — a system of 2N
linear homogeneous algebraic equations with respect to

(2N +1) variables. The obtained values are then normal-

ized to satisfy condition (7).
Using the function p(-), we construct two vector-

functions %() and %(-) as follows: for all x € Q

71 (X) = 21 () +p(x),

7100 =150 -1

> u(x)
=2

x1(¥) = 72() —n(x),

(), j=2L;

7500 =2;00+ 1 u0,i =T

0 (x)
)

We will show that %(-) and %() e F'§ . Indeed, due to
conditions (8) and (9), forall i=1,2,...,N:

L L
IQEYEKEp(X);El (xdx = Ig\p Eym p(X) 1 (x)dx+

IP (A (2 () +p(x) ) dx+

L
e, i G 00 - =2
2 niitn L

n(x)))p(x)dx =
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L
- .[Q\P > "/E 7‘! p(X)x (X)dx +
=1
L
+J.P[y:il}\«:ilX1(x) + Z y{k!xl (X)Jp(x)dx +

o, Eu9p00d— [, 3 i) 1%
1=2
9

pOIu(x)dx =

L
= [, 2P () (x)dx.
I=1
Similarly,
LA N o

o2 4240007 (= [, (0 ()i =L N

1=1 =

By direct verification, we confirm the validity of the

L L
equalities > 7 (x)=1 > % (x)=1. For example, for

I=1 I=1
%(~) we have:
Zm(X)— x1(X) - u(X)+Z(X|(X)+ C a1 n(x)) =
1=1 1=2 Z XJ(X)
—Zm(X) +—— (- u(X)Z x,(X)+u(X)Z x (X)) =

1=1 ZXJ(X) j=2

x(¥)=1.

[
L

By the definition of the functions 7;(), %1() and

condition (7), it follows that: () =0, %;()>0 for all
xeQ. The remaining components of the vector-
functions y;(-),x1(") are also non-negative. Indeed, con-

sidering that () € FE , for j =2,L we obtain:

7500 =2, 00—

Z % (X)

(x) =

2y (x >XJ(X)— -0=0.
Similarly, we verlfy the inequality 7 ; (x) >0,j=2L.
By construction and the previously derived relation-

ships, forall xeQ: 0<7%;(X)<1, 0<% (X)<LVI=1L

Thus, it is proven that ;Z(-),i(-)el"'é. However, the
representation x(-)=%§((-)+%i(-) contradicts the state-

ment that y(-) is an extreme point of the set FE. There-
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fore x(-) must be a characteristic vector-function of some

k-th order partition of the set Q. Statement 4 is proven.
Thus, according to Statement 3, among the points of

the set F'ﬁ, where the linear functional I(x(~),-rN) attains

its minimum value for a fixed vector T ¢ QN there ex-

ists at least one extreme point of FE. According to State-
ment 2, extreme points are characteristic vector-functions
of subsets Qg ,1 =1L, which form a k-th order partition

of the set Q for each fixed vector TN € QN Thus, the set

of optimal solutions to Problem C includes the optimal
solutions to Problem B, which means that Problem B can
be reduced to Problem C by selecting from the solutions
of the latter those that are also solutions to Problem B.
This reduction forms the basis of optimal multiplex parti-
tioning methods, and the necessary and sufficient condi-
tions for optimal multiplex partitioning have been ob-
tained.

Optimality conditions for the solution of Problem C.
We construct the Lagrange functional for Problem C:

W (O, T, (wo () w)) =
IQZZ o(x, 7))/ w; +a; iy ()p(x)dx +

I1|1

+zw.(jgzv. 01 ()p(X)dx —by) +

i=1

+JQ\Vo(X)(Zx| (x)—1)dx =
1=1

L N .
- jgz(z«¥+a1— )/ K+ rhuMPO) +wo ()t () -

1=l i=l I

N
[ wo()dx = wiby
i1

The functional W ((x(),= } (wo(),w)) is defined on
the Cartesian product (Ax oN )>< (Dx¥), where

={x(-)e L5(Q):0< 7 (x) <1¥xeQ,l :L_L};
@ ={yg :yo() € LL(Q)};
\P:{\yeRN i 20,i= p+1,...,N}.

Definition 3. A pair ((;Z()%N )(\I/O(-), \I/)) is called a
saddle  point of the Lagrange  functional

W (). 7), (wo () w)) on the set (AxON )x(@x),

if for all (x(o),rN)eAxle and for all
(wo(),w)e®x P, the following inequalities hold:

w30, Jwo, w)<w (0.2 o))
w(3O, 2N @0 0.9) W (6.2 ) (G0 0.9))-
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The problem dual to Problem C is formulated as fol-
lows:

H(wo()w)—>  max

(wo (), w)edx¥

HwoOw) = min _ W(GOT) (o w)
(x,7" )eAxQ

Theorem 1 (see [16]). For Problem C and (10) to be
related by the duality relation 1. =W, and for the su-
premum in (10) to be attainable, it is necessary and suffi-

(10)

cient that a saddle point of the functional
W)tV (wo()w))  exists  on  the  set
(Axf)N)x(CDX‘I’) .

Thus, solving the pair of problems C and (10) is
equivalent to finding a saddle function of the functional

W (), TV, (wo (), w)) on the set (AxQN)x (@x¥) .

Let the vectors y €V and NN be arbitrary but

fixed in the functional H(y (), ). Consider the problem
—N — .
w(ko .z )(wO(),w))ﬁxr(glenAwggggq)-
Further, for brevity, we will use the following nota-
tion: d; (x) = (c(x,tj)/w; +8)/k, i=L,N.
The center t; may be fixed or not, depending on the
context.

For each arbitrarily fixed point x e Q we introduce a
function of (L+1) variables:

Q1. wo() =
L| N
- {Z(di(xm!wi)x!p(x)wo(x)}x.(x)—wO<x).

I=1li=1

This function is defined on the Cartesian product
Ay x®, of the projections of the sets A and @ for
xeQ.

Theorem 2. For an admissible  pair
(X(),Wo()) € AxD to be a solution of problem (11), it is
necessary and sufficient that almost everywhere for
x € Q , the following condition holds:

Q). Wo(x)= max  min Q(x(x),wo(x)).

Wo(X)e®y x(X)eAy
Proof. Necessity. Let (%(-),Wo())€Ax® be an op-

(11)

(12)

timal solution to problem (11), i.e., Vy() € A, yg() e @

w(z0.2 Jwo00 @) <wlf. =" G0 )  @3)

wlzo. 2 Jo0.w)swlheo 2 Jaoow) @9

We will show that almost everywhere for x e Q this
pair (%().Wo(-)) satisfies condition (12). Assume the
contrary: there exists a subset Q of the set Q such that
mes(Q2) >0 and VxeQ condition (12) does not hold,
i.e., VxeQ thereexist %(x)e A, for which the follow-
ing inequality is valid:

QX0 o (x)) < Q(X(X), Wo (x)) -
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We construct a new pair of admissible functions for

the problem (11):
A : (X)W (X)) € Ay x Dy, Vx e Q,
(2000 () = {(;z(x),qlo(x)) eA xD,, VXeQ\O.
Integrating Q(%(X), Wo(x)) over the entire region Q

and adding the constant (—zi'\il\T/ibi ) we obtain:
N

WO 00 9)- [, 000, o 00 )ix - Y.y =
i=1

N
= 5, QU0 Wo (%)) dx + [, Q) o (X)) dx = X iy .
i=1

Similarly splitting the integral in
W (0.7} o). %)) with 20 =20, wo() = io() and
comparing the right-hand sides of the obtained relations,
we conclude:

w(z0. 7 ) @o0.w)<w (0.7 ) 500, 9)
which contradicts (14).
We can also assume the existence of a subset Q of
the set Q such that mes(Q) >0 and ¥x € Q, there exists

Vo (x) € @y such that the following inequality holds:
QX (¥), wo (%)) < Q(X(x), Wg (X)) -
Then, for the pair (fg(x),%(x)) , defined as follows

()A((X);o(x)) _ {()}(X)’A\TIO(X)) e Ay xDy, VXe Qu
(x(~),\|/0(~)) eAyxDy, VXeQ\Q
condition (13) will be violated. The resulting contradic-
tion proves the necessity of condition (12) for the pair

(%().Wo () to be asolution of problem (11).

Sufficiency. Let the pair (%(-),Wo(")) satisfy condition
(12) almost everywhere for x € Q. We will show that it
is a solution to the problem (12). Let xeQ
1(X) e Ay, wo(x) e dy. Then, almost everywhere for
Xxe

Q(X(X): o (%)) < Q(x(x), Wo (x)) .
QXX Wo(x)) 2 Q(X(X), wo (X)) -

Integrating these inequalities over all xeQ and tak-
ing into account that the inequality may fail only on a set
of points in Q, where the values of the integrand do not
affect the value of the integral, we obtain:

[ Q00 Wo () dx < [ Q(x(X), Fo (X)) dx ,
Jo QU0 W0 (X)) dx > [, Q((x). wo (x)) dx .

N
Adding the constant —> ib; to both sides of the ob-
i=1
tained inequalities, we obtain inequalities (13) and (14).
Theorem 2 is proven.
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Theorem 3. The optimal solution of Problem B is de-
termined by the following formulas: for all 1=1,...,L,
and almost everywhere for x € Q

(e a0 s 4 o -
i=1
(X)) = T%((C(X'%i)/Wi +ai)/k+Yi \I’i)xis, (15)

0 otherwise, Vi =

where (Tq,...,Ty » Wq,...¥p ) IS the solution to the follow-
ing problem:

Gly)= _fnin, Gy (t,y)— max (16)
subject to the conditions:
vi =0, i=p+1....N, ()]

where

Gl(TN |\|l)= _.Nzl\l’ibi +
iz

Proof. The reduction of Problem B to Problem C was
justified above. Theorem 1 reduces the solution of the
latter to finding a saddle point of its Lagrange functional.

Fix the vectors y ¥ and N eV init. According to

Theorem 2, to determine the remaining components of the
saddle point of the Lagrange functional, it is necessary to
solve problem (12) for each point x from Q .

Let x be an arbitrarily fixed point from Q. Due to
the separability of the function Q(x(x),wo(x)) with re-
spect to its variables, the following equality holds:

max — min Qx(x),wq(X)
WO(X)ECDXX(X)E X ( )

= max min Z(Z(d + YW Nip + wo)u —Wo =
YoeDy XEAX| =1 i=1

—maX{Z min Z(d (X)+Y|\V|))\|P(X)+\V0}X| \Vo}

12190l i
The point (%(x),Wo(x)) will be a solution to the prob-

lem (12) if and only if the following conditions [16] are
satisfied:

1. Q). ¥o(x))=

aQ(fc(;).\ifo(x)):O o Su(9-1-0.
Yo I=1
For an arbitrary y(x), the function Q(x(x),wo(x))

X(rxT;LrJ\XQ(X(X)'WO(X));

2.

attains its minimum value over all y(x)eA,, where
Ay :{X:(Xl’---nXII---vXL):OSXI <11=1,..., L}. At
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the point X(x) , whose components satisfy the conditions:
for I=1,...,L

1,if %(di(x)w!wi )P0 +wp(x) <0,
i=1

7100 = 0.1 33(00 111 (9 + w0 (0 >0

i-1 (18)

aif 30011 Mo o (00 0.
i=1

wherea [0,1].

Among all solutions of Problem C, we consider those
that are extreme points of the feasible set of its solutions.
Due to the arbitrariness of the choice of o €[0,1] we

consider a particular case of formula (18), namely: for
I=1...,L,

L if (d (X)+YIWI) !P(X)+WO(X)<O1

=z EMZ

B0O=10 i 2{000+17 JHp0 +v0(9 >0 (19)

z I

OV LIt 3(ch 00+ ) Hp(x) +wio (¥ =0.
i=1
For wo(X)=wgo(x) in inequality (18), particularly

N
(19), it holds the equality: le (x)-1=0. Then among
I=1
the components of the vector y(x) in (19), there is only

one unit component, let its index be I, and this formula
can be written as:

N

L f 3 (o 00+ 715 )P0 +i0 (9 =
i=1

ne= njnﬁ(di(x)wi B 1000 +io00, 0

0 otherwise, vl =

Substituting (20) into the function Q(x(x),wo (X)),
we obtain:

QU (x), wo (X)) = mln(Z(d () + 7925 p(X) + g (X)) -

N
~jo(x) = min[z(di () +71; )xfjp(x) .

s=1, i=1

Due to the arbitrariness of the choice of point x, the
optimal value of the functional in problem (11) with fixed

vectors y € ¥ and NeaN is expressed as:
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ol w)-w (0.7 ) o0, v))=
-[, n_an{Z(d (X)+v.\?.)%s]p(><)dx 2vibi

or, substituting the expression for d;(x) and av0|d|ng the
use of index indicators that form the combination oy,

s=1L:

G" ,v)=—§wibi +
i=1
(0T I + ) K+ 717 ().

oo R0 2

1=1,...,L
Due to the arbitrariness of the choice of vectors

and T, and taking into account the obtained expression,
we rewrite the functional of problem (10), excluding the
function yq(x), in the following form:

_ N
H(w) == wib +
i=1
C(X i)

+mn

n, +ag) K+ vy p(x)dx
E

'[QG| eM(N k) Z («

I=1
According to (19), almost everywhere for x e Qg the

following system of inequalities holds:

N
2 (0 00+ 745 )P0 +wo (0 <0,
i=1

N _
- Z(di X)+ 75, )xfp(x)—wo(x) <0,vs=1Ls#l.
i=1
This system is solvable due to the solvability of Prob-
lem C (and B). Adding each of the remaining inequalities
to the I-th inequality, we obtain almost everywhere for

XeQq, Vs=1Ls#I

N N
> (e 00+ 117 )00 < X (e 00+ 153 2800,

i=1 i=1

Recalling that p(x) >0 for x € QQ, almost everywhere

for xe Qg the following system of inequalities will

hold: Ws=1L, s =]

N
z(d 00+ 713 )1 < 3 (dh 00+ 77w )5
i=1 i=1

Formula (19), considering the above, can be written as
follows:

“ Lif Z(d (X)+V|‘V|)7‘ = min Z(d (X) +7i \T/,)?x,s,
xi(X)= i-1 s=LLig
0 otherwise, Vi =L L.

For ye¥ and N eaN to be components of the
saddle point of the Lagrange functional of Problem C,

© Kaoriashkina L. S., Lubenets D. Y., Minieiev O. S., Sazonova M. S., 2025

DOI 10.15588/1607-3274-2025-2-6

they must be the optimal solution to the following prob-
lem:
G(y)= min Gy(r,y)—> max,
NeQN

Wi207 i:p+1,...,N,

where

N
GtV W) =D yib +
i=1

> ((°(§v %) 4 a) Tk by p(x)dx,

IQG eM(N k) :

I=1,..
Thus, the characteristic functions of the subsets

Qg =1L, which form the optimal multiplex partition,

are found using the following formula: forall 1=1,...,L,
and almost everywhere XeQ

L if Z((C(X %)W +a|)/k+y|W|)X= =
i1
- njliﬂin,il((C(X’%i)/Wi +a) K+ 9],

n(x)=

0 otherwise, vl=1,L;
where (T1,...,Ty, W1, Wy ) IS the solution to the prob-
lem:

G(y)= LninN Gi(t,y) > max, y; 20,i=p+1LN.

T Q)

Theorem 3 is proven.

Remark. Let v :% for all j=LN and |=1L.
Then the indices in these parameters can be omitted, and
almost everywhere for xeQ in (15), the component
%1 (x) =1 when

N 1 ~ . |
ZK(C(XJi)/Wi +aj +Wj)hj =
i—1

=min—>» (c(X,t;)/w; +a A
1Lkzi(( T) i+ |+\V|)

Considering that for any s=1,L among the N values
A{ only k are nonzero, the minimum value of the sum
on the right will be achieved at the index I, such that

i) o)
W +a)+ ;i <( W,

Vieo|, VjeN\o :(—* +aj)+Vj.
That is y;(x) =1 corresponds to the vector Al with the
following components:

1, fC(XT)+a,+\Ifis
W,

i Wj
Vieo), jeN\ogy,

c(x,7;)

+aj+wj,

M(x) =

0 otherwise.
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Thus, when the demand for services in the Qg

=1L, is distributed evenly among the centers, the

mathematical formulation of the multiplex partition prob-
lem can be limited to the characteristic vector-function

A =), AN (), defined on Q by the following
rule: if Xqu . then 2;(Y)=1vi ey, and 2;(x)=1VjeN\gy,

I =1 L. Then, in terms of characteristic functions, Prob-

lem A is written as follows:
Problem D:

(k('),TN_mnBiErllkxsz—m '(k(')'TN_m)'

where:
1O, ™)== jﬂ > (c(x,ti) /w; +a; i (X)p(x)dx,
i=1
~[r0:0 7%,

L P00k =ty =1,

%_[Qp(x)xi(x)dxﬁbi, i=p+L..,N};
FE = 1) = Ay ) 2 () =0V LT =1, N,
%xi(x) =k,1=1,...,L, almost everywhere for x eQ} .

i=1

The optimal solution to this problem, based on the
above material, can also be expressed as follows:

£ () 1if Vi e o(x),
! X)_{OjeN\G(x),izl,_N,

where G(X):{jl, [P jk} is the set of indices of the
first k array
Dsorted (X) :{dAh(x),c?j2 (x),...,dAJ.N (x)} sorted in as-

cending

elements in the

order, with elements

- c(x, .

di (x)= ()\jv ')+a,+\p,,|_1N and Ty IN
I

W1, W is the solution to the problem:

G(y)= min Gy(t,y) > max,y;=0,i=p+1N,
NeoN

qukaékzz(“XThawwomnw Y vibi.
iec(X) 1 i=1
4 EXPERIMENTS
Based on the formulas obtained in Theorem 3 and the
remark to it, computational methods and algorithms for
solving continuous problems of optimal multiplex parti-
tioning of sets have been developed, some variants of
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which are presented in the works [12, 13]. Computational
experiments were conducted to verify the correctness of
the algorithms and the adequacy of the mathematical
model of optimal location of service centers and multiplex
allocation of service demand, continuously spread over a
certain territory. The latter can be uniform or proportional
to the capacities of the centers.

Specific cases of problem A were solved: 1) optimal
multiplex partitioning of a set with fixed centers without
restrictions on their capacities; 2) OMPS with fixed cen-
ters without restrictions; 3) OMPS with location of cen-
ters with unlimited and limited their capabilities.

To illustrate the work of the proposed mathematical
model and approaches, we developed a software imple-
mentation using C# in Visual Studio. For the experimen-
tal environment, we used a Lenovo laptop featuring an 8-
core Intel Core i7 CPU, 16 GB of RAM, a 512 GB SSD,
and running Windows 10.

5 RESULTS
In the problems presented below, the following data

are common: Q= {XE R?: 10<x <10,i =1, 2} p(x)=1

vxeQ; a =0, w; =1 Vi =1,N ; the distance function is
the  Minkowski  metric ~ with  parameter  p:
e(x %) = §0g )P + (6 )",

Problem 1. Figure 1 shows a duplex (k = 2) partition

of the square for N =7 fixed (a) and optimally located
(b) centers.

0 10

BiBnoe idicms konsopy 304U
HAUBNWAYUM UeHMpPaM

Bidnoe idnicms konbopy 304U
HaubnuwxyuM ueHmpam

b
Figure 1 — Duplex partition of the square for 7 centers:
a — fixed centers, b — optimally located centers
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The case considered is p =2, with unlimited center

capacities, and demand for services is evenly distributed
in shared areas. On the right side of the partition in the
figures, here and further, the color of each zone corre-
sponds to the pair of centers that must serve it. Table 1
provides the corresponding coordinates of the centers and
their calculated capacities.

Since the demand for services is evenly distributed
over the entire area and equals 1, the computed capacities
essentially represent the area that each center must cover.
The objective function value in the OMPS problem with
fixed centers is: F = 230.2844, execution time = 2 sec.,
number of obtained subsets (zones) = 12. The same pa-
rameters in the OMPS problem with center location are:

F = 210.6106, execution time = 32 sec, number of zones =
10. As seen, due to the optimal placement of centers, the
objective function value decreased by 8.54%.

Problem 2. Figure 2 shows a 2nd-order partition of
the square for the same fixed centers as in Problem 1, but
with capacity constraints (see Table 2).

Table 1 — Coordinates and capacities of centers in Problem 1

Center Center coordinates Center capacity, bi
e fixed optimally located |  fixed optimally

i i i i located

Tl Tz Tl* ’Ez*

1 224 | 2.16 | 2.389 | 2.607 13.844 12.813

2 7.04 | 236 | 7.471 | 2.453 16.010 12.426

3 0.96 5 3.221 | 2.236 14.553 14.966

4 444 | 552 | 3.222 | 7.724 14.408 14.969

5 8.56 548 | 7.899 | 4.979 17.477 18.789

6 3.12 8.76 | 2.389 | 7.352 12.063 12.812

7 7.52 8.72 | 7.471 | 7.506 10.847 12.426

The problem was solved when the demand for ser-
vices in the shared area of two centers is distributed both
evenly (Problem D, Fig. 2a) and proportionally (Problem
A, Fig. 2b). The number of non-empty zones was the
same in both cases: Number of zones = 11, the solution
time was almost the same, about 50 seconds, and the ob-
jective function values of the direct problem were 322.34
and 296.896, respectively.

As seen from Table 2 and Figure 2b, in the case when
demand in the shared area of two centers is distributed
proportionally to their capacities, even low-capacity cen-
ters do not fully exhaust their capabilities, although they
cover a large area. This is explained by the fact that in
these areas, most of the work is taken on by centers whose
capacities are significantly larger than others. If the prob-
lem of optimal duplex partitioning is solved for the same
seven fixed centers with the capacities computed above
but changing the form of demand distribution in shared
areas, the resulting partition is shown in Figure 3.

© Kaoriashkina L. S., Lubenets D. Y., Minieiev O. S., Sazonova M. S., 2025

DOI 10.15588/1607-3274-2025-2-6

Binoaidricms Konsopy 30HU
HaUhnway um yermpan
I [2.5)
[1.5]
I 45
57
. 7)
[14]
6.7]
7]
. [34]
[3.6]
[.3]

Bidnoe idHicms koneopy 304U
HaGbmwsy uv ueHmpam
H [5.7]
[2.5]
I [4.5]
i 4.7]
I [4 6]
[1.4]
[1.2]
Il [5.7]
I [34]
[3.6]
[1.3]

10

b
Figure 2 — Duplex service zones in Problem 2 for seven
centers. Distribution of customers between centers on their
common area is: a — uniform, b — proportional

Table 2 — Load on centers in Problem 2

Center Capacity Real capacity calculated in case of
Ne bi distribution customs between centers
on their common area
uniform Proportional
1 100 20.773 21.645
2 4 4.062 1.085
3 100 22.204 26.415
4 6 5.941 1.125
5 100 25.083 30.550
6 3 2.988 0.433
7 100 18.149 17.949

The values of the dual (computed and provided to ver-
ify the correctness of the algorithm) and direct problem
functionals, solution time, number of zones, and calcu-
lated capacities of the centers are provided below accord-
ing to the figure:

Fig. 3,a — Fgua = 421.4912, Fyireq= 421.4927, time =
53 sec., Number zones = 8; By = (21.645; 1.085;
26.415; 1.125; 30.550; 0.433; 17.949);

Fig. 3,b — Fyua = 293.8833, Fgireer= 293.8835, time =
58 sec., Number zones = 12: By = (20.773; 4.062;
22.204; 5.941; 25.083; 2.988; 18.150).
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0 10

Bidnoe idnicms konbopy 304U
Haubnweyum ueHmpam

Bidnoe idwicms konsopy 3oHu
HaUBnwa UM uenmpas
. 57]
. 2 5]
[2.4]
I [45)
. 47)
I [4.6]
n.4]
n.2
I 5.7]
. 34)
[3.6]
n.3]

10
b
Figure 3 — Optimal duplex partition of the square for seven cen-
ters with limited capacities. Demand in shared zones is distrib-
uted: a — uniform (capacity corresponds to Fig. 2 b), b — propor-
tional (capacity like Fig. 2 a)

Problem 3. Figure 4 a shows the solution to the opti-
mal duplex partition problem of the square with the loca-

tion of seven centers.
0 10

Bidnoe idnicms konbopy 304U

HaUbn ey um WeHmpam

I 2 5]

1.2

I [1.5]

15.7]

13.7]

I 4.7

I 4 6]

13.4)

1.3

Tx Ty wi ai Bi realBi
1 3594. 2731.. 1 0 30 21,574200
2 [859%5.. 1372. 11 0 4 4,0025999
3 |(2915.. |3245.. 1 0 30 20,545400)
4 [1672.. 82%4.. 11 0 6 5.9873999
5 |7.250.. 6276.. |1 0 30 22323200
6 [1.207.. 8787.. 11 0 3 2,9661999
7 |6731.|7.018.. 1 0 30 20,598600)

- =
L4 >
b

Figure 4 — Solution of the optimal duplex partition problem of

the square with the location of seven centers with limited ca-

pacities: a — partition; b — coordinates of the centers and their
capacities
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Some of them have limited capacities (in Figure 4b,
the grid table shows the coordinates of the placed centers,
their limited capacities B;, and the demand they must
cover realB;). The 2nd-order partition of the square for the
same fixed centers as in Problem 1, but with capacity
constraints (see Table 2), was solved when the demand
for services in the shared area of two centers is distributed
evenly. The number of non-empty zones is 9, the solution
time is 56 seconds, and the objective function value of the
direct problem is 277.76.

We present a few more examples in which solutions
of problems are predictable and confirm the correctness of
the algorithm.

Problem 4. The problem of optimal duplex partition-
ing with the location of 8 centers. The Minkowski metric
parameter is given. The initial placement of centers is
shown in Fig. 5, a; the optimally located centers and the
corresponding duplex partition are presented in Fig. 5,b.
In Fig. 6, the table provides the coordinates of the placed
centers, initial parameter values w;,&;, by, center capaci-

ties calculated according to the obtained partition (last
column). At the optimal solution, Fg = 166.602,
Fairect = 166.678.

0 10 0 10

[¥]
-

m

10

a

Figure 5 — Optimal duplex partition of the square with the loca-

tion of eight centers: a — initial placement of centers; b — optimal
placement of centers and their corresponding zones

Tx Ty wi a Bi realBi

v 1 N2 1 0 100 | 12.459
2 (7473 2510.. 1 0 100 12.400

3 |7.501.. 2484. 1 0 100 12,381

4 2454 2464 1 0 100 12,317

5 12504 75411 0 100 12,297

6 |7464. 7454 1 0 100 12,386

7 12530 7.442.. 1 0 100 12499

s« 8§ (7435, T7452. 1 0 100 12,418
< >

Figure 6 — Calculation results in Problem 5

The results of computational experiments for solving
optimal triplex partitioning problems of the square with
fixed and optimally located centers are shown in Figures
7-9. The Manhattan metric (Figures 7, 8) and the Euclid-
ean metric (Figure 9) were used to calculate the distance
between points.
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1

6 DISCUSSION

Unlike the OMPS models and problems presented in
[4, 5, 12, 13], in this paper, first, the partitioning criterion
is refined by considering the average cost of providing a
service to a client, calculated for all centers that can serve
them. This allows for a more accurate representation of
the service provision in the objective function.

Second, the results of multiplex partitioning of sets
with constraints on the centers’ capacity are presented for
different approaches of calculating capacity utilization.
Specifically, cases are considered where the demand for a
service in the k-th order zone is distributed among the
corresponding centers either proportionally to their ca-
pacities (as in [12, 13]) or evenly. In both cases, the ca-
pacity utilization constraints are met because of optimal
partitioning, but the last may differ significantly. Typi-
cally, in the first case, the service areas for low-capacity
centers are smaller and their capabilities are not fully util-
ized. The full utilization of the small center capacity is
characteristic for an even demand distribution.

Under certain initial conditions, the placement-
partitioning results correspond to the properties of the
solutions of OMPS problems presented in [12, 13]. When
capacity constraints are present, they are always satisfied,
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and the objective functions of the primal and dual prob-
lems converge with acceptable accuracy.

Thus, the obtained results confirm the validity of the
developed mathematical model for optimal zoning of ter-
ritories with the facility location in the form of an optimal
multiplex partitioning problem of continuous sets.

CONCLUSIONS

The scientific novelty of this research lies in the theo-
retical justification of methods and algorithms for optimal
multiplex partitioning of sets. This is achieved through
the formulation and proof of propositions and theorems
that establish the properties of the functional, define the
set of feasible solutions, and determine the necessary and
sufficient conditions for optimality.

The practical significance of this research lies in the
ability to apply the developed methods and algorithms for
decision-making in the distribution of structural objects
within a logistics system and the determination of their
service zones based on specific criteria.

Future research will focus on generalizing these prob-
lems by considering the temporal variability of the de-
mand function, the hierarchical structure of logistics sys-
tems, and the multi-stage nature of distribution processes.
Additionally, efforts will be made to adapt the developed
algorithms for practical applications in territorial zoning,
taking into account existing infrastructure and intercon-
nections between real-world objects.
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MATEMATHUYHI OCHOBA METO/IB OIITUMAJIBHOI'O MYJbTUIVIEKCHOI'O PO3BUTTS
KOHTUHYAJIbBHUX MHOXHWH

Kopsimkina JI. C. — a-p TexH. HayK, TOUEHT Kadeapyu CHCTEMHOTO aHaji3y Ta ynpasiiHHs HamioHalpHOro TeXHIYHOTO yHiBep-
curety «JIHIMpOBChKa NomiTexHika», JJHinpo, Ykpaina.

Jly6eneun [I. €. — acmipant kadeapw CHCTEMHOTO aHami3y Ta yHOpaBliHHA HaIlioHaJBbHOTO TEXHIYHOTO YHIBEPCUTETY
«JIHIpOBCHKA ToMIiTeXHiKa», JHinpo, YkpaiHa.
MineeB O. C. — kaHJ. TexXH. HayK, JOIEHT Kadeapu CHUCTEMHOTO aHai3y Ta ympaBiiHHA HarioHadbHOTO TEXHIYHOrOo

yHiBepcuTeTy «J{HInpoBchka nojitexHika», JIHinpo, Ykpaina.
CazonoBa M. C. — xanz. ¢i3.-MaT. HayK, AOCIIHUK CEKIli1 onTUMi3allii Ta Teopii cucteM kadeapu MatemaTiku KopoiBchkoro
TexHosoriyHoro inctutyTy, Crokrosism, LIBeris.

AHOTAIIA

AKTyanbHicTh. O0'€KTOM IOCIIIKEHHS € MPOIEC PO3MIIIECHHSI CEPBICHUX HEHTPIB (CIyk0 COLIaIbHOrO 3aXUCTY, CKIA/iB aBa-
piiiHOro mocTayaHHs Ta iH.) 1 PO3MOALTY MK HHMH IONMTY Ha mociyry y perioni. IlpencrtaBieHo MmaTeMaTWdHi Mozeni i
OOTPYHTOBAaHO METOAM PO3B’S3aHHS ONTHMI3aliifHMX 3a7ad PO3MIIEHHS-PO3NOUTY, B SKUX IHepeq0aueHo IEepeKpUTTS CepBICHUX
30H Ha TOW BUIIAJIOK, KOJIM HAHOIIKUMH EHTP HEe 3MOXKE HAJ[aTH IOCIyTy. AKTyalbHICTh TOCIHIKEHHsI 00yMOBIIEHA HEOOXIIHICTIO
BUPIIICHHS 3aBJIaHb, 0B’ 3aHUX, IIPUMIPOM, 3 TEPUTOPIAIBHUM PO3IOAIIOM 00’ €KTIB JIOTICTHYHUX CHCTEM i 3aBYaCHUM ILIaHyBaH-
HSM 3amo0DKHMX 3aXOAiB B paifoHaX MOTSHIIMHMX TEXHOTCHHHMX aBapill, opraHisauii eBakyauidHuX mpoueciB abo HaJaHHS
MePBUHHOT I'YMaHITapHOT TOMOMOTH HACEIICHHIO y Pa3i HaJ3BUYAHUX CUTYAIii.

Meta — 3a0e3nedeHHs] HaJaHHS TapaHTOBAHOTO CEPBICY y KOPOTKHH TEPMIH HUISIXOM MPUKPIIUICHHS KIi€HTa A0 AEKLTBKOX
HAONMMKYNX HEHTPIiB, PO3POOICHHS BiIMOBITHOTO MAaTEMAaTUYHOTO Ta MIPOTPaMHOT0 3a0€3MCUCHHS.

Mertoa. BeneHO MOHATTS XapaKTepHCTUYHOI BEeKTOP-(yHKIiT po30UTTS K-ro MOpsaKy MHOXUHH, TEOPETUYHO apryMEHTOBAHO
BHUKOpHCTaHHs npouexypu JIII-penakcanii 3agadqi, 3amucanol y TepMiHax TaKUX XapaKTepUCTHYHHUX (QyHKIiH. MaTemarnune 3a0e3-
TICUCHHS PO3POOJICHO 3 BAKOPUCTAHHSIM CJIIEMEHTIB (DYHKI[IOHAIBHOTO aHali3y, Teopii IBOICTOCTI, HETIAAKOT ONTUMI3aIlii.

PesyasTaTn. [IpencraBieHo i JOCTIKEHO MaTeMaTHYHY MOJENb ONTHMAIBHOTO TEPUTOPIaJbHOIO 30HYBAaHHS 3 PO3MIILICHHIM
LCHTPIB, MPU HASIBHOCTI OOMEKEHb Ha IXHi MOTYXKHOCTI y BUIJISIAI HEMEPEPBHOI 3aa4i ONTUMATIBHOTO MYJIBTUIUICKCHOTO PO30HTTS
muoxkuH (OMPM), sika omucye po3oAiibyi MPOIECH B JOTICTHYHMX CHCTEMaX 3a KPUTEepissMH MiHiMi3alil BificTaHi 10 JEKiIbKOX
HAMOMMKYNX [EHTPIB 3 ypaxXyBaHHIM 1X MOKIHBOCTEH. [loBeIeHO P TBEPHKEHB Ta TEOPEM CTOCOBHO BIACTHBOCTEH (PYyHKITIOHATY
1 MHOXXHMHH JOITyCTUMHX PO3B’s3KiB 3amadi. OTpuMaHO HEOOXifHI Ta IOCTaTHI YMOBH ONTHMAJIBHOCTi, Ha SKHX O0a3yrOTbCs
Ppo3po0IIeHi METOAN 1 AITOPHUTMH OITUMAIEHOTO MYJIBTHIUICKCHOTO PO3OUTTS! MHOXKHH.

BucnoBkn. TeopeTnuHi MONOXKEHHS 1 pe3yNbTaTH OOUYHMCIIOBAIBHMX EKCIEPHMEHTIB, HaBeleHI y pOOOTi, CBig4aTh Ipo
KOPEKTHICTh PO3POOIEHOT0 MaTEMAaTHYHOTO arapara i JISTKO MEepeHOCATHCS Ha OKpeMi BHIAJKH pO3TIIHyTol 3amadi. JloBeneHi
TBEP/KEHHS Ta TEOPEMH JIeKaThb B OCHOBI OOYMCIIOBAIFHMX METOJIB ONTHMAJIBHOTO 30HYBAaHHS TEPUTOPIH 13 PO3MIIIEHHIM
LIEHTPIB, SIKi BAPTO BUKOPHCTOBYBATH IIPH OpraHi3awii po3nojiTy MaTepiallbHUX IMOTOKIB JUIS OL[IHIOBaHHS MICTKOCTI IIEHTPIB i MapKy
3a/IisTHUX TPAHCHOPTHHUX 3aCO0iB.

KJIIOYOBI CJIOBA: koHTHHyalbHa MHOXHHA, MYJbTUIUIEKCHE po30uTTs, ontuMisauis, JI[I-penakcaris, ymoBu
ONTUMAJIBHOCTI, 338124l PO3MIiLICHHA-PO3MOILTY.
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ABSTRACT

Context. The relevance of the article is driven by the need for further development of object recognition (classification)
algorithms, reducing computational complexity, and increasing the functional capabilities of such algorithms. The graph invariant
proposed in the article can be applied in machine vision systems for recognizing physical objects, which is essential during rescue
and monitoring operations in crisis areas of various origins, as well as in delivering firepower to the enemy using swarms of
unmanned aerial vehicles.

Obijective is to develop a graph invariant with low computational complexity that enables the classification of physical objects
with a certain level of confidence in the presence of external interference.

Method. The physical object to be recognized (identified) is modeled by a connected undirected weighted graph. To identify the
constant characteristics of different model graphs, the idea of selecting the minimum and maximum weighted spanning trees in the
structure of these graphs is applied. For this purpose, the classical and modified Boruvka-Sollin’s method are used (modified — for
constructing the maximum weighted spanning tree). Such a stratification of the structure of the initial graph into two layers provides
a larger information base during image analysis regarding the belonging of a certain implementation to a certain class of objects.

Next, for each of the resulting spanning trees, two numerical characteristics are calculated: the weight of the spanning tree and
the Randi¢ index. The first characteristic contains indirect information about the linear dimensions of the object, while the second
conveys its structural features. These characteristics are independent of vertex labeling and the graphical representation of the graph,
which is a necessary condition for graph isomorphism verification. From these four obtained characteristics, an invariant is formed,
which describes the corresponding physical object present in a single scene.

To fully describe one class or subclass of objects in four scenes (top view; front and rear hemispherical views; side view), the
pattern recognition system must have four corresponding invariants.

Results. 1) A two-layer invariant of a weighted undirected graph has been developed, enabling the recognition of physical
objects with a certain level of confidence; 2) A method for recognizing physical objects has been formalized in graph theory terms,
based on hashing the object structure using the weights of the minimum and maximum spanning trees of the model graph, as well as
the Randi¢ index of these trees; 3) The two-layer invariant of the weighted undirected graph has been verified on test tasks for graph
isomorphism checking.

Conclusions. The conducted theoretical studies and a series of experiments confirm the feasibility of using the proposed graph
invariant for real-time pattern recognition and classification tasks. The estimates obtained using the developed method are
probabilistic, allowing the system operator to flexibly approach the classification of physical objects within the machine vision
system’s field of view, depending on the technological process requirements or the operational situation in the system’s deployment
area.

KEYWORDS: physical object, weighted undirected graph, isomorphism, minimal (maximal) spanning tree of a model graph,
graph invariant, pattern recognition, algorithm, method.

ABBREVIATIONS V isa set of vertices of the model graph G ;
UMS is an unmanned systems; v is a number of vertices of the graph G ;
EW is an electronic warfare. E is a set of edges of a model graph G ;
g is a number of edges of a graph G ;
. . NOME.NCLATURE i . G-~ is a model graph of object implementation;

G is an undirected weighted graph modeling an object;
© Batsamut V. M., Batsamut M. V., Bashkatov Y. H., Tolstonosov D. Yu., 2025
DOI 10.15588/1607-3274-2025-2-7 OPEN (o) AcCESS

84



p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

G’ is a minimum spanning tree of a model graph G ;
G” is a maximum spanning tree of a model graph G ;
E’ is a set of edges that make up atree G';

E" is a set of edges that make up a tree G” ;

W (G’) is atree weight G';

W (G") isatree weight G";

r(G") is a Randi¢ index for the tree G';

r(G") is a Randi¢ index for the tree G” ;

B(G) is agraph invariant G,

n is a dimension of the invariant;

e; is an edge of a graph:

w(e;) is a weighting edge &

d(v;), d(v;) is a degrees of vertices between which

there is an edge S

X™ is a training sample;

m is a sample size;

Y is a set of object class hames;

N is a number of implementations of objects subject
to classification;

O is an estimation of the computational complexity
of the algorithm;

P is a probability of correct classification of objects.

INTRODUCTION

The experience of combat operations conducted on the
territory of Ukraine since 2014 and Russia’s large-scale
war against Ukraine, which began on February 24, 2022,
indicate that increasing the combat effectiveness of means
of defeating enemy manpower and equipment, developing
new and improving existing types of weapons equipped
with elements of artificial intelligence, remains a promising
direction of development in the field of developing new
models of weapons and military equipment.

The experience gained during the war years confirms
that the massive use of both air, surface (underwater), and
ground-based unmanned systems (UMS) on the battlefield
clearly creates advantages over the enemy [1]. Such
advantages can lead to positive changes in favor of their
troops even at the operational level. In confirmation of
these words, it is enough to recall the change in the
operational situation in the Black Sea basin, which
occurred as a result of the use of unmanned surface
vehicles of the Sea Baby and Magura types by the
Ukrainian Defense Forces against the Black Sea Fleet of
the Russian Federation over a certain period of time.This
influence forced the Russian Federation to relocate the
main combat fleet to Novorossiysk.

At the same time, it should be noted that UMSs
(ground, air, surface) are equipped with video cameras,
which allows the operator of such a complex to control
the drone in real time and direct it to the target. One of the
effective ways to combat unmanned aerial vehicles is the
use of electronic warfare (EW) means.The general
principle of operation of EW means is to introduce
artificial interference into the radio communication
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channels of the drone control, which allows such a device
to be diverted from the target, and even to disable it at a
considerable distance from the target.

Recently, to increase the effectiveness of the use of
UMS in conditions of EW, manufacturers have begun to
use elements of artificial intelligence, equipping their
products with target "capture" systems, the so-called
automatic UMS targeting systems.After the operator fixes
the target, the drone attacks it in autonomous mode,
which makes it invulnerable to enemy EW at the final
section of the trajectory.

In the case of using a swarm (large group) of
unmanned aerial vehicles, control according to the
“operator-drone” scheme becomes ineffective, since it
requires an appropriate number of operators, and most
importantly, their coordinated work in a group in a rapidly
changing environment, which is practically impossible to
achieve in practice (this especially applies to aerial drones
and is due to their relatively high flight speeds and the
complexity of controlling the drone in the air).In order to
eliminate this problematic situation, the control of the
drone swarm is carried out under the control of artificial
intelligence, according to the “launch it and forget it”
principle.For this purpose, the next stage in the
development of artificial intelligence was the introduction
of so-called machine vision systems, equipped with
methods and appropriate special mathematical and
software for following a set route, recognizing,
identifying images (targets) and distributing them
between individual swarm agents (its subgroups) for
effective destruction of enemy military equipment and
other targets (inflicting maximum possible losses).

Upon arrival in the designated area, such a swarm of
drones “independently” solves the task of inflicting the
most effective fire damage on the enemy [2]. In the face
of enemy EW and other obstacles on the battlefield
(weather, natural, time of day, smoke, dust, camouflage
elements, etc.), the problem arises of detecting enemy
targets and correctly recognizing them for further
distribution among the group’s agents for effective
destruction.The essence of distributing targets is to
determine their number by category, to determine the
degree of importance of each category, to screen out
unimportant targets and to directly distribute the group’s
agents to important (defined) targets for their destruction.

The problematic issue of machine vision in this
process remains obtaining a clear image of targets in
conditions of external interference, their (targets) correct
recognition and classification into certain categories in
conditions of image noise.Another problematic issue is
the time characteristics of pattern recognition algorithms
(their computational complexity), which is caused by the
high speed of aerial drones. Of course, these characteristics
in machine vision systems tend to be reduced.

Endowing multi-agent systems with certain behavior
(intelligence), in particular in matters of pattern
recognition in conditions of external battlefield
interference, requires the development of certain methods

of working with images.
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In general, the task of pattern recognition lies in the
plane of checking images for isomorphism of their
corresponding model graphs. For this purpose, the
calculation of constant characteristics of graphs, the so-
called invariants, is carried out. In completely identical
images, the invariants of the corresponding model graphs
selected for evaluation are the same, which allows us to
draw certain conclusions. If the invariants differ, the
corresponding images are considered different. This
approach is classical and is used in cases where there are
no interferences in the process of obtaining the initial
image of a physical object (or in conditions where such
influence is insignificant), for example: passenger flow at
airports and border checkpoints; quality control of
products in production; identification of a citizen within
the framework of performing various police functions;
electronic processing of texts and documents, etc.

In battlefield conditions, the influence of extraneous
conditions on the quality of the image of objects is usually
significant, which significantly affects the efficiency of
machine vision systems. However, even in such
conditions, the task of recognizing and classifying images
must be performed, even with some loss of recognition
reliability. Therefore, the decision rules for classifying
images can be probabilistic in nature.

The object of the study is a pattern recognition
process.

The subject of the study is the stability of graph
invariants for solving pattern recognition problems.

The purpose of the study is to develop a graph
invariant with low computational complexity, which will
allow classifying physical objects with a certain level of
confidence in the presence of external interference.

1 PROBLEM STATEMENT

Pattern recognition problems, among others, can be
formalized and solved using graph theory models and
methods [3], since graphs best model the structure of a
physical object. That is why we will model the
implementation of images by some weighted undirected
graph G=(V,E), where V ={v;,...,v,} — a set of graph
vertices that model key points in the structure of an object;
E={e1,...eq} — the set of graph edges that model the

linear elements of an object. Each edge from the set E will
have a certain weight coefficient w(e;;), which will

quantitatively characterize the length of the edge &;; .

Taking into account the features of pattern recognition
in conditions of external interference, the formulation of
the corresponding problem in general terms will have the
following form.

Let X be a set of descriptions of physical objects, and
each object xe X is modeled by a weighted undirected
graph G. Let Y is the set of object class names. There is
an unknown target dependency — mapping y* XY,
whose values are known only on the objects of the
XM ={0xq, Y2)soos (X Ym)} - It s

training sample
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necessary to develop an invariant B(G)={w, ®,,...,0n},

and based on such an invariant, construct an algorithm
a: X —Y, capable of classifying arbitrary objects xe X .

2 LITERATUREREVIEW

One of the theoretical bases of pattern recognition is
graph theory. Within the framework of this theory, pattern
recognition usually involves testing different model
graphs for isomorphism. It is believed that if the model
graphs are isomorphic, then the objects corresponding to
them are identical, and vice versa, in the absence of
isomorphism, the test objects differ from each other to
some extent. Such a simple rule allows for the
classification of objects. A sign of graph isomorphism is
the identity of their invariants — constant characteristics of
the graphs selected for comparison (numerical, structural,
geometric, etc. characteristics). In the case of an ordered
set of several such characteristics, we speak of a hash
function. Typically, hash functions are used to increase
the reliability of recognition.

A fairly large number of works are devoted to the
problem of detecting isomorphisms of graphs, one of the
most characteristic of which is [4-6]. A number of
generalizations are also given in such works as [7-10]. In
[5] it is shown that such problems are combinatorial and
difficult to solve. Algorithms for solving them in
asymptotics have factorial computational complexity. In
this regard, only heuristic methods remain acceptable for
solving such problems [3, 6].

Therefore, neither the branch and bound method nor
mathematical programming methods will be effective
here, which at best reduce the complexity of the problem
from factorial dependence to polynomial (as a rule,
relative to the number of vertices of the graph), and this is
unacceptable for solving problems of practical dimension.
At the same time, existing heuristic methods for solving
such problems (or rather, attempts to solve them) have, as

a rule, computational complexity O(|\/|°) , Where 4<¢<6

[5, 6, 11], which also sharply limits the dimensionality of
the problems solved in practice. For real-time operation, it
is desirable to have the computational complexity of the
corresponding methods (algorithms) at the level ¢<3 [6].

In [6], the authors presented an interesting approach to
determining graph isomorphism, which is based on an
invariant in the form of binary trees obtained as a result of
the convolution (reduction) of model graphs. The authors
of the article claim that the computational complexity of
the corresponding algorithm does not exceed the estimate

o)
In [12], the author proposed a graph invariant based

on calculating the shortest path matrix between all pairs
of wvertices of the model graph. The corresponding

algorithm also has a computational complexity of o(Mg‘) ,

since it is based on the Warshall-Floyd or Bellman
algorithm with the appropriate complexity [13, 14, 15].
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However, the problem of reducing the computational
complexity of pattern recognition algorithms does not
lose its relevance today, and in the military sphere it
acquires new, more stringent requirements. Our article is
devoted to solving this problem.

3 MATERIALS AND METHODS

Unfortunately, no graph invariant has been discovered
yet that would unambiguously indicate graph
isomorphism. Attempts to find such an invariant were
made by scientists in the 1960s-1980s, but were
unsuccessful [16].

However, it is necessary to solve specific problems of
pattern recognition, and this forces us to return to the
development and study of invariants that would allow us
to solve the problem of the existence or absence of
isomorphism with a high degree of reliability.

The invariant proposed in this article is based on the
definition in the structure of the initial model graphG its
minimum and maximum weight of spanning trees G’ and
G" respectively, Fig. 1.

G=(V,E)
I'“““"““NI/_ _____________ |
\4 \4
layer 1: layer 2:
G'=(\/,E,) G":(V,E”)

Figure 1 — Model graph layering G

Assertion. Any arbitrary undirected weighted graph
G = (v, E) with cycles, if only vw(e;) are not the same,
has at least two spanning trees G’ and G",
moreoverw(G') <w(G"), ENE"=#J .

This splitting of the structure of the initial graph into
two layers (hence the title of the article) provides a larger
information base during further analysis of the image for
the purpose of its reliable classification, since both trees
characterize the same physical object. Thus, the spanning
tree G’ will contain a certain set of minimal, in a certain
sense, linear dimensions of a physical object, and the
spanning tree G" — respectively maximum. Therefore, it
becomes possible to obtain two numerical characteristics
w(G') and w(G"), which will characterize the model

graph G:

w(G)= > w(e): (1)
ve;;eG’

wG)= ¥ wie) (2)
ve;;eG”

We will also determine the structural features of a
physical object by two layers. For this, we will use the
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Randi¢ index [17], which characterizes the degrees of
vertices between which there is an edge:

1
r:\,eijzeE [d(w)-d(v;) - 3)

Thus, for G’ and G" we will
corresponding numerical characteristics
rG").

Therefore, the invariant proposed in this article is a

four-dimensional object (hash function) and will be
described by the following expression:

obtain the
r(G") and

B(G) ={w(G'); w(G"); r(G"); r(G")}- 4)

The general algorithm for pattern recognition will
consist of the following steps:

1. Obtain an image of a physical object from video
and photo recording devices.

2. Using the Haar feature method, find the key points
of an object in its image [18, 19, 20].

3. Based on the resolution of video or photo
recording devices, determine the linear dimensions of the
object, then proceed to the normalized values of these
dimensions. To this end, determine the largest linear
dimension in the composition of the physical object and
list all the others relative to it. Therefore, all dimensions
must be within the interval (0, 1]. Form a model weighted
graph G.

4. Based on the model graph G, construct the
treesG' and G" . For this purpose, use one of the well-
known algorithms: Boruvka-Sollin’s [21] or Kruskal’s
[22]. To construct a tree G"”, modify the specified
algorithms in terms of the order of selection of edges of
the model graph G — the selection should be made from
edges with a larger value of w(g;) in the direction of

edges with a smaller value of w(e;).

5. Behind the built trees G’ and G" by expressions
(1) and (2) calculate numerical characteristics w(G') and
w(G") in accordance. By expression (3) -
characteristicsr(G') and r(G"). Using expression (4),
construct an invariant of the model graph G — prototype
of a physical object.

6. For different classes of objects that are potentially
subject to recognition, form appropriate training samples
with the most probable characteristics of invariants. One
of the known methods is to perform recognition of
physical objects on the ground.

4 EXPERIMENTS
In the course of the experiment, we will first of all
investigate the stability of the invariant to image
distortions (noise). To do this, we will calculate the
corresponding characteristics of the invariant for the
reference image, then for the image of the same physical
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object, but in a different scene. Then we will determine
the degree of deviation of the second invariant from the
invariant for the reference image. A tank is chosen as the
physical object T-72M, Fig. 2, a.

F \? 9 ﬁ 0.p6 ofr 0.p6
fﬂ E‘ 0p4 0.pa
e A
e | s e
|/ — 1
| = 05
l\ q 1o 10
£ Q@ (=
‘ ! et
. = L) ol
2l o7 o7
t o
[T 049
® o.E U.EB ops  opo
[ &

Figure 2 — T-72M tank (top view):
a — key points of the object; b — weighted model graph G

The model graph G and the normalized weights of its
edges are presented in Fig. 2, b. The length of the object’s
chassis was chosen as the standard linear dimension.

The constructed trees G’ and G"” are presented in
Fig. 3.

L a-o2-n o159 P69 [ g:o--n ]
0.06 o7 0.06 of7
[ ] ] [ s
o.pa 0.p4 o0.p4 0.p4
5 st e
0.85 0.5
1 10
*—oi—f—oi—e —H3I—@—01—@
02 oz
o33 B33 L ] B33
o7 047 0.7 o047
L ] -2
o.49 0.1 o4s
[ :ooan ] [ e e ] & 0:16
0.09 1] 1] o.ps D.ED 0.09
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Figure 3 — Weighted Span Trees of a Model Graph G :
a—-tree G';b—-tree G”
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Based on the edge weights shown in Fig. 3 according
to expressions (1) and (2), we obtain w(G’") =444,
w(G")=6,77.

The calculated Randi¢ indices of the edges of the trees
G’ and G" are shown in Fig. 4.

"
&
.
p
b

0.dsg 0.354
B B ®
0%7 ols 0.5877 0.408
i 833
0.dos 0.489 - 0. 33m
_ i ¢ s @ 66
0.354 [

o5 o5 o5 D.ﬁ'DS .L S50 IE.FS’? P

a b

Figure 4 — Randi¢ indices:
a—-tree G';b—-tree G”

According to expression (3), we obtain r(G') =13.285
and r(G")=13.128. Therefore, the invariant for the

reference image of a physical object (see Fig. 2, a) will
have the form B(G) ={4.44; 6.44;13.285;13.128} .

Let us imagine that the observer is in a different
position relative to the object (upper hemisphere, side
view). The object is represented by a weighted model
graph G, Fig. 5. As can be seen from the figure, in this

position additional elements of the object were opened for
viewing, which were not visible in Fig. 2. Such elements
are: the front part of the object; its left caterpillar. In
addition, thanks to such a scene, some linear dimensions
of the object changed, but insignificantly.

Figure 5 — Weighted Model Graph G« of the T-72M tank (upper
hemisphere, side view)
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Let’s build the appropriate trees Gx and Gx, see
Fig. 6.

Figure 6 — Weighted Span Trees of a Model Graph G, :
a—tree G.;b—tree G’

Using expressions (1) and (2) for the graph G, we
obtain its numerical characteristics: w(Gx) =4.42 and
w(Gx) =7.41. The calculated Randi¢ indices for the edges
of the trees G« and G« are shown in Fig. 7.

Figure 7 — Randi¢ indices:
a—tree G.;b—tree G/
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According to expression (3), we obtain the following
numerical characteristics: r(G,)=13.178 and

r(GY)=11.075.

Thus, the invariant for an alternative representation of
a physical object (see Fig. 5) will be represented by the
expression B(G,) ={4,42;7,41;,11178;11,075}.

Next, we will evaluate the recognition capabilities of
the algorithm based on the proposed invariant. To do this,
we will determine the degree of deviation of the images
shown in Fig. 2 and Fig. 5. For this purpose, according to
expression (5), in four-dimensional space (by the number
of elements of the invariant), we calculate the distance (d)
between two points corresponding to the invariants B(G)

and B(Gx«) . The expression looks like:

d= é(xi -y)? ®)

where d - distance between points; X, and Yy, — elements
of invariants B(G) and B(G,) in accordance.

For this, with respect to r(G’) , which is the maximum
numerical characteristic in tuples B(G) and B(G,), their

elements are normalized. As a result of normalization, we
obtained:

B(G) ={0.334; 0.485; 1; 0.988}

B(G«) ={0.333; 0.557; 0.841; 0.833}.

The results of the calculations show that d =0.23.
Since Fig. 2 shows a “reference” image of a physical
object of the “tank” type, with a probability of P ~0,77
the image presented in Fig. 5 can also be attributed to the
class of physical objects of the “tank” type.

The obtained probability value is quite high. However,
it should be noted that this probability estimate was
obtained based on the results of a single comparison of
two images of the same object located in different scenes
(only to demonstrate the essence of the approach to
pattern recognition using the developed invariant). It is
clear that this estimate cannot be extended to all other
possible cases and other physical objects. Under other
conditions, the probability of assigning a particular
physical object to one or another class of objects will be
somewhat different.

In order to reveal the actual recognition ability of
pattern recognition methods using the developed type of
invariant, a well-known method was used — the method of
standards [27].

The experiment was built according to the following
scheme. The input training matrix had three classes of
possible enemy targets: “tank”; “plane”; “truck”, (see
Fig. 8). The number of subclasses was from two to three.
The corresponding training matrices mainly consisted of 4
records of invariants (tuples) characterizing the
corresponding objects in four scenes: top view; view of
the posterior and anterior hemispheres; side view.
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Figure 8 — Structure of the training matrix

For each subclass, 40 different implementations were
tested — images of the corresponding physical objects.
Therefore, the total number of implementations that were
subject to classification according to the training matrix
was equal to N =320.

The following results were obtained from the
experiment. At the class level, all images were correctly
classified. At the subclass level, there were isolated cases
of misclassification within one class. Thus, some
implementations were classified as belonging to other
subclasses. The number of such errors and their nature are
given in Table 1.

Table 1 — Number and nature of cases of image misclassification
during the experiment

«Tank» «Airplane» «Truck»
subclass 1 (ih) (i\) I’ {i\} I{
4)
subclass 2 1\ T ) (6)
subclass 3 l g]
Total images 120 120 80
Error, (%) 6.6 75 )

Therefore, taking into account the results of the
experiment, it can be stated that the proposed invariant
provides the correct classification of images: at the class
level with probability P =1; at the subclass level with
probability upto 0.8<P <0.9.

5 RESULTS

The two-layer invariant of the weighted undirected
model graph proposed in the article allows:

— due to the individual properties of the two spanning
trees into which the initial model graph is stratified,
expand the information base for analyzing physical
objects during their classification.

— using the numerical characteristics of two spanning
trees used in its composition, describe both the linear
dimensions of a certain physical object and its structural
features, which are the main aspects for classifying
objects.
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— with a high probability of performing correct pattern
recognition.

6 DISCUSSION

The stratification of the object structure into two
substructures and the set of numerical characteristics of
the model graph proposed in the article allowed us to
develop and propose an invariant that allows us to check
graphs for isomorphism, and thus, to use this approach for
the classification of real physical objects.The numerical
characteristics used in the invariant characterize both the
linear properties of the object and its structural properties,
which is an important point in the process of recognizing
enemy military equipment on the battlefield.

The stratification of the initial structure of the model
graph into two conditional layers (minimum and
maximum weight spanning trees) allowed to increase the
recognition capabilities of methods based on graph theory
tools. Thus, the probability of correct classification of
objects belonging to different classes is equal to P =1,
the accuracy of classification of objects of different
subclasses approaches 0.8<P <0.9.

An important characteristic of various algorithms,
including pattern recognition algorithms, is their
computational complexity. It is clear that on real
structures, and therefore on structures with a larger
number of nodes and denser ones, the number of
operations for searching for spanning trees will be much
higher. Therefore, the computational complexity of the
combinatorial ~ algorithm  that  determines  the
characteristics of the proposed invariant will be
determined by the computational complexity of its “basic
element” — the algorithm for finding the spanning tree,
which is estimated by O(E log V) [24]. Since two trees
need to be found, the total computational complexity of
the combinatorial algorithm can be estimated as
O(2[E log V]).

The obtained logarithmic estimate of the
computational complexity of the algorithm is quite
acceptable for its use in real time.

CONCLUSIONS

The article solves a relevant scientific and applied
problem — the development of a graph invariant, using
which it is possible, with a high level of probability, to
correctly recognize various physical objects.

The scientific novelty of the developed graph
invariant is as follows:

1) in the stratification of the initial structure of the
model weighted undirected graph into two spanning trees
— minimal and maximal in weight, which allows doubling
the degree (depth) of verification of linear and structural
properties of the same physical object;

2) in proposing an invariant structure containing two
linear and two structural properties (characteristics) of
objects, which allows checking model graphs for
isomorphism and, on this basis, classifying objects.

The practical value of the proposed invariant is due
to the fact that its application ensures the probability of
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correct classification of objects P =1 (at the class level),
and 0.8< P <0.9 (atthe subclass level).

The computational complexity of the algorithm for
calculating the invariant proposed in the article has a
logarithmic dependence on the dimension and density of
the model graph, which allows using such an algorithm in
real time.

A promising direction for further researchis the
development of a complete invariant of a model graph
with polynomial computational complexity.
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JIBOILIAPOBU IHBAPIAHT I'PA®A JIJ151 PO3SIII3HABAHHS OBPA3IB

BaunamyTt B. M. — x-p Biiicbk. Hayk, mnpodecop, HadaJbHUK HAYKOBO-JOCHIJHOTO ILEHTPY CIyX00B0O-0010BO1
nisttbHOCTI HamonanmsHOI rBapaii Yikpainn HanionansHoi akanemii HamionaneHo1 rBapaii Ykpainu, XapkiB, YKpaiHa.

Banamyt M. B. — cTynent JIbBiBCEKOTO HaIlIOHATBHOTO YHiBepcuTeTy iM. [Bana @panka, JIpBiB, YKpaiHa.

BamkatoB €.I. — kaHz. BiliCBK. HayK, IOIECHT, HadaNbHUK Kadempu TakTuku HamioHanpHOI axamemil
HartionansHoi reapaii Ykpainu, Xapkis, YKpaiHa.

Toscronocos JI. FO. — kaHx. 10pua. HAyK, JOLEHT, 3aCTYIIHUK HadaJbHHUKa Kadeapu OOHOBOrO Ta JIOTICTUYHOTO
3abe3neueHHs (akynbTeTy Ciy:)k00B0O-00HOBOI misuibHOCTI HarionansHoi rBapaii Ykpainu KuiBcbkoro iHCTHUTYTY
Hauionanenoi reapaii Ykpainu, Kuis, Ykpainu.

AHOTALIA

AKTyalIbHiCTh. AKTYalbHICTh CTaTTi OOYMOBIIOETBCS IMOTPEOO y MOAJbLUIOMY pPO3BUTKY alrOPUTMIB
posmizHaBanHs (kiacudikaiiii) 006’ €KTiB, y 3MEHIIEHHI O0YHCIIOBAIBLHOT CKIAMHOCTI 1 30UIbIIEHH] (PYHKIIIOHATBHUX
MOXJIMBOCTEH TaKHX aJrOPHTMIB. 3alpONOHOBAHUII y CTATTI iHBapiaHT rpada Moke OyTH 3aCTOCOBAHHH Yy CHCTEMaXx
MaIIMHHOTO 30pYy UIA pO3Mi3HaBaHHS (i3MYHUX OO’€KTiB, MO0 € BAXJIMBUM Yy XOJII BHKOHAHHSA PSATYBAIbHUX,
MOHITOPHHIOBUX 3aBIaHb y KPHU30BUX palOHAaxX DI3HOIO XapaKTepy IOXO/DKEHHS, a TaKoX Y XOAi HaHEeCCHHST
MIPOTUBHHUKY BOTHEBOTO YPaXKEHHS 13 3aCTOCYBaHHSAM POIO OE3IMIIOTHUX araparis.

Merta podoTu monsrae B po3poOJeHHI iHBapiaHTy rpada 3 HHU3bKOK OOYHCIIIOBAIBLHOI CKIAIHICTIO, SKUHN
JI03BOJISITHME 3 IEBHUM PIBHEM JIOBIpUOi iiMOBIpHOCTI KinacudikyBaTu (izudHi 00’ €KTH B yMOBaX 30BHIIIHIX 3aBa/.

Meton. ®izuunuii 06’€KT, MO MiIArae po3nizHaBaHHiO (imeHTH(IKAIT) MOICTIOETHCS 3B’ SI3HUM HEOPi€HTOBAHUM
3BaXCHUM TrpadoM. J[J1s1 BUSBICHHS CTAIMX XapaKTEPUCTHK PI3HUX MOJAEIBHUX rpadiB 3aCTOCOBAHO iICt0 BUIUICHHS B
CTPYKTYpi IUX rpadiB MiHIMAJIBHOTO I MaKCHMAJILHOTO 3a Barol KapKaCHUX JIEPeB. 3 Ii€I0 METOK 3aCTOCOBYETHCS
KJIacH4yHuUii i MogudikoBanuit Mmetoau bopysku-Costina (MoaudikoBaHuid — 11 TOOYIOBH MaKCUMAJIBHOTO 3BaXKEHOTO
KapKacHOro JiepeBa). Take po3niapyBaHHS CTPYKTYpHU MOYATKOBOrO Tpada Ha Ba MIapu Hajaae 6inbuiol iHpopMmauiitHoi
6a3n y xo/i aHasi3zy 300pakeHHs 110,10 IPUHAIEKHOCTI ITEBHOI peajtizamii 10 JeIKOoro Kiacy 00’ €KTiB.

Jai, 0 KOXKHOTO 3 OTPUMAaHHMX TAaKUM YHHOM KapKacHHUX JepeB, BINIIYKYIOTBCS 3HAYCHHS JBOX YHCIIOBHX
XapaKTEpUCTHK. Bard KapKacHOTO JepeBa Ta iHaekcy Panmiva. Ileprma xapakTepucTuka Hece B c00i OMOCEpEIKOBaHY
iH(opMario mpo JiHIAHI po3Mmipu 00’e€KTy, a apyra — mpo Horo cTpykrypHi ocobmmBocTi. Lli XapakTepucTuku He
3ajexarb BiJ] CIOCOOy MO3HAYEHHs BEPIIMH Ta rpadiuHoro 3o00paxkeHHs rpada, Mo € HeoOXiITHO YMOBOI JUIst
nepeBipku rpadiB Ha i30MopGhi3M.3 OTpUMAHKX TAKUM YHHOM YOTHPHOX XapPaKTCPHUCTHUK CKIIAA€ThCS IHBApiaHT, SIKUM
OIMHUCYETHCS BIAMOBIMHUH (Di3uuHMIA 00’ €KT, 1110 ITepeOyBae B O/IHIN CIICHI.

Jlyist MOBHOTO OMKCY OJHOTO Kiacy abo MifKiacy 00’€KTiB B YOTHPHOX ClieHaX (BHI 3BEPXY; BHI MEPEIHBOI Ta
3a7HBO1 noJTycdep; Bua 300Ky) cucTeMa po3mi3HaBaHHs 00pa3iB MOBMHHA MaTH YOTHPH BiMOBIIHI iHBapiaHTH.

PesysabTaTu. 1) Po3pobiieHo qBOIIapOBHii iHBapiaHT 3BaXKEHOTO HEOPIEHTOBAHOTO rpady, sIKUil TO3BOJISIE 3 IEBHUM
piBHEM H0BipuOi HMOBIpHOCTI posmizHaBati ¢i3uyni 00’ektH; 2) B Tepminax Teopii rpadie dhopmanizoBaHo MeTOx
posmizHaBaHHS (I3WYHUX OO0 €KTIB, IO 3aCHOBAHMM Ha XEIIyBaHHI CTPYKTypH OO’€KTy Barol0 MiHIMAIBHOTO 1
MaKCUMaJIBHOTO KapKacHHUX JAepeB MojenbHOro rpady, a Takox iHAekcom Pannmiua mmx nepes; 3) BukonaHo
BepHiKariro JBOIIAPOBOTO iHBAPIaHTY 3BaKCHOTO HEOPIEHTOBAHOTO Tpady HA TECTOBHX 3a/avax 3 MEpeBipKH rpadis
Ha i30Mopdizm.

BucHoBku. [IpoBesieHi TeopeTHuHI JOCHIIKEHHS Ta HHU3Ka TPOBEIACHUX EKCIIEPUMEHTIB MiATBEPIKYIOTh
MOXKIIUBICTh BUKOPHUCTAHHS MPOIIOHOBAHOTO iHBapiaHTy rpadiB B 3a/auax po3mi3HaBaHHs Ta Kiacudikaiii oOpa3iB B
Macmtabi peanbHoro uacy. OIIHKH, [0 BHPOOJSIOTHCS 13 BHUKOPHCTaHHSIM pPO3POOJIEHOIO METOMY, HOCSTh
WMOBIpHICHHH XapakTep, WO J03BOJSIE 0CO0i, SiKa HAJAIITOBYE CHUCTEMY MAIIMHHOTO 30pY, THYYKO MiAXOAWUTH 10
knacugikanii GiznyHUX 00’€KTIB B MOJI 30pYy TaKOi CHCTEMH, BUXOJASYM 3 BUMOT JIO TEXHOJIOTIYHOTO Iporecy ado 3
YMOB OIIepaTHBHOI 0OCTAaHOBKH B PailOHI 3aCTOCYBaHHSI CHCTEMHU.

KJIFOYOBI CJIOBA: ¢i3nunnii  00’eKkT, 3BaKeHHWH HeopieHTOBaHWHM Tpad, i3oMopdisM, MiHIMaIbHE
(MakcuManpHe) KapkacHe JepeBo MOJeIbpHOro rpada, iHBapianT rpada, po3mizHaBaHHS 00pa3iB, arOPUTM, METO/.
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ABSTRACT

Context. Situation anticipation, prediction and planning play an important role in intelligent environments, allowing to learn and
predict the behavior of its users, anticipate maintenance and resource provision needs. The object of study is the process of modeling
the situation anticipation and planning in the situation-aware systems.

Obijective. The goal of the work is to develop and analyze the ontology-based framework for modeling and predicting the situa-
tion changes for intelligent agents, allowing for proactive agent behavior.

Method. This article proposes a framework for anticipation and planning based on GFO ontology. Each task or problem is con-
sidered a situoid, having a number of intermediate situations. Each task or problem is considered a situoid, having several intermedi-
ate situations. The framework is focused on the analysis of changes between situations, coming from anticipated actions or events.
Contextually organized knowledge base of experiential knowledge is used to retrieve information about possible developments sce-
narios and is used for planning and evaluation. The framework allows to build and compare trajectories of configuration changes for
specific objects, situations or situoids. The planning and anticipation process works in conditions of incomplete information and un-
predicted external events, because the projections are constantly updated using feedback from sensor data and reconciliating this
information with predicted model.

Results. The framework for reasoning and planning situations based on GFO ontology, allowing to model spatial, temporal and
structural data dependencies.

Conclusions. The situation anticipation framework allows to represent, model and reason about situation dynamics in the intelli-
gent environment, such as intelligent residential community. Prospects for further research include the elaboration of contextual
knowledge storing and processing, reconciliation and learning procedures based on real-world feedback and the application of pro-

posed framework in the real-world system, such as intelligent security systems.
KEYWORDS: GFO, situational awareness, anticipation, situation analysis, situoid.

ABBREVIATIONS

GFO is a General formal Ontology;

ISFO is an Integrated System of Foundational Ontolo-
gies;

IFDAO is an Integrated Framework for the Develop-
ment and Application of Ontologies;

GOL is a General Ontological Language;

DFIG is a Data Fusion Information Group;

UFO is an Unified Foundational Ontology;

DCIM is a Data Collection and Interpretation Module;

SMA is a Situation modeling agent;

GMM is a Goal management module.

NOMENCLATURE

Tsk is a task;

tt,teng IS @ starting and ending times of task or si-
tuoid,;

Su is a situoid,;

Sitst', Sitgny are the starting and ending situations in
situoid,;

Ch is a chronoid;

Cfy, isaconfiguration in the time moment t; ;

Glintsi Is an agent’s intention in moment t; ;

© Burov E. V., Zhovnir Y. |., Zakhariya O. V., Kunanets N. E., 2025
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%4

Cm is a conceptual model;

Cmgnyti is @ conceptual model of environment in
moment t;;

Cmeonti 1S @ conceptual model of context in the mo-
ment t;

Fsim is a function measuring the distance between
two contexts;

Pl isaplan;

Ac is a specification of action;

Fser s a function for selecting the situation trajectory
using criteria Cr;

TP is a true positive;

FP is a false positives;

FN is a false negatives;

TN is a true negatives detections;

Tresponce 1S @ time of response;

Tanalysis 1S @ time of analysis;
Taction IS @ time of action execution;

S(t) is a current situation at time t, described by the

parameters of the environment;
A is a set of available agent actions;
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€ is a set of possible external events that affect the
situation;

K is a contextually organized knowledge base that
contains data on previous situations and scenarios of their
development;

P(S;,a,e) is a model of transition between situations

that determines the probability of transitioning from a
situation;

From §; to S; for actions a € A and events e € E;

o is a set of sensor data updated in real time;

T is a trajectory of changes in situations
S(t),S(ty), S(t,) for a given period of time;

n is an optimal action plan of the agent a;,a,,...ax

to achieve a given goal;
S(t) is a predicted situation at a given time t; .

INTRODUCTION

The recent progress in information technology and ar-
tificial intelligence fueled by further growth of computa-
tion capacities creates many opportunities in all areas of
economy and research. The scientific and technological
area of intelligent ambience follows the age-old vision of
intelligent environments helping humans to live fulfilled
lives [1]. It is a recurrent theme in literature on smart
homes and ambient intelligence [2, 3]. Situational aware-
ness is a required feature for agents implemented in the
intelligent environment, because it permits to discover
potentially dangerous situations, guess and follow user’s
intents and act proactively [4, 5]. Situational awareness,
in turn requires the ability to model and reason about
situations and actions leading from one situation to an-
other. Such ability is also linked to the implementation of
goal-driven behavior of agents. The purpose of this article
is the development of a conceptual framework for situa-
tion anticipation and planning analysis based on General
Formal Ontology (GFO).

The object of study is the process of modeling the
situation anticipation and planning in the situation-aware
systems.

The implementation of such a process is a necessary
condition for the development of fully autonomous intel-
ligent agents. However, existing models, such as DFIG
model [6] don’t support it.

The subject of study is the frameworks and methods
for modeling the situation development in intelligent
agents.

The purpose of the work is to develop and analyze
the ontology-based framework for modeling and predict-
ing the situation changes for intelligent agents, allowing
for proactive agent behavior.

1 PROBLEM STATEMENT
Let us assume that we have:
Input variables: S(t), A, €, K, P(S;,a,e), .

Output variables: t, m, S(t).

© Burov E. V., Zhovnir Y. |., Zakhariya O. V., Kunanets N. E., 2025
DOI 10.15588/1607-3274-2025-2-8

Optimization criterion:
The task of forecasting and planning is to minimize
L(x, rA) where

the loss function

L(r,%):id(s(t),SA(t), where d(S,S) measure of
-1

deviation from the real situation S(t), S(f)from the pre-
dicted.

Limitation

VYacA ec E+P(Si,a,e)e[0,1].

Trajectory z must be achievable in the situation S(O).

Forecasting and planning must work in conditions of
incomplete information o(t) = S(t), where S(t) is a
complete description of the environment that is not avail-
able due to limited sensors

Problem statement:

The task of developing a framework for predicting
situations and planning in intelligent environments is to
construct an optimal trajectory T and action plan 7

based on transition models P(S;,a,e), knowledge K,

current sensor data o and ensuring proactive agent be-
havior when fulfilling optimization criteria L(z,7) in
conditions of uncertainty and limitations.

Knowledge base Knb is organized around tasks, which
are represented as situoids Su and agent’s intents, and
stores the information about situations dynamics in the
form of intermediary situations Sit and actions Ac lead-
ing from one situation to another:

(Siti s Glint, K AC) —> SltJ
The problem is to build a reasoning framework, allow-

ing to represent and model the situational dynamics in the
form of a sequence of situations S(t;),S(t,),S(t,), using

the knowledge from knowledge base Knb and similarity
function F,, evaluating the similarity between current
context Cmgy, ¢ and contexts from knowledge base.
Suppose given the original sample as a set of prece-
e =],

dents (instances) < x,y >, where x=:x5{,x={xj

y={y’]s=12..8i=12 .N.

For a given sample of precedents <x, y> the problem
of model synthesis can be presented as the problem of
finding <F(,w>: ys*:F(W,xs), f(FQ,w,<Xx,y>)—0pt, where
the model structure F() usually specified by the user in
practice, and the set of controlled parameters w is adjusted
based on the training sample.

In turn, the problem of subsample formation from a
given sample <x, y> is to find such a set

of <X, y'> x‘c{xs},y'z{ﬂxs ex},5'<S,N'=N, wherein

f(<x,y'><xy>) — opt.
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2 REVIEW OF THE LITERATURE

The integration of situational awareness into intelli-
gent agents presents a significant challenge within the
field of artificial intelligence. The primary factors that
contribute to this challenge include:

— The necessity of incorporating both predictive abili-
ties and environmental perception, alongside the reason-
ing and evaluation of potential actions.

— Being focused on objectives while utilizing goals to
empower intelligent agents with agency and autonomy,
aiding in the selection of the most crucial goal to pursue
at any given moment, and taking actions that align with
this goal.

— Concentrating on a specific area of the environment
relevant to the chosen goal, emphasizing shifting attention
rather than explicitly querying and selecting related in-
formation.

— Utilizing contextual knowledge effectively.

The ambiguous nature of knowledge, where ontology
concepts may have multiple meanings depending on con-
text.

The ever-changing environment necessitates continual
updates and validation of the model.

In the same time the ability to represent situation re-
lated information and reason about it remains the major
requirement for autonomous intelligent agents [7].

The recent advancements in our comprehension of
cognitive mechanisms in the human mind have the poten-
tial to offer valuable insights into the realm of artificial
intelligence systems. This cognitive process has evolved
over millennia and stands as the most effective form of
cognition known to us presently [8].

The notion of concept is foundational in our under-
standing of cognition. Concepts emerge from the act of
categorization and identification of patterns within our
mental constructs. Once established, concepts are utilized
to construct predictive frameworks of the environment.
Devoid of concepts, our experiential perception would be
limited [9].

Concepts serve to provide meaning to our environ-
ment, enabling us to engage in rational thinking through
interconnected concepts. The fluid nature of concepts
entails that their meanings evolve based on the context
and intentions of the user. Prototype theory is used to ex-
plain the diverse interpretations of concepts across vary-
ing scenarios [10, 11].

Concepts not only mirror tangible entities in the real
world, but also extend to abstract and imaginative con-
structs. The capacity to manipulate abstract concepts
showcases the human mind’s potent ability, enabling us to
transcend constraints imposed by working memory capac-
ity and processing speed.

Hence, conceptual modeling, characterized by the pro-
ficiency in developing and reasoning with conceptual
frameworks, proves to be an effective method for infor-
mation representation and processing. This approach
holds promise for integration into artificial intelligence
systems.
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According to contemporary comprehension within
cognitive psychology [12], the human brain engages in
the navigation and evaluation of the surrounding envi-
ronment through the utilization of predictive modeling.
Formerly, the concept of consciousness was depicted as a
sequential progression, commencing with the perception
of the environment, followed by the interpretation of data
readings, the construction of a model based on said inter-
pretations and existing knowledge, and ultimately, the
process of decision-making and subsequent action.

The predictive models derive from recollections of
past encounters, serving as a framework of pertinent pat-
terns that are continuously reconstructed (updated) while
considering the prevailing objectives and environmental
attributes accessible through sensor data. Individuals
without prior experiences are essentially deprived of such
experiential knowledge and thereby struggle to compre-
hend their present circumstances.

The external information is perceived as alterations
within the environment, which are then reconciled with
the predictive model to form a cohesive entirety.
Throughout this reconciliation process, the model itself
may undergo modifications. Such process occurs across
various levels of abstraction, beginning with overarching,
fundamental principles and gradually delving into specific
details.

The usage of predictive modeling yields multiple
benefits, such as enhanced responsiveness to environ-
mental and objective changes, the capacity for logical
reasoning and knowledge acquisition, along with the con-
tinual adjustment of patterns based on real-world encoun-
ters. The mind persistently generates hypotheses regard-
ing the current context and subsequently checks them
against sensory input, various communication mediums,
and the outcomes of logical deliberation.

The insights derived from the existing comprehension
of the human cognitive process of situational awareness,
which revolves around predictive modeling, could be lev-
eraged to refine the models pertaining to situational
awareness within agents operating in intelligent environ-
ments.

Predictive and anticipation computing are integral to
enhancing the functionality and user experience of intelli-
gent environments. These technologies leverage data ana-
lytics, machine learning, and artificial intelligence to cre-
ate smart environments that respond proactively to user
needs.

However, there’s a difference between predictive and
anticipatory computing [13]. Anticipatory computing in-
volves awareness of past, present, and future, enabling
proactive responses to changing conditions. This ap-
proach allows for a more dynamic and responsive intelli-
gent environment, where systems can anticipate and adapt
to various scenarios. In contrast, predictive computing
focuses more on forecasting future events based on his-
torical data. Both predictive and anticipatory computing
are used in resolving multiple problems and accomplish-
ing tasks in intelligent environments. They are integral to
enhancing the functionality and user experience of intelli-
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gent homes. These technologies use data analytics, ma-
chine learning, and artificial intelligence to create smart
environments that respond proactively to user needs.

The analysis of literature shows that the application of
predictive computing in intelligent environments, such as
intelligent homes is happening in such areas:

— Personalized user experience involves analyzing
user behavior and preferences, and smart home systems
can adapt their operation to individual needs. For exam-
ple, artificial intelligence algorithms can learn a user’s
daily routine and adjust lighting, heating, and entertain-
ment systems accordingly. This personalization increases
comfort and convenience, making homes more intuitive
and responsive to the lifestyle of their residents [14-17];

— Energy management is predictive analytics and can
optimize energy consumption by analyzing usage pat-
terns. Smart devices can adjust heating and cooling sys-
tems in real time, resulting in significant energy savings
and cost reductions. For example, systems can adjust set-
tings in advance based on predicted occupancy or weather
changes [17, 18];

— Predictive maintenance involves performing predic-
tive calculations that can predict potential failures in de-
vices and systems, allowing for proactive maintenance.
By monitoring device performance and usage data, smart
home systems can alert users to problems before they lead
to breakdowns, thus extending the life of devices and
minimizing downtime [17, 19];

— Improved security, as smart security systems use
predictive analytics to detect unusual patterns that may
indicate security threats. For example, Al-powered cam-
eras can recognize familiar faces and alert homeowners to
strangers, providing real-time security updates and auto-
mated responses to potential breaches [20]. Another ap-
plication of machine learning and predictive analytics is
risk assessment using Al. Al can analyze historical secu-
rity data to identify patterns and predict future risks. This
allows for more robust security protocols tailored to the
specific threats a household faces [21];

— 10T integration provides predictive computing that
enables seamless integration of a variety of smart devices
in the home. This interconnection allows devices to ex-
change data and information, creating a cohesive intelli-
gent environment that enhances user experience. For ex-
ample, a smart thermostat can communicate with security
systems to adjust heating when the home is empty, opti-
mizing both comfort and energy efficiency [22].

3 MATERIALS AND METHODS

The important precondition to building knowledge-
based system for intelligent agents is selecting the under-
lying conceptual constructs used to build the framework
model. This task is crucial to the research, because on its
result depend such properties of framework as expressi-
bility, the ability to communicate and process knowledge.
In our research is used the method of ontological model-
ing, based on formal foundational ontology.
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Such an ontology provides the logically non-
contradictory set of interrelated conceptual constructs
which are well-grounded in reality. Foundational ontolo-
gies, such as Unified Foundational Ontology (UFO) [23],
General Formal Ontology (GFO) [24] supply the basic
sets of elements, the vocabulary and syntax rules to build
the anticipation framework upon them. Both UFO and
GFO are rich in details and are well developed.

However, the important additional requirement for a
framework working with anticipated situations is the sup-
port of spatial and temporal conceptual constructs. As a
foundation of our modeling framework, we have selected
GFO (General Formal Ontology) which is 4d ontology
[25], supporting spatial and temporal conceptualizations.

GFO is a foundational ontology that provides a sys-
tematic framework for describing forms, modes, and
views of existence across different levels of abstraction
and granularity. It combines methods from mathematical
logic, philosophy, artificial intelligence, and linguistics.

GFO is a component of ISFO (Integrated System of
Foundational Ontologies). ISFO is a part of an Integrated
Framework for the Development and Application of On-
tologies (IFDAO). Besides ISFO the system IFDAO in-
cludes the subsequently developed modules: a Library of
Ontology Languages, and a System of Development
Tools. This system of tools supports the development of
domain oriented and generic ontologies.

One of the main philosophical principles of GFO is
foundational ontology should allow for different, even
logically inconsistent conceptualizations, reflecting the
variety of perspectives in different contexts. Foundational
ontology is represented as partial order if logical theories,
some of which may be inconsistent with theories not situ-
ated on the same partial ordering path [26, 27]. Therefore,
ISFO represents an integrated and evolutionary system of
foundational ontologies.

The important part of ISFO is GOL (General Onto-
logical Language) used to express ontological concepts
and relationships [28]. It provides a formal means for
defining and structuring knowledge within ontologies.
GOL allows otologists to create axiomatic theories and
specify the semantics of concepts. While GFO represents
the foundational principles, GOL serves as the linguistic
vehicle for expressing those principles. GOL enables the
development of domain-specific ontologies by providing
a standardized way to describe entities, properties, and
their interconnections.

Let’s consider the components of GFO related to the
representation of changes in the state of the world, being
important for modeling predictions. The existence of an
object in time is described with three interrelated con-
cepts: presential, persistent and perpetuant. Presentials are
individuals which are fully present in time-point. Presen-
tial is a state of an individual in specific time moment.
Persistent is a universal, which instantiates presentials.
This instantiation comes in every time moment. Persistant
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corresponds to an individual that can change and preserve
its identity (it is a collection of presentials in multiple
time moments. Perpetuant is an individual, instantiated by
persistant and describes a specific individual which
changes over time. For example, a Person is a Persistant;
John is Perpetuant; John in specific time moment is Pre-
sential.

Topoid is a basic ontological category in GFO that
represents a connected, bounded region of space. It is
used to model spatial locations and can be thought of as a
generalized spatial region that can vary in its dimensional-
ity (e.g., points, lines, surfaces, volumes). Each topoid is
characterized by its spatial extent, dimensionality and
boundaries. Spatial Extent describes where entities are
located.

The concept of topoid is flexible in terms of dimen-
sionality, allowing for the representation of different
kinds of spatial entities:

— 0D Topoid: a point;

— 1D Topoid: a line or curve;

— 2D Topoid: a surface or area;

— 3D Topoid: a volume or solid region.

Topoids are characterized by having clear boundaries,
making them distinct from other spatial regions. Topoids
play a crucial role in GFO’s spatial ontology [29], provid-
ing a foundational element for representing spatial aspects
of reality. They can participate in various spatial relations
such as containment, adjacency, overlap, and separation.
Topoids are integrated with other ontological categories
in GFO, such as objects and processes, to provide a com-
prehensive model of reality. For example, in the case of
intelligent residence topoid can represent its location and
territory, the locations of specific buildings, the trajecto-
ries of moving objects.

The concept of chronoid is central to how GFO mod-
els the temporal dimension of reality. A chronoid is an
ontological category that represents a connected, bounded
region of time. It is used to model temporal intervals and
periods, providing a way to describe when events and
processes occur. A chronoid is characterized by its tempo-
ral extent and boundaries. Temporal Extent means that
each chronoid occupies a definite duration in time.
Boundaries allows to distinguish between different chron-
oids and temporal regions.

Chronoids are important in GFO’s temporal ontology,
allowing for the representation of time-related aspects of
reality [30]. They can participate in various temporal rela-
tions such as precedence, overlap, containment, and suc-
cession. Chronoids are integrated with other ontological
categories in GFO, such as objects and processes. In the
context of intelligent residence chronoid, for example,
could be used to represent a schedule for cleaning and
maintenance.

A configuroid is an ontological category that repre-
sents structured configurations or arrangements of enti-
ties. It is used to model the specific way in which entities
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are organized or related to one another within a particular
structure.

Configuroids have such key characteristics: Structural
arrangement, Composite nature and relational properties,
identifying connections between parts in the structure.
Configuroids can participate in various structural rela-
tions, such as part-whole relationships, adjacency, and
connectivity. In the context of intelligent home con-
figuroid could be used to represent the structure of com-
puter network.

However, it is important to differentiate between
terms “configuration” and “configuroid”. A *“configura-
tion” refers to a particular arrangement or setup of com-
ponents within a system. It emphasizes the state or condi-
tion of being arranged or structured in a specific way.
Configuration is state-oriented and describes the specific
structure state in specific time moment. Configuration is
contextual, often implying the context or circumstances
under which entities are arranged. For instance, the con-
figuration of a machine might refer to how its parts are
assembled and how it operates under specific conditions.
Configurations can change over time as entities are rear-
ranged or modified.

A configuroid is an ontological category used to rep-
resent structured configurations or patterns in a more for-
mal and abstract manner. It serves as a higher-level con-
cept that captures the essence of structured arrangements.

In the GFO, a situoid is a concept used to represent
situations or contexts [31]. It is an essential component
for modeling the contextual and situational aspects of
reality within ontology.

Situoids exhibit following characteristics:

— Contextual complex due to situationoids are used to
capture the entire context or situation, including all rele-
vant entities and their relationships;

— Temporal and spatial boundaries are the constraints
on the situationoid in both time and space, i.e. it exists
within a specific time range and spatial region;

— The dynamic nature of situationoids, as they can
change over time as entities and their relationships evolve
within the context.

Situoid is a unit of comprehension. Comprehension
here refers to the act of understanding or grasping the
meaning of something, whether it is the experience, the
formation of concepts, or the recognition of objects.

In the context of situoids, comprehension plays a cru-
cial role in making sense of the events or elements that
make up a situoid. It involves considering these events or
elements together in a single mental act before they can
bear any meaning. Comprehension in situoids comes be-
fore inference or judgment and involves considering the
events or elements as a whole, rather than focusing on
individual steps or relations. Theoretical comprehension
of a situoid involves being able to find a universal cate-
gory that the situoid is an instance of which includes the
finding of similar situoids in experiential knowledge.
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Situoid can be defined by the goal or task and consid-
ered as a movement between two bounding situations,
current and the target one. Situoids integrate with other
ontological categories in GFO, such as objects, processes,
topoids (spatial regions), and chronoids (temporal re-
gions), to provide a comprehensive model of reality. Each
situoid has associated topoid, chronoid and configuroid. It
means that it happens in space and time and the world is
undergoing structural change during its existence.

Situations are situoid configuration in specific time
moments. We can consider them as slices of situoids in
the time points. Situoid is bounded with situations and
can have a number of situations inside. Each situation,
like a situoid can be considered as a whole, but also ana-
lyzed structurally.

For example, a medical emergency in a hospital can
be represented as a situoid. This situoid would include
patients, doctors, nurses, medical equipment, and their
relationships and interactions during the emergency. It
captures the specific spatial region (e.g., an emergency
room) and the temporal duration (e.g., the time during
which the emergency unfolds).

The proposed framework model explores the situ-
ational dynamics with ontological models of situoids and
situations using topoids, chronoids and configuroids to
specify spatial, temporal and structural aspects of situa-
tions and allow to model each situation development
process as a whole.

4 EXPERIMENTS

Intelligent residential community systems need pre-
dictive mechanisms and anticipative analysis to deduce
and follow user needs and behavior, make decisions and
plan, look for possible issues and understand their conse-
quences. On the other hand, the software agent working in
intelligent residence has a limited set of tasks and prob-
lems; its activity is constrained both in time and space,
which makes the implementation and functioning of such
agent less resource intensive.

We consider the anticipatory and planning framework
from the perspective of intelligent agent with situational
awareness, which uses it. In [32] is shown that prediction
and modeling feature constitute the central function of
intelligent agent. This article also proposes the structure
of such an agent as a set of interacting functional mod-
ules.

Let’s define the core assumptions and requirements
for the anticipation and planning framework:

— The basic building blocks of this framework are pro-
vided by GFO ontology;

— The planning and modeling will be represented as
situational dynamics within situoids;

— The predictions and models in framework will use
experiential knowledge about situational dynamics in
similar situations and situoids;
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— Knowledge and modeling are organized contextu-
ally, a context being defined as specific task/goal being
achieved in specific environment;

— Therefore, only relevant to context elements will be
included in situation specification;

— The framework should support planning for the exe-
cution of tasks and reaching goals. But it should also al-
low us to model the development of situations when an
agent is idle;

— Knowledge models are updated from comparison of
predicted situations with real ones. The information about
parameters of real state comes from the sensors;

— Framework will support different levels of granular-
ity and specificity in planning. This will allow us to coun-
teract the lack of information and incremental self-
correcting movement towards the goal,

— It will also allow for multivariate modeling, consid-
ering different scenarios of situations development in the
future;

— Historical information about past situations will be
used to detect patterns and make decisions.

To understand the functioning of the proposed antici-
pation framework we need first to describe its place
within the larger system of intelligent residential commu-
nity. For the purpose of this article, we will use the sim-
plified version of agent architecture from [32] (Fig. 1).

Sensors are in the agents, local to specific devices,
placed in different parts of intelligent residential commu-
nity. A separate functional module, Data Collection and
Interpretation Module (DCIM) collects data from devices,
interprets it according to agent’s ontology and stores them
in database. Using data obtained from sensors DCIM
builds the Environment model which contains data about
found objects and their parameters dynamics. DCIM also
uses the Environment model to detect patterns in data
indicating known or threatening developments to timely
counteract them. Environment model is a conceptual
model, storing the dynamics of objects tracked in intelli-
gent community over time. It is represented as a temporal
knowledge graph [33].

DCIM interacts with Situation modeling agent (SMA)
populating the models of situations with relevant objects
information. Situation modeling-agent may ask DCIM for
additional information and formulate the data collection
task. DCIM also performs searches in the external data-
bases and web upon the request of SMA. Goal manage-
ment module (GMM) provides the current task and intent
for intelligent agent. SMA uses experiential knowledge
from knowledge base and updates it in the process of
learning. Contextual model is used to constrain the situa-
tion model taking into consideration the current goal and
agent’s environment.
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Figure 2 — The representation of situational dynamics in a situoid

5 RESULTS

Intelligent agent in every moment of time executes a
task T This task is done in time and space, and therefore
has a start t; and completion moments te,g. Even if such
an agent is doing nothing, it is aware of this and performs
the observation of environment, predicting the natural
changes happening in the observed environment.

Since the purpose of this article is to describe the
planning and anticipation framework, we will omit the
analysis of space dimension changes, described by corre-
sponding topoid, unless it is involved in the detection of
behavioral patterns in the intelligent community.

SMA can work with multiple tasks and problems in
parallel. However, for the sake of simplicity we will ex-
clude from our analysis the coordination of different tasks
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and focus on the predictions and planning within a single
task.

Situoid GFO object is suitable for the representation
of such task, because the dynamics of task execution and
the prediction of future states can be represented as a se-
guence of situations inside the situoid. Each situoid Su is

bounded by situations. The starting situation Sit' corre-

sponds to the state when the task was issued. The ending

situation  Sitghy corresponds to the state when the task is

completed or abandoned. Starting and ending situations
are projected onto chronoid Ch, in this case — a timeline,
where situations are placed. Between the starting and end-
ing situations in situoid exist a number of intermediate
situations (Sity, Sit;,, ..., Sity) , which are also attached to

the timeline (Fig. 2). Only the situations which represent
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some interest in anticipation or planning process are con-
sidered.

Apart from task, situoid can be created to reach the
specific goal or resolve the detected problem. The process
of modeling situations in all cases is similar. Each situoid
created is considered as a whole within the context of task
execution in the current environment.

Context for the situations is provided by the current
state of environment and current intent Glin in task exe-
cuted in it. The agent’s environment model Cmgpy e iS

provided by DCIM as a part of Environment model
CMepyte 2 Cm;m\,.tc for the current time t.. Context con-

strains and limits the number of elements included in the
model of situation to only relevant to the intention in cur-
rent time moment

CMeonte = (Cmenv.tC!CIint.tc ltc)- 1

The process of task execution is modeled as a se-
quence of situations (Sity Sity, .... Sity), and correspond-
ing sequence of configurations (Cfy, Cfi, . Cfw), . Each
configuration in sequence is represented as knowledge
graph:

Cfli = (SVcon J SEreI vti)v (2)

where SV, Iis a set of nodes, corresponding to objects
and SE, is a set of relationships used in situation specifi-
cation. Both objects and relationships are classified ac-
cording to the system’s ontology. Specific configurations
in (2) can be different, which reflects the situation con-
figurations dynamics in the process of task execution.

Each situoid created is considered as a whole within
the context of task execution. In each situoid we can spec-
ify the current situation, past situations, and the number of
projected situations. All those situations are taken into
account in making decisions for task execution.

Past situations are stored sparingly. They are usually
linked to important events or changes in the process of
task execution. Everything else in between is re-
stored/approximated at need using available situational
knowledge. The reason to preserve historical information
is to be able to detect patterns in historical data, which can
influence decisions and projections.

System creates only one version of the current situa-
tion. It is formed as an update of projected situation with
Environment model data. This data introduces corrections
into projected model, obtained from experiential knowl-
edge.

However, there are multiple projected future situa-
tions. One of them describes the task completion (ending

situation Sitghy ). There are situations, specifying mile-
stones or intermediary states placed between current and
end situation. And there’s the projection of the next situa-

tion, which is seen as a result of the implementation of
agent intention in the dynamic environment.
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As a basis for projections the experiential knowledge
is used. This knowledge is stored contextually, that is a
key for retrieval is context similarity. When a system
looks for information in knowledge base it looks for the
knowledge about the execution of similar task in similar
environment. When similarity is established, the system
makes a mapping between situation and knowledge pat-
tern. In this way access to knowledge represented by pat-
terns is provided.

Therefore, a function Fg,, measuring the distance be-
tween the current context (1) and the key-context

(Cm,';r?v,Gliﬁtt’)from the knowledge base should be im-

plemented. In the process of searching the value of this
function should be minimized:

Fsim : ((Cm‘env,tc'GIint,tc)a (lee(r?v:Gliﬁ%)) —min (3)

Knowledge is stored in the form of loosely organized
patterns. For each pattern the information about its usage
conditions is provided, including exceptions, variations
depending on environmental conditions. Patterns are or-
ganized as Pattern Language, where patterns are linked in
larger configurations of patterns or clusters. That allows
them to be used together. Patterns are formulated on
higher abstraction level, so one pattern could be used for a
host of similar situations with the variation of parameters.

Knowledge patterns are represented as conceptual
models in the form of weighted temporal knowledge
graphs. The weights in knowledge graph are used to man-
age importance/relevance of specific parts of graph in
specific situation. The temporal dimension of graphs will
help to project the application of knowledge in future and
place them on the situoid’s timeline.

Modeling the transitions between the situations is an
essential part of predicting future situations. These transi-
tions involve changes in parameters, produced by differ-
ent causes. Transitions could be natural and happen with-
out the agent’s intervention or they can be planned, in-
cluding the proactive agent actions.

We model the basic anticipation of change as two
situations and change leading from one to another
(Fig. 3).

The source situation Sitgc; is considered as a start-

ing point for change, the target situation Sityg 1 is the

ending point of change. There’s no limitation on how far
in time the target state is located. The sole constraint is
that it should be after the source situation t; >t;. After

the specification of source and target situation, the system
specifies the action, process or event from its experiential
knowledge which can change the source state to the target
state. This action or process we will summarily designate
as a plan PI. This anticipation of change could be consid-
ered as a situoid Su” fully contained within the initial si-
tuoid Su:Su > Su' Itis represented as a tuple
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SU ‘= (Sitsrc,ti y Slttgtj y PI y Cmcon) (4)

where PI is a plan. In case of a situoid Su' representing
the atomic change reflecting the current intention, instead
of plan we specify the action Ac. Contextual information,
reflecting the dependency from the environment and goal
is represented by Cmy,, -

At task creation the anticipation operation is first done
between the starting and ending boundaries of situioids.
The modeling system looks for processes executing simi-
lar tasks in the past. Such knowledge provides the plan,
intermediary states and the confirmation of the task feasi-
bility. Next, the situoid is split by intermediary situations
using the available knowledge. In this way a plan Pl for
reaching the goal, specified by the ending situation is
built. This plan can be represented by a complex graph,
like Gantt chart, including multiple intermediary situa-
tions.

Alternatively, a system could specify only starting and
ending situations, and mark some intermediary states,
without the detailed plan elaboration. This could be re-
quired in conditions of limited computational resources or
reaction time, or if there are too many unknowns and ran-
dom factors influencing the reaching of the goal. This is
not unlike the flexible development process.

However, every time the anticipation includes consid-
eration of basic transition between the current situation
and the next situations. Such change can be envisioned as
the result of the natural course of events (all changes are

produced by natural causes, no action from agent is done)
or some specific set of external events, or some actions
performed by intelligent agent. A modeling system can
create and analyze several future situations, compare them
and select the most appropriate course of actions for
agent.

The changes between the situations can be represented
as transitions between points in multi-dimensional space
of object parameters in conceptual space [34]. They can
be also specified as changes in configurations between
situations, highlighting the configurational dynamics. In
the process of projecting and planning it could be useful
to track trajectories of parameter changes. In the proposed
framework we envisage such trajectories:

— A trajectory for a specific object or its parameters
involves changing the parameters (configurations) of the
object or its connections between several intermediate
situations. For example, such a trajectory can reflect the
movement of a person on a campus;

— A situation trajectory considers the situation as a
single whole, as a holistic model. A situation trajectory
tracks changes between situations and is used to predict
multivariate development of situations within a single
situationoid. It is necessary to develop several situation
trajectories in order to adapt to possible external events
that occur and to create contingency plans. Another use
case for multivariate situation analysis is to predict and
compare the consequences of the actions of different
agents (Fig. 4);
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Figure 3 — Modeling changes between situations

© Burov E. V., Zhovnir Y. |., Zakhariya O. V., Kunanets N. E., 2025
DOI 10.15588/1607-3274-2025-2-8

102

OPEN a ACCESS



p-ISSN 1607-3274 PanioenexrpoHnika, indpopmatrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

Y

,,,,,,

Sit,.y Sit ¥

Y

" Condition

A 4

.

A )
ity Ju
e i

Figure 4 — Multivariate situation analysis with situation trajectories

— A situationoid trajectory is used when the execution
of a task generates other tasks that are not related to or are
not contained in the parent task and situationoid. In this
case, the agent operates on dependent projects and tasks,
each represented in its own situationoid.

The system builds several anticipation models and
gains useful information when comparing them. The first
such model is the Observer model. It implies no actions
from the intelligent agent, just following the natural flow
of events. What will happen if nothing is done. Another
model is the Intention model, representing the result of
immediate agent’s action. What will be the expected re-
sult of such an action? Intention models are always built
before an actual action is done, to anticipate the action’s
consequences and outcomes. Long-term planning models
have intermediary situations and goals. They are often not
specified in detail at start and are modified during the task
execution.

The current situation model is built based on the an-
ticipated model. This model is updated using data from
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Environment model provided by DCIM. In this operation
only differences between anticipated configuration and
real configuration are passed from DCIM. This allows us
to reduce data traffic and increase performance (Fig. 5).
Next, the system defines the Intention model Sity, for

the next situation and looks in knowledge base for possi-
ble actions leading to this situation. In this stage several
models SSityy ={Sit;} can be built including the Ob-

server model or different variants of Intention models
using different actions. The consequences of such actions
are projected in the form of situation trajectories. Next,
the most effective and efficient action variant is chosen

and implemented using selection function F, and selec-
tion criteria Cr:

Fsel 1 (SSityg,Cr) — min
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Figure 5 — Updating model with feedback from real-world data

The result of actions is tested observing the changes in
Environment model. Errors and deviations from the ex-
pected results are noted and corresponding corrective ac-
tions are planned, changing the future situation projec-
tions.

The differences between the built projections and the
real-world data are evaluated and, in case if they cannot
be compensated by simple change of parameters of pat-
terns used for anticipation, the patterns are updated, or
new pattern is created in knowledge base for the current
context. Thus, the intelligent system constantly reconcili-
ates its knowledge base patterns with the real-world feed-
back and updates its knowledge (Fig. 5).

Let’s consider an example of real-world efficiency
evaluation for the application of proposed framework for
the reasoning about security in larger residential commu-
nity. The environment is monitored using a variety of
sensors, embedded in surveillance cameras, movement
detectors, temperature sensors. System should detect and
generate the sequence of actions for intruder detection,
device malfunction or fire.

Let current context Cmgq ¢ in time moment t;, ob-

tained from the sensor supplied data be:

— Movement sensors: detected movement in parking
area;

— Survellance cameras: unrecognized person detected;

— Temperature sensors: data are within the normal
range.

Knowledge base Knb contains previously detected
situations:

© Burov E. V., Zhovnir Y. |., Zakhariya O. V., Kunanets N. E., 2025
DOI 10.15588/1607-3274-2025-2-8

104

—Sit; — usual activity (community members are in the
parking);

— Sit, —anomaly (intruder detected in the parking);

— Sitz— fire (detected by abnormal rise of tempera-

ture);
— Sit, — sensor malfunction.

Similarity function Fg,, compares the current context to

the situations in the knowledge base. Prior to using this
function current context specification Cmg, ¢ should be

transformed into vector form (using numerical encoding
of parameters). Next, F,, is calculated using the se-

lected similarity metric (such as cosine similarity (6) or
Euclidean distance).

n
ZCmi Sltl
i=1

\/iCmﬁ \/isnf

The results of similarity function calculations are:
~ Faim (CMeonc. Sity) =045 (low similarity);

— Fsim (Cmcon,tc, Sit2)=0-85 (high similarity);
= Fsim (Cmcon,tc’ Sit3)20.25;
( )=

I:sim =

(6)

- Fsim Cmcon,tc, Sit4 0.30.

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, indopmaTrka, ynpasninas. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

Selecting the situation with the highest similarity
function value, the system concludes that intruder is de-
tected. As a result, system activates the security protocol
for situation Sit,, consisting of such actions as security

personnel alerting, focusing additional cameras on the
intruder and tracking his movement, switching on addi-
tional movement sensors.

The system anticipates several possible developments
of the situation. For example, if security staff arrives cur-
rent context reverts to usual activity (Sit;). After the end

of incident situoid, the system stores the data about the
incident in knowledge base and updates the parameters of
similarity function for better detection in the future.
For the evaluation of efficiency of research problem solu-
tions following metrics are used:

1. The accuracy of situation detection is calculated by
comparing the number of correctly identified situations

TP to all possible situations:

TP +TN

Accuracy = .
TP+TN +FP+FN

()

For example, if TP =85FP =5FN =10, the accu-
racy is 0.85.

2. Response time. Average time for detecting the
situation and implementing a corresponding security pro-
tocol.

responce = Tanalysis + Taction ' (8)

For example, if Tynqysis 1S 0.5 s and Tagtion is 2.5s.

Tresponce =3s.

Similarity of contexts measure is calculated using
formula (6). For example, if current context Cmgoq ¢ IS
represented by vector [0.8, 0.6,0.9], and Sit, — by vector
[0.7,0.6,1.0], then using (6) we obtain
Fsim (CMcon,tc. Sit ) = 0.91 which reflects a high similar-
ity level.

3. Precision — the probability of making correct ac-
tions after the situation detection.
_TP
TP+FP

For example, if TP=85 and FP=5, then
Precision = 0.944 . With those quantitative metrics the user

can reveal the strengths and weaknesses of proposed
framework implementation and specify areas for im-
provement.

©)

Precision =

6 DISCUSSION
The ability to anticipate the future based on previous
experience is one of the main features of intelligence.
Humans are proficient in building multiple models of

future events, comparing and analyzing them to select the
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best course of action. In the process of such modeling the
results are compared to real-world data, experiential mod-
els and patterns are updated and learning occurs.

Intelligent agents should also implement the ability of
anticipation and planning to become fully autonomous
and capable of rational decision-making in real-world
situations. For example, intelligent security systems can
use predictions and experiential knowledge analysis to
detect unusual behavior patterns of visitors, responding in
real time to threats and learning new threats patterns.

The intended usage of the proposed framework is in
combination with knowledge graph based reasoning and
ontological modeling.

Compared to other methods and frameworks which
can be used to build goal-driven intelligent agents the
proposed framework offers several substantial advan-
tages.

Classical STRIPS (Stanford Research Institute Prob-
lem Solver) [35] method is working in deterministic envi-
ronments and does not implement learning. It also lacks
an ontological foundation.

BDI (Beliefs, Desires, Intentions) framework [36],
which is used to model goal-driven behavior of intelligent
agents, is general, it does not focus on situational dynam-
ics.

In recent years intelligent agents are increasingly us-
ing a variety of neuronal networks methods to acquire and
process knowledge. The proposed network offers the ex-
plainability advantage when compared to them.

Situational calculus [37] is modeling the situations
and transitions between them. However, it lacks modeling
support for temporal, configurational and spatial data and
ontological foundation. The usage of topoid, chronoid,
configuroid constructs in proposed framework enhances
the expressivity of the developed model.

The proposed framework operates with situations as
basic units of analysis and predictions tracking and antici-
pating changes between situations. Situations are repre-
sented as knowledge graphs with elements relevant to
current context. This context is defined by the current
state of environment and intention of intelligent agent.
Situations are anticipated using experiential knowledge
about changes in similar context in the past, stored in the
form of patterns in knowledge base. Knowledge patterns
are updated in the process of reconciliation with real-
world data, collected from sensors and external knowl-
edge providers.

Situations are described using GFO which is a rich 4d
ontology providing the ability to model the temporal, spa-
tial and configurational evolutions of situations. Situoid
element from GFO was chosen to represent the bounded
situation evolution corresponding to the process of ac-
complishment of a task or a goal or just modeling the
natural course of events. Situoid represents the unit of
comprehension and is considered as a whole. The basic
anticipation is represented by two consecutive situations
and the specification of event/actions leading to change
from one situation to another. The framework allows to
track and analyze the change trajectories for specific ob-
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jects, situations or situoids over time or contingent to spe-
cific conditions.

The proposed framework has the following advan-
tages:

— It is based on the GFO ontology, which provides a
logically coherent set of concepts and allows modeling
spatial, temporal, and structural data.

— Supports predictions with different levels of speci-
ficity. They range from a very detailed specification of the
implementation of an intention leading to the next situa-
tion to a high-level description of the future situation with
a small set of conditions. This allows us to work with
incomplete information in an unstable environment, when
the exact path leading to the expected situation is not yet
known. For example, in the security domain, a situation
can be defined in general terms as an unauthorized access
of a person to a restricted area, without specifying how
exactly this is done.

— Prediction and modeling of change trajectories al-
lows the system to build and compare the impact of sev-
eral courses of action, which forms the basis for making a
decision on the desired course of action. In addition, typi-
cal trajectories can become templates stored in a knowl-
edge base, and the system will be able to justify these
templates at a higher level of abstraction.

— The system uses knowledge from experience, which
can be obtained and improved by studying real data. In
the learning process, the system finds typical configura-
tions — templates and their dependencies, abstracting from
a lot of irrelevant details and finding the most important
properties of situations. For example, the system can find
typical behavior of end users in intelligent communities.
In addition, it can identify dangerous behavior and take
timely measures.

Among the drawbacks of proposed framework, we can
cite the high level of generality and abstraction, which on
one hand can lead to difficulties of building real-world
systems based on it, but on the other makes it applicable
to the large set of intelligent systems. Moreover, the rep-
resentation and management of experiential, contextual
knowledge requires further research and is a separate
complex problem. Also, knowledge reconciliation with
real-world data process is described only conceptually
and requires development in future research.

Nevertheless, the authors hope that proposed frame-
work will be useful in modeling anticipation functionality
in intelligent environment and can form the basis for fu-
ture research, leading to the implementation of intelligent
environments capable of situation anticipation and analy-
sis using experiential knowledge.

CONCLUSIONS

Representing and modeling the situation dynamics and
anticipating the changes is an important feature of
autonomous intelligent agent and a challenging task to
implement.

The scientific novelty of obtained results is in the de-
velopment of framework allowing to represent, model and
reason about situation dynamics in the intelligent envi-
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ronment, such as intelligent residential community. The
proposed framework is based on GFO ontology, which
provides a coherent set of conceptual constructs and logi-
cal tools to reason about them. Framework allows to
model different trajectories of situation development,
compare and reason about them. It is also suitable for
representing situations with different levels of specificity.

The practical significance of obtained results is that
the proposed framework can be applied in intelligent en-
vironments, such as intelligent homes, communities, sur-
veillance systems, built using autonomous intelligent
agents to represent, anticipate and model the situation
dynamics, select the preferred course of actions.

Prospects for further research include the elaboration
of contextual knowledge storing and processing, recon-
ciliation and learning procedures based on real-world
feedback and the application of proposed framework in
the real-world system, such as intelligent security sys-
tems.
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®PENMBOPK JIUISI NEPEJBAYEHHSI CHTYAIN TA IIJIAHYBAHHS B IHTEJIEKTYAJIBHUX
CEPEJJOBHILIAX

Bypos €. B. — 1-p TexH. Hayk, npodecop, npodecop kadeapu iHpopmaniiiHux cucrtem Ta Mepex HanioHanpHUH yHiBep-
cutet «JIpBIBChbKA MOJIiTeXHiKa», JIbBiB, YKpaiHa.

Kosnip 0. I. — acnipant xadenpu indopmariiinux cucrem i mepex HY «JIbBiBchka nonitexHika», JIbBiB, YkpaiHa.

3axapis O. B. — acnipanT kadeapu inpopmaniiaux cuctem i mepexx HY «JIpBiBchbka nostiTexHika», JIbBiB, YkpaiHa.

Kynanens H. E. — 1-p Hayk i3 couianbHuX KoMyHikauiil, npodecop, npodpecop kadbenpu inpopmaniiiHux cucreMm Ta Me-
pex HY «JIbBiBCchbKa momiTexHika», JIbBiB, YKpaiHa.

AHOTANISA

AxtyanbHicTb. IlepenbaueHHs, IPOrHO3yBaHHs Ta IJIAHYBAHHS CUTYallil BiirpaloTh BaXJIMBY POJIb y 1HTEJNEKTyaJIbHUX
CepelOBUIAX, IO3BOJSIIOYM BHBYATH Ta MPOTHO3YBaTH IIOBENIHKY CBOiX KOPHCTYBadiB, IependadaTd mNOTpeOu B
oOciyroByBaHHi Ta 3a0e3nedyeHHi pecypcamu. O0’€KTOM IOCHIKEHHs € MPOIeC MOAETIOBAHHS CHUTyallil, nepeadadyeHHs i
IUIaHyBaHHS B CUTYalliiiHO-00i3HAHUX CUCTEMaX.

Mera po6oru. Meroro poboTu € po3poOKa Ta aHaji3 OHTOJOTIYHOTO QPPEHMBOPKY Ul MOJICIIOBAHHS Ta MPOTHO3YBaHHS
JUHAMIKU 3MiH CUTyalii AJs iHTeleKTyalbHUX areHTiB, 10 JO3BOJIE peali3zyBaTH IPOAKTHBHY IOBEIHKY areHTIB.

Merona. VY 1iii cTaTTi 3anponoHOBaHa OCHOBA JUIs Nepe0avyeHHs Ta IIaHyBaHHs Ha ocHOBI oHToorii GFO. KoxHa 3ana-
4a abo 3a/1aua PO3IIILAAETHCS SIK CUTYO1], O Ma€ psj] NPOMIKHUX cuTyauiil. OpeliMBOpK Opi€HTOBAHUI Ha aHAI3 3MiH MK
CUTYyallisIMH, CIPUYMHEHHUX THepen0dadyeHUMu JissMu  abo moxissmMu. KOHTeKCTyallbHO oOpraHizoBaHa 0a3za 3HaHb
BUKOPHCTOBY€ETHCS UL OTPUMAaHHs iH(OPMALT IPO MOXKIIUBI CIIeHapii pO3BUTKY MOAII 1 BUKOPHCTOBYETHCS JUIS ITAHyBAHHS
Ta ouinku. OpedMBOPK 103BONIsIE OyayBaTH 1 MOPIBHIOBATH TPAEKTOPii 3MiHM KOHQIryparii Ajas KOHKPETHHX O00’€KTiB,
cutyaniif abo cityoinis. IIpouec nnanyBaHHs i nepeadadeHHs IpalLOe B yMOBaX HENOBHOI iH(popMalil i HenepeadauyBaHUX
30BHIIIHIX TOJii, TOMY L0 MPOTHO3U MOCTIHHO OHOBIIOIOTHCS 3a JOTMIOMOTOK) 3BOPOTHOTO 3B’SI3KY BiJl JAHMX CEHCOPIB 1
3BipKH 11i€i iHpOpMaIii 3 TPOrHO30BaHOIO MOJEILIIO.

PesyabTaTu. OpeiiMBOpK Ui MipKyBaHHS Ta IUIAHYBaHHS CHTYalliii Ha ocHOBI oHTOJOTIl GFO, 1110 103BOIISIE MOJIEITIOBA-
TH [IPOCTOPOBI, YaCOB1 Ta CTPYKTYPHI 3aJIE€XKHOCTI JaHUX.

BucnoBku. ®peiiMBopk mnepeabadeHHsl CUTyalil 03BOJSE MOJABaTH, MOJCIIOBATH Ta OOIPYHTOBYBAaTH JUHAMIKY
CHUTyalil B IHTEJICKTYyaJIbHOMY CEpEIOBHMINI, HANPHUKIAN, y PO3YMHOMY >KHTIOBOMY OyIuHKY. IIepCHEKTHBH MOAIBIINX
JOCII/KEHb BKITIOUAIOTH PO3POOKY MpoLenyp 30epiraHHs Ta ONpaoBaHHsI KOHTEKCTHUX 3HaHb, Y3TOJDKEHHS Ta HABYaHHS Ha
OCHOBI 3BOPOTHOTO 3B’SI3KYy B peallbHUX YMOBaX Ta 3aCTOCYBAaHH 3allpOINIOHOBAHOTO (peHMBOpPKY peaIbHUX CUCTEMAax, TAaKUX
SK IHTEIEKTyalIbHi CHCTEMH O€3IeKH.

KJIIOYOBI CJIOBA: GFO, curyariiina 00i3HaHiCTb, IepeAOdadeHHs, CUTYalliiHUi aHami3, CiTyoin.
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A STUDY ON THE USE OF NORMALIZED L,-METRIC IN
CLASSIFICATION TASKS

Kondruk N. E. — PhD, Associate Professor, Associate Professor of Department of Cybernetics and Applied
Mathematics, Uzhhorod National University, Uzhhorod, Ukraine.

ABSTRACT

Context. In machine learning, similarity measures, and distance metrics are pivotal in tasks like classification, clustering, and
dimensionality reduction. The effectiveness of traditional metrics, such as Euclidean distance, can be limited when applied to com-
plex datasets. The object of the study is the processes of data classification and dimensionality reduction in machine learning tasks, in
particular, the use of metric methods to assess the similarity between objects.

Objective. The study aims to evaluate the feasibility and performance of a normalized L,-metric (Normalized Euclidean Dis-
tance, NED) for improving the accuracy of machine learning algorithms, specifically in classification and dimensionality reduction.

Method. We prove mathematically that the normalized L,-metric satisfies the properties of boundedness, scale invariance, and
monotonicity. It is shown that NED can be interpreted as a measure of dissimilarity of feature vectors. Its integration into k-nearest
neighbors and t-SNE algorithms is investigated using a high-dimensional Alzheimer’s disease dataset. The study implemented four
models combining different approaches to classification and dimensionality reduction. Model M1 utilized the k-nearest neighbors
method with Euclidean distance without dimensionality reduction, serving as a baseline; Model M2 employed the normalized L,-
metric in KNN; Model M3 integrated t-SNE for dimensionality reduction followed by kNN based on Euclidean distance; and Model
M4 combined t-SNE and the normalized L,-metric for both reduction and classification stages. A hyperparameter optimization
procedure was implemented for all models, including the number of neighbors, voting type, and the perplexity parameter for t-SNE.
Cross-validation was conducted on five folds to evaluate classification quality objectively. Additionally, the impact of data normali-
zation on model accuracy was examined.

Results. Models using NED consistently outperformed models based on Euclidean distance, with the highest classification accu-
racy of 91.4% achieved when it was used in t-SNE and the nearest neighbor method (Model M4). This emphasizes the adaptability of
NED to complex data structures and its advantage in preserving key features in high and low-dimensional spaces.

Conclusions. The normalized L,-metric shows potential as an effective measure of dissimilarity for machine learning tasks. It
improves the performance of algorithms while maintaining scalability and robustness, which indicates its suitability for various ap-
plications in high-dimensional data contexts.

KEYWORDS: normalized Euclidean distance, machine learning, classification, t-SNE, similarity measures, k-Nearest
Neighbors.

ABBREVIATIONS Accordingly, there is a need to find new, more flexi-
kNN is the k-Nearest Neighbors algorithm; ble, and accurate tools that can take into account the spe-
NED is the Normalized Euclidean Distance; cifics of different types of data and tasks and not only
t-SNE is a t-distributed Stochastic Neighbor Embed-  more accurately reflect the similarity between objects but

ding. also ensure correctness in the context of different metric

NOMENCLATURE spaces for some applied tasks. On the other hand, it is

necessary to investigate whether these new tools can be
R" is a n-dimensional vector space; fﬁzlgs égﬁg;itjrde tlr?;?r eefi‘(ilgﬂerr]]% machine learning  algo-
u is a non-zero n-dimensional feature vector; ) ) y: o

v is a non-zero n-dimensional feature vector: The object of the study is the process of data classifi-
cation and dimensionality reduction in machine learning

| -|is a Euclidean norm;

o is a scalar. ] ! !
tasks, in particular, the use of metric methods to assess the
_ INTRODUCTION ~ similarity between objects.
In machine learning and data analysis, one key task is Any function that satisfies the basic properties of non-

finding and using effective ways to measure the similarity  pegativity and reflexivity can be considered a similarity
between objects. Distance metrics and similarity measures  easure. If it satisfies the triangle inequality, it can be
serve as mathematical tools for this purpose. They are the  gnsidered a distance metric, so the number of such func-
basis for many algorithms, including classification, clus-  +tions is infinite. There are many well-known distance
tering, dimensionality reduction, and recommender sys-  measures in the literature, which, although they have a
tems. Traditional metrics, such as Euclidean, cosine, and  ¢ommon goal, differ significantly in focus and formula-
Manhattan distances, are widely used because of their  tjon. Choosing the optimal measure for a particular task
simplicity and efficiency. However, their use can limitthe  shoyid consider additional properties that may affect the
effectiveness of algorithms in the context of specific data.  gffectiveness of its application. This leads to the need not

In particular, standard metrics cannot always adequately only to develop measures but also to study their proper-
assess the similarity between objects when the data have  tjeg.

different measurement scales when there is a complex
correlation between features, etc.
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The subject of this study is the normalized L,-metric
as a means of assessing the similarity between objects and
its impact on the efficiency of algorithms.

This paper aims to investigate the feasibility of using
normalized L,-metric in classification and reduction algo-
rithms to improve their efficiency.

1 PROBLEM STATEMENT
Let u and v from R" be vectors, in particular, describ-
ing the numerical values of some features of objects.
The normalized L,-metric between two vectors u and
v can be defined using the formula (1):

Ju-v

NED(u,v)= )

jul+M-

Here, | - | denotes the Euclidean norm of the vector. This
distance finds the ratio of the norm of the difference be-
tween the vectors to the sum of their norms, which en-
sures the normalization of the result. Note that (1) is de-
fined only for non-zero vectors u, v. In the case of zero
vectors, NED can be redefined to be zero.

As is known [1], of all the normalized L,-distances,
only when p=2 is a metric, i.e., it satisfies the triangle
inequality. We will study and generalize other mathemati-
cal properties of the metric NED and evaluate the effec-
tiveness of its integration into distance-based algorithms:
k-nearest neighbors and t-distributed stochastic proximity
embedding for high-dimensional data.

2 REVIEW OF THE LITERATURE

Since many real-world problems are based on finding
similarities between groups of objects or populations, the
list of fields of knowledge that use similarity measures is
quite broad: biology, physics, chemistry, geography,
ecology, social sciences, anthropology, algebra, statistical
mathematics, engineering, and computer science [1].

Distance and similarity measures play a critical role in
many machine learning tasks, including case-based rea-
soning, clustering, and classification [2-6], often impact-
ing model performance more than the choice of algorithm
[1]. However, this aspect receives insufficient attention in
the literature, as it requires deep knowledge of the subject
area and is difficult to generalize.

Modern studies on assessing the predictive capabilities
of various similarity metrics for different datasets and
conditions were conducted, particularly in [7-11]. Re-
searchers have studied the relationship between com-
monly used distance measures, their performance in vari-
ous machine learning tasks, and their robustness to noise
[9]. The article [8] investigates the predictive capabilities
of various similarity metrics (Euclidean, Pearson’s corre-
lation, Spearman’s rank correlation coefficient, Kendall’s
coefficient) based on their application to data sets of dif-
ferent dimensions and properties, as well as the evaluation
of the results obtained. Some metrics have been shown to
be better suited for large datasets, while others are more

© Kondruk N. E., 2025
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reliable when applied to smaller outlier datasets. Data
quality, correlation, and data types also play a role. Thus,
research in this area emphasizes carefully selecting simi-
larity measures depending on the application and data.

Selecting an effective tool for measuring the similarity
between objects is critical in distance-based machine
learning algorithms such as the k-nearest neighbors
method [10, 11], clustering [4-6], and reduction. For ex-
ample, in clustering tasks, using different similarity
measures allows to obtain more clearly interpreted groups
and apply a systematic approach to identifying different
types of relationships between data [5, 6].

The effectiveness of various normalized L;-metrics
has been studied in [9-11], but the use of normalized
Euclidean distance (1) in machine learning tasks has
hardly been investigated. Again, It should be emphasized
that among all normalized L,-metrics, only NED is a dis-
tance metric.

This article is devoted to analyzing and summarizing
the properties of the normalized L,-metric (1) and evaluat-
ing its effectiveness in distance-based algorithms and
high-dimensional data.

3 MATERIALS AND METHODS

Let’s explore the properties of the NED metric.

1. Boundedness: 0 <NED (u, v) <1.

Proof. The lower bound follows from the fact that NED
is a distance metric [1]. Let us prove the upper bound using
the triangle property.

For any vectors u, v € R", it holds: |u —v| < |u| + |v].

This inequality reflects that the length of a side of a tri-
angle (the difference of two vectors) is always less than or
equal to the sum of the lengths of the other two sides.

NED(u,v) = [u-v < 4+ =1.
Jul+~ Juf+ v
Proven.
Consequence. If u, v are antiparallel, then NED
(u,v)=1.

Proof. Two vectors are called antiparallel if they are
collinear and oppositely directed.
So,v=-o-u, a>0, then

|u—(-au)

NED(u,v) = WFod

In the numerator:
|u-(-a-u)|=u+aul=(1+ a) |ul.

In the denominator:
ul+|—a-ul=|ul+| o |-lul=|ul+ o -Jul=(1+ a)- Ju].

So,
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l+a

NED(u,v)= 1.

1+a

Proven.

Remarks. Based on the boundedness property and the
consequence, we can conclude that this distance metric (1)
is also a similarity measure. That is, the more similar the
feature vectors of objects are, the closer the NED value will
be to zero. On the other hand, if the feature vectors are as
dissimilar as possible, the closer the NED value will ap-
proach one.

Therefore, it is proposed to interpret NED as a measure
of dissimilarity.

2. Invariance to scale: NED(ou, av) = NED(u, v),
where o is some number.

Proof.
NED(at, av)= Jowws — v _ Jou(u =) _
Jort] + o] forfu] + [od|v]
_Jelu—v) _ NED(u,v)
Jorf(u+ v o
Proven.

3. The monotonicity property.
If u, v, w are non-zero vectors, |w| < |v| and |u - v| <
|u—w]|, then NED (u, v) < NED (u, w).
Proof. Consider the difference:
NED(u,v)— NED(u,w):M—Mz
il Jul+[w]
=] ) ]+ )
o+ M)+ o

<

Ju—w] (o + fw])—Ju - (u]+ )

ul-+ ) (- w)
o=+ o —Jul -|v)
(uf+v1)- -+ )

RV
[CRYETEm.

Given that all Euclidean norms are positive values and
|w| < |v|, the difference in the numerator will take on non-
positive values. Consequently, the expression will also be
non-positive.

Proven.

4 EXPERIMENTS

The DARWIN dataset [12], which contains data on
Alzheimer’s disease based on handwriting analysis (452
features about 174 respondents), was selected for the ex-
periments. As a result of data pre-processing, 450 predic-
tor features and one target feature, which is binary, were
retained. This made it possible to train models in high-
dimensional data. The k-nearest neighbors algorithm and
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the Euclidean distance metric were used as a benchmark
to evaluate the effectiveness of the dissimilarity measure
(2). The index for assessing the quality of classification is
a metric that determines the proportion of correct predic-
tions of the model, i.e., the ratio of the number of correct
predictions to the total number of observations.

Next, a procedure was implemented to find the opti-
mal hyperparameters of the kNN algorithm adapted to use
the Euclidean metric and the dissimilarity measure (1).
The classifiers were trained on unstandardized and stan-
dardized data using standard normalization and different
approaches to neighbor voting.

The approach of reducing the high-dimensional data
space to two dimensions based on the t-SNE method was
also used. The perplexity parameter was varied in the
range from 5 to 40 in increments of 5 to study the effect
of this parameter on classification accuracy.

We optimized the KNN hyperparameters using a grid
search, which included the number of neighbors in the
range from 2 to 15 and the type of voting — simple (uni-
form) and weighted (distance). During each iteration, the
value of the t-SNE perplexity parameter was updated, and
the classifier was optimized for the reduced data. The
dimensionality of the feature space was reduced using
Euclidean distance and NED.

Cross-validation was used to evaluate the classifica-
tion quality on five blocks, corresponding to 20% of all
data, to form the test sample. The best results of classifi-
cation accuracy were recorded, and for each combination
of parameters, it was determined whether they outper-
formed the previous results. As a result, the optimal hy-
perparameters of the models were determined, including
the t-SNE perplexity parameters, the number of
neighbors, the type of voting, and the accuracy achieved
for these settings.

5 RESULTS

Table 1 show the results of the experiments for non-
standardized and standardized data: the optimal hyper-
parameters of the four models, including the value of the
t-SNE perplexity parameter, the number of kNN
neighbors, the type of voting, and the achieved accuracy
of the classifiers.

Fig. 1 graphically illustrates the comparison of the de-
pendence of the accuracy of classifiers built based on
M1-M4 models under optimally tuned hyperparameters
(Table 1) and the number of kNN neighbors with and
without using data standardization approaches.

In Fig. 1, the solid line represents the performance of
models based on the NED dissimilarity measure (M2,
M4), while the dashed line represents models based on
Euclidean distance (M1, M3). Bold points indicate where
the highest accuracy is achieved. Fig. 1a and 1c illustrate
the comparison of model performance for non-
standardized data, while Fig. 1b and 1d show the per-
formance for standardized data. Fig. 1a and 1b show the
accuracies of the M1 and M2 models, while Fig. 1c and
1d illustrate the accuracies of the M3 and M4 models.
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Table 1 — Experimental results on optimal hyperparameters and model accuracy

M1:  model  without| M2: model without t-SNE | M3: model with t-SNE|M4: model with t-SNE
Model t-SNE  reduction; the|reduction; the distance | using Euclidean distance;|using NED distance; the
distance metric in KNN is [ metric in KNN is NED. the distance metric in KNN | distance metric in kNN is
Euclidean. is Euclidean. NED.
. Number of neighbors — 4, | Number of neighbors — 4, | Perplexity — 30, Perplexity — 10,
Non- Optimal . - - - . .
. weighted voting. weighted voting. number of neighbors — 4, | number of neighbors - 10,
standardized | Hyperparameters . . . .
data weighted voting. weighted voting.
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Figure 1 — Comparison of predictive accuracy of the models M1-M4

6 DISCUSSION

The results presented in Table 1 demonstrate the ef-
fectiveness of using the t-SNE dimensionality reduction
technique to enhance model KNN performance. Specifi-
cally, models based on Euclidean distance (M1, M3)
achieved a 5% improvement in accuracy for non-
standardized data and a 14% improvement for standard-
ized data. For models using the NED dissimilarity meas-
ure (M2, M4), performance gains were 6% for non-
standardized data and 2% for standardized data.

When comparing models based on NED (M2, M4)
and Euclidean distance (M1, M3), the NED-based models
consistently showed higher accuracy across various val-
ues of the nearest neighbors parameter (Fig. 1). For non-
standardized data, the highest accuracy of 87% was
achieved with the NED measure, exceeding the corre-

sponding result of 80% for the Euclidean metric by 7%.
Similarly, for standardized data, the use of NED im-
proved accuracy by 4%, with the best performance reach-
ing 91.4% (model M4). These findings highlight the
competitiveness of the proposed dissimilarity measure
(1), which demonstrates greater adaptability to complex
data structures compared to the Euclidean metric.

The experiments combining t-SNE for dimensionality
reduction and kNN for classification emphasize the sig-
nificant influence of the choice of distance measure and
model parameters on classification outcomes. The NED
measure (1) proved particularly effective when applied in
combination with t-SNE, where it was also used to com-
pute distances between points during data compression.
This approach, implemented in model M4, outperformed
all other configurations, achieving an accuracy of 91.4%.
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This result indicates that the proposed measure (1) can
better capture data structures in high-dimensional spaces
and after dimensionality reduction.

As shown in Section 3 of this article, the normalized
Euclidean distance (NED) metric simultaneously acts as a
distance metric and a similarity measure and satisfies the
important properties for algorithms: scale invariance,
monotonicity, and boundedness. It has been experimen-
tally shown that the use of NED consistently allows mod-
els to achieve higher accuracy than the traditional Euclid-
ean metric. These characteristics emphasize the adaptabil-
ity of NED to work with complex datasets and its ability
to preserve key properties even in spaces with reduced
dimensionality.

CONCLUSIONS

The problem of developing a mathematical framework
to enhance the efficiency of existing machine learning
algorithms is addressed. One of the central elements of
distance-based methods is the approach to distance meas-
urement.

The scientific novelty of the results lies in demon-
strating that the normalized L, distance metric (1) can be
interpreted as a measure of dissimilarity between feature
vectors, making it valuable for comparing relative differ-
ences between vectors. It is proven that the NED satisfies
the properties of boundedness, monotonicity, and scale
invariance.

The practical significance of the results is reflected
in the developed software that implements the dissimilar-
ity measure (1) within the k-nearest neighbors method and
t-SNE feature space reduction. A comparative analysis of
the accuracy of four models was conducted using applied
high-dimensional data. The highest accuracy achieved
through cross-validation was 91.4%, obtained by Model
M4, which integrates NED into the classifier and feature
space reduction. It is worth noting that the experiments
demonstrated the ability of measure (1) to significantly
improve the efficiency of distance-based algorithms in
solving specific classes of applied classification problems
under standardized and non-standardized, high-
dimensional, and reduced data conditions.

Future research prospects include studying the effi-
ciency of applying the normalized Euclidean metric to
other applied problems.
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YJIK 004.942, 004.89
JTOCIIKEHHA BUKOPUCTAHHSA HOPMAJII3OBAHOI L,-METPUKH B 3AJTAYAX KJTACHBIKAIIT

Kounnpyxk H. E. — xanj. TexH. HayK, JOLEHT, IOLEHT Kadeapu KiOepHETHKH 1 MPUKIATIHOT MaTeMaTUKU YIKTOPOACHKOTO HAIlio-
HAJILHOTO YHIBEpCHTETY, YKropon, YkpaiHa.

AHOTAIIA

AKTyasIbHicTh. Y MallMHHOMY HaBYaHHI MipH MOAIOHOCTI Ta METPUKH BiJCTaHI BiAIrpaloTh KIFOYOBY POJIb Y 33jadax Kiacugi-
Kallisl, KJIacTepH3allisi Ta 3MEHILCHHs po3MipHOCTi. E(eKTUBHICTh TpaguLifHUX METPHK, 30KpeMa €BKJIJIOBOI BiICTaHi, MOXe OyTH
00ME)XEHOIO TIPH 3aCTOCYBaHHI 10 CKJIaJHUX HabopiB naHux. O6’€KTOM JOCHIIKEHHS € mpouecu Kiacudikarii Ta 3MEHIIEHHS Po3-
MIpHOCTI y 3ajadyaXx MAaIIMHHOTO HAaBYaHHS, 30KpEeMa BHKOPHCTAHHS METPHYHMX METOMIB Ul BHU3HAYCHHS MOMIOHOCTI MiX
00’€KTaMH.

Merta po6oTu — OI(iHKAa AOLIIBHOCTI Ta €(eKTUBHOCTI HOpMami3oBaHOI L,-meTpuku (HOpMai3oBaHO! €BKJIIJOBOI METPHKH,
NED) st migABUIEHHS TOYHOCTI aIrOPUTMIB MAITHHHOTO HABYAHHS, 30KpeMa B 3a7avax Kiacudikamii Ta 3MEHIIIEHHST PO3MIPHOCTI.

Metoa. MareMaTH4HO JOBEIECHO, 10 HOPMalizoBaHa L,-MeTprka 3a10BOJIBHSIE BIACTHBOCTI OOMEKEHOCTI, MacTabHOI iHBapi-
aHTHOCTI Ta MoHOTOHHOCTI. [Tokaszano, o NED MoxHa iHTepHpeTyBaTh sK Mipy HECXOXOCTi BEKTOpiB o3Hak. [i inTerpamis B anro-
putMu K-HaiiGmmkuux cycinis i t-SNE mocrmimkyerbes Ha 0CHOBI 1aHUX PO XBOpoOy AJiblreiiMepa BUCOKOT po3MipHOCTi. Y mocii-
JOKCHHI peai3oBaHO YOTHPH MOJICH, 110 MOEHYIOTh Pi3Hi MiAX0aAu 10 Kiacudikaiii Ta 3MeHIIeHHs po3MmipHocTi. Moaens M1 Bu-
KOpHCTOBYBasia MeTo/[ K-HAMOIMKIMX CyCi/liB 3 €BKIIIIOBOIO BiJCTaHHIO 63 3MEHILICHHSI PO3MIPHOCTI, sk 6a30Ba; Mojeap M2 BUKO-
pucroByBaia HopMaiizoBaHy L-merpuky B KNN; momens M3 interpysana t-SNE st 3meHmennst posmiprocti, a morim KNN Ha
OCHOBI €BKIiIOBOI BifcraHi; Mmonens M4 noennysana t-SNE 1 HopmaiizoBaHy Lp-MeTpuKy SK IUId 3MEHIIEHHS PO3MIpHOCTI, TaK i
knacugikarii. s Beix Mozgenelt Oyno 3acTOCOBaHO MpOLEAypy ONTHMI3alii rineprnapaMeTpiB, BKIOYAIOYN KUTBKICTh CYCiiB, THIT
royiocyBaHHs Ta napamerp nepruiekcii B t-SNE. s 06’ ekTHBHOI OIiHKY SIKOCTI Kitacu(ikanii OyJIo IpOBEICHO NepeXpecHy MepeBi-
pky Ha 11’ situ porax. Kpim toro, O6yio ociipkeHo BIUIMB HOpMalizalii JaHNX Ha TOYHICTH MOJIEIII.

PesyasTaTn. Mogeni, mo BukopucroByBaian NED, crabinbpHo nepeBepiyBai MoJIeii Ha OCHOBI €BKJIIIOBOT BiICTaHi, IPUYOMY
HaiiBHIa TouHicTh Knacudikauii (91,4%) Gyna nocsruyrta npu interpysandi NED y t-SNE ta metoai HaitGmmkunx cyciais (Mogesnb
M4). Le nmixkpecntoe anantuaicts NED 10 ckiiaqHUX CTPYKTYp AaHUX Ta 1i 1iepeBary y 30epeKeHHi KIFOYOBUX O3HAK SIK Y BHCOKO-
PO3MipHOMY, TaK i B HU3bKOPO3MipPHOMY IPOCTOPAX.

BucnoBku. HopmaiizoBana metpuka L, 1eMOHCTpy€e MOTEHIIAN K e(eKTHBHA Mipa HECXOXKOCTI JUIs 331a4 MAIIHHHOTO HABYaH-
Hs. BoHa mokpantye IpoayKTHBHICTh allTOPUTMIB, 30epiralodu Mmpu bOMY MacIiTabOBaHICTb i HAAIWHICTB, IO BKa3ye Ha il mpuaaT-
HICTB JUIsl pI3HUX 3aCTOCYBaHb y KOHTEKCTI JAHUX BUCOKOI PO3MIpHOCTI.

KJIIOYOBI CJIOBA: HOpManmizoBaHa €BKJIIJOBA BiJICTaHb, MallMHHE HapuyaHHs, kinacuikamis, t-SNE, mipu momidHOCTI,
K-Hait6mmk4nx cycinis.
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ABSTRACT

Context. Bearings are an important part for the functioning of various means of transportation. They have the property of wear
and failure, which requires high-quality and timely detection of faults. Failures are not always easy to detect, so the use of traditional
detection methods may not be effective enough. The use of machine learning methods well-suited to the task can effectively solve the
problem of detecting bearing faults. The object of study is the process of non-destructive diagnosis of bearings. The subject of study
is methods of selecting hyperparameters and other optimization for building a diagnostic model based on a neural network according
to observations.

Obijective. The goal of the work is to create a model based on a neural network for detecting bearing faults based on the ZSL.

Method. A proposed filter smooths the data, preserving key characteristics such as peaks and slopes, and eliminates noise
without significantly distorting the signal. A normalization method vibration data is proposed, which consists of centering the data
and distributing the amplitude within optimal limits, contributing to the correct processing of this data by the model architecture. A
model based on a neural network is proposed to detect bearing faults by data processing and subsequent binary classification of their
vibrations. The proposed model works by compressing the vibration data into a latent representation and its subsequent recovery,
calculating the error between the recovered and original data, and determining the difference between the errors of healthy and faulty
bearing vibration data. The Zero-Shot Learning machine learning method involves training, validating the model only on healthy
vibration data, and testing the model only on faulty vibration data. Due to the proposed machine learning method, the model based on
a neural network is able to detect faulty bearings present in the investigated fault class and theoretically new fault classes, that is, the
model can detect different classes of data that it did not see during training. The architecture of the model is built on the
convolutional and max-pooling layers of the encoder, and the reverse convolutional layers for the decoder. The best hyperparameters
of the model are selected using a special method.

Results. Using the Pytorch library, a model capable of binary classification of healthy and faulty bearings was obtained through
training, validation, and testing in the Kaggle software environment.

Conclusions. Testing of the constructed model architecture confirmed the model's ability to classify healthy and fault bearings
binaryly, allowing it to be recommended for use in practice to detect bearing faults. Prospects for further research may include testing

the model through integration into predictive maintenance systems for timely fault detection.
KEYWORDS: bearing fault, autoencoder, convolutional neural network, zero-shot learning, binary classification.

ABBREVIATIONS

AE is an autoencoder;

AE-CNN is an autoencoder convolutional
network;

CWRU is a Case Western Reserve University;

CNN is a convolutional neural network;

DAE is a deep autoencoder;

DNN is a deep neural network;

FFT is a fast Fourier transform;

GAE is a graph autoencoder;

GAF is a Gramian angular field algorithm;

GCN is a model that specializes in learning the node
characteristics of graph data;

GPMS is a Green Power
company;

LSTM is a long short-term memory;

MMN is a min-max normalization data method,;

MSE is a mean squared error;

PCA is a principal component analysis method;

SGF is a Savitzky-Golay filter;

SSAE is a stacked sparse autoencoder;

STFT is a technology that has been developed to
overcome the limitations of FFT;

TPE is a Tree-structured Parzen Estimator method;

VAE is a variational autoencoder;
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XG is a Xavier Glotor initialization;
ZSL is a zero-shot learning machine learning scenario.

NOMENCLATURE

a is a hyperparameter of the learning rate of the AE-
CNN model;

a is a minimum data value for the MMN;

b is a maximum data value for the MMN;

by are the coefficients of the polynomials for the SGF;

B is a exponential smoothing coefficient of the first
momentum for the Adam optimization algorithm;

B, is a exponential smoothing factor for the second
momentum for the Adam optimization algorithm;

Cp is a probability distribution for bad combinations of
hyperparameters of the AE-CNN model;

Cy is a probability distribution for good combinations
of hyperparameters of the AE-CNN model;

cin IS a number of filters at the input to the
convolutional layer;

cot 1S @ number of filters at the output of the
convolutional layer;

d is a data provided by the AE-CNN model;

¢ is a small value in the Adam optimization algorithm
to prevent division by zero;

E is a MSE;
OPEN a.ﬁCCESS
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E.c is a set of test error values;

Eiain is a set of training error values;

E.a is a set of validation error values;

f is a samples of bad vibration data with faults;

g is a samples of good vibration data;

y is a threshold separating good and bad values of E;

h is a set of hyperparameters of the AE-CNN model;

k is a shift index of the smoothing window for the
SGF;

k. is a size of the one-dimensional convolutional layer
filter;

| is a shift parameter for the AE-CNN convolutional
one-dimensional layer;

Lirain IS @ training loss value;

L,a is a validation loss value;

m is a width of the window for the SGF;

M() is an AE-CNN model structure;

n is a sample of vibration data;

Ny, is a number of input connections (neurons)
included in the layer;

Nowt IS @ number of output connections (neurons)
coming out of the layer;

N is a number of samples of vibration data;

p is a max-pooling filter size;

P() is a probability distribution;

t is a number of time points in the vibration data
sample;

U is an uniform distribution;

W is a set of controlled (adjusted) weights of the AE-
CNN model;

X is an one point in the original sample;

X is an one point in a recovered sample;

Xindex IS @n index of one point in the original sample;

Xiest 1S @ test samples of bad vibration data with faults;

Xirain 1S @ training samples of good vibration data;

Xval is @ validation samples of good vibration data;

y is an optimization iteration number, the current step
of the Adam optimization algorithm;

z is a MSE threshold.

INTRODUCTION

The study deals with the development of a special
neural network to detect faults in bearings that affect their
reliability and safety. The problem is that bearings can
wear or break over time, and these failures are often
accompanied by vibrations that are not always easy to
detect. Depending on different situations, different
methods of detecting bearing faults may be effective [16].
Detection of such faults using traditional methods can be
difficult and not always effective [1], [15], especially if
the faults are still at an early stage. Therefore, it is
necessary to develop an automated system capable of
analyzing the vibration signals and determining whether
the bearing is good or bad.

One of the powerful options for detecting the fault
features is AE-CNN, which can be trained only on healthy
vibration samples, ensuring their generalization and
extracting knowledge from data, without losing the ability
to further classify faulty data samples.
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The object of study is the process of non-destructive
diagnosis of bearings.

Vibration data are used to diagnose the condition of
these bearings and identify possible faults.

The process of pre-processing the vibration data to be
suitable for AE-CNN is very careful. This is caused by
the fact that the initial vibration data is very noisy due to
the influence of other sound factors from the
environment. Therefore, to realize the classification
ability of AE-CNN, a filter and normalization must be
applied to the vibration data. The size and quality of the
training sample used can significantly affect the training
and accuracy of the AE-CNN model. Therefore, reducing
the size of the samples, and ensuring the preservation of
its main properties, is necessary to improve the quality of
AE-CNN and the speed of its construction.

The subject of study is methods of selecting
hyperparameters and other optimization for building a
diagnostic model based on a neural network according to
observations.

The purpose of the work is to create a model based
on a neural network for detecting bearing faults based on
the ZSL.

1 PROBLEM STATEMENT

Suppose gn(t) and fy(t) are given. Training, validation,
and test samples are formed from data prepared for model
processing: Xtraina xvaly xtest-

For given, respectively, good and bad bearing classes
{0,1}, the task of detecting the difference between
bearing classes through the AE-CNN model can be
represented as (if M(h, W, d) with d € {Xiain, Xvai, Xeest}
then class(M(h, W, d)e{0,1})) — opt. h of the best
model M() is determined by a special selection method,
and W is adjusted through the optimizer of the learning
process.

2 REVIEW OF THE LITERATURE

Aiming to address the issue of strong background
noise in bearing failures and the lack of evident fault
features, this paper [2] proposes a fault diagnosis method
that combines Savitzky-Golay Gram angle field feature
enhancement with ResNet18. The acquired signal is
segmented, and the segmented signal is subjected to
Butterworth high-pass filtering to extract the high-
frequency component of the signal containing fault
information.

The optimized SGF and adaptive spectrum editing are
proposed to detect the fault feature of the rolling element
bearing under low-speed and variable-speed conditions
[3].

This manuscript elaborates on the development of a
VAE-CNN model, designed for the fault diagnosis of
rolling bearings. By amalgamating the CNN model’s
superior capacity for representing vibration signal data
with the VAE model’s robustness to data noise, the
proposed VAE-CNN model excels in scenarios where
only a limited amount of observational data is available at
the initial stages of rolling bearing operation. The VAE-
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CNN model achieves over 90% accuracy in diagnosing
different fault types at various speeds [4].

This study [5] proposes a GAE-based approach for
fusing node features in an Euclidean dataset. The primary
advantage of the proposed approach lies in its adaptive
ability to capture the complex structure of the dataset and
fuse node features using a GAE, effectively extracting the
latent features. Normalization is a vital pre-processing
step as it addresses the issue of varying magnitudes
among different base detectors, which makes direct
comparison and combination challenging. To enhance the
convergence speed of the algorithm, in the proposed
approach normalized the output of the base detectors.

This approach [6] uses both an unsupervised and a
supervised model. First, the current signal in the time
domain is segmented with respect to the fundamental
frequency, and then a DAE is trained with the normal
state data to estimate the approximation of the system
function. The residual signal is then calculated from the
difference between the raw and estimated signals
produced by the AE for all conditions, which helps to
extract discriminative features from the current signal
data without any labels. Finally, a two-layer CNN is built
with the residual signals to identify bearing faults. The
experiments were performed 100 times by randomly
selecting the training/testing dataset, and the result
showed good stable convergence with high accuracy.

This study [7] proposes a novelty detection and fault
diagnosis method for bearing fault recognition and
diagnosis based on a hybrid DAE. The method uses one
model to accomplish two tasks, detecting new faults and
classifying known faults. To address the challenge of
requiring a large number of training samples in existing
deep learning methods, this study combines the
unsupervised training characteristics of AEs with the
powerful feature extraction ability of CNNs, adopting a
semi-supervised training method that can learn fault
features from both labeled and unlabeled samples,
reducing the required sample size for training.

The proposed method [8] incorporates a GAF-based
image generation technique from a 1-dimensional current
signal for a 2-layer CNN model to construct a data-driven
intelligent fault-diagnosis approach for bearings. As the
current signal is affected by surrounding noises, it
becomes very difficult to extract the fault signatures
manually. When the data are converted into the polar
coordinates for image transformation, the different
bearing-condition data create distinctive patterns, which
helps the CNN model to easily extract the necessary high-
level features. In all considering operating conditions, this
proposed GAF and 2-dimensional CNN-based approach
can attain good accuracy.

This study [9] is based on deep learning methods for
bearing fault diagnosis. Firstly, a CNN model is designed
for end-to-end bearing fault diagnosis. Then, considering
the presence of strong noise in actual working conditions,
a bearing fault diagnosis model based on AE-CNN is
proposed to achieve bearing fault diagnosis under noisy
conditions. The experiment results on the CWRU
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demonstrate the effectiveness of the proposed model. The
method proposed in this study can be used for fault
diagnosis of bearings under noise conditions and has
engineering practical value.

This article [10] highlights the advantages of deep
learning models, particularly AE and CNNs, for fault
diagnosis in bearing systems. Unlike traditional machine
learning algorithms, which require extensive manual
feature design, AE and CNN can automatically extract
high-level features from large-scale, unlabeled data. AE,
though simple, benefits from enhancements such as
stacking layers and adding noise. CNN excels in feature
extraction due to its unique architecture and translation
invariance.

This study [11] indicates that experimental results
show that VAE is a more competent and promising
dimensionality reduction tool than PCA.

This work presents SSAE-DNN, which in
combination with a complex envelope spectrum for inputs
performs fault diagnosis of rotary machines when there
are fluctuations of the shaft speed. In the proposed
scheme, vibration signals related to different health
conditions of a motor bearing are preprocessed using the
complex envelope signal. In the proposed method,
information obtained by the stacked autoencoders from
the defect frequency, as well as its principle harmonics
present in the complex envelope spectrum for a given
fault, makes it possible to classify faults with varying
speeds. The efficiency of the proposed scheme was
validated using rotating machine bearing data for four
different shaft speeds. The minimum average
classification accuracy for every experiment was 90%,
which demonstrates that the proposed scheme can also
classify faults when fluctuations of the shaft speed exist.

3 MATERIALS AND METHODS
Let’s divide all vibration data into good and bad,
respectively, as follows: gn(t) and fy(t). To reduce the
noise in the data arising from environmental factors, the
SGF is applied to the data, which is defined by the
following formulas:
m

2
gn(®) = D begy (t+k),
k=_m
2

m

2
fi®)= Db fn(t+k),
e m
2

where
m-1
—

k= (1)

The filtered data must have one dimension because if
the data is submitted to AE-CNN at different scales of
variation, it can complicate the data processing of the
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model and significantly degrade the classification results.
Taking into account this feature, MMN is used, which is
determined by the formulas:

gn (t) —min(gi (1)) (b
max(gj (t)) —min(gy (1))

R -min(f 1)
max( f{, () —min( i (©)

9= —-a)+a,

(b-a)+a.

where b and a are determined according to research
requirements.

Normalized data ready for submission to AE-CNN is
divided into training, validation, and test samples: Xirin,
Xval :{Sg}; Xtest :{Sf}-

Following the ZSL principle, the training and
validation data consists only of the working vibration
samples, and the test data consists only of the faulty
vibration samples.

Given the periodicity of the vibration data, the healthy
data samples have stable healthy features along their
entire length, as well as the fault features in the
corresponding faulty samples are observed consistently
along their entire length. Taking these data properties into
account, the data is reduced to an optimal size to optimize
the data processing speed of the AE-CNN model.

The architecture of the AE-CNN model is divided into
an encoder, a latent space, and a decoder.

The encoder architecture is proposed in four stages.
Each stage has a convolutional one-dimensional layer and
a maximum pooling layer. A convolutional one-
dimensional layer performs a convolution operation
where filters are moved over d and compute scalar
products.

The data in each stage of the encoder is processed
according to the formulas:

c= max (Wd+|)
=0

where
d= {ns |se [Xindew Xindex 1 Ke _1]} .

| is initially initialized to zero. This is a standard
approach, as the offset value can be adjusted quickly
during training without much damage to the result, so
zero initialization works well.

W in AE-CNN models from the beginning of
processing are initialized through XG according to the
defined formula:

W=U(—J ° \/ ° )
Nin +Nout | Nin + Nout

Nin = Cink

where

c
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Nout = Coutkc :

To reduce the dimensionality of the data to the state of
the latent representation, a linear layer is used, which has
one matrix of weights, which determines the connections
between input and output neurons. Each output neuron is
connected to all input neurons.

The decoder uses similar formulas as the encoder, but
in reverse order, since the main purpose of the decoder is
to recover or reconstruct the input data from the latent
representation.

To optimize W and o of the model, the Adam
optimization algorithm is used, which is determined by
the following formulas:

Wy =Wy —a

\/_+8

A m

fhy, = yy,
1—B1

R

Uy = yy,
1—]32

my =Bimy_3 +(1-B)VWy,
vy =Bavy 1 +(1-B2)(VWy)?,

ow, -E
oW,

The initial values of my_; and v,_, are initialized with
Zeros.

The research uses the method of TPE hyperparameter
selection, which works according to the following
formulas:

cg(h)
cp(h)

cg(h)=P(h[E<y),

Nnew = arg max

¢y (h)=P(h[E>Y).

This method divides h into good and bad groups using
a certain vy, and builds models to estimate the probability
of each group. This makes it possible to find new h that
have a higher probability of belonging to good values,
thus optimizing the choice of h. y is usually chosen as a
certain quantile.

In this case, E is the last validation error at the end of
the current trial h through TPE.

The AE-CNN model goes through the processes of
training, validation, and updating W and is tested on X.
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At all stages, E determined by the following formulas is
used:
t

s 2
z (Xtrain - Xtrain)

=1
€train = : t '
t
5 \2
Z(Xval - Xval)
=1
€val = f t )
L 5 \2
Z (Xtest — Xtest)
=1
test = f t
Let the sets of errors be defined as Eyain, Evar, Etest={€1,
€, ..., ex} Which is calculated on the last epoch of the

final trained AE-CNN model. To obtain the difference
between the signs of good and bad bearings, the
difference between E, 4 and E was used. z is determined
by the formula:

z=max(Ey) .

All samples with E>z are considered faulty.
In the final step, E is compared with z, and if ees>z,
then the corresponding sample is considered faulty.

4 EXPERIMENTS

The data for the study supplied by GMPS owner Eric
Bechhoefer has 1158 samples of vibration data, of which
865 are good and 293 are bad. Each sample has 93752
values recorded over 5 minutes.

Experimentally, m was selected with a value of 24, by
with a value of 13, and k was calculated with a value of
11 according to formula (1).

Based on the periodicity in the samples, in each SGF-
treated faulty sample, pulses with increased amplitude of
the fault-determining signal are observed. The research
recorded that the first pulse appears on average at 513
values of the faulty sample, the period during which each
subsequent pulse is recorded is 935 values.

In the process of normalization of vibration data
according to formula (2), b with a value of 0.3 and a with
a value of -0.3 were used, these values were selected
taking into account that after normalization of healthy
samples and normalization of faulty samples based on the
calculated metrics of healthy samples, the maximum
module values of faulty samples will not exceed the range
from -1 to 1.

Based on the signs of periodicity of both healthy and
faulty vibration samples, it was decided to reduce the
samples to the first 1500 values to optimize the duration
of data processing in the AE-CNN model.

Empirical studies show that the best results are
obtained if the authors use 20-30% of the data for testing,
and the remaining 70-80% ofThe data for training [12].

Adhering to the ZSL principle, good samples in the
amount of 605 and 260, 70% and 30% of gy, respectively,
were selected for the training and validation processes,
and all 293 faulty samples were selected for the testing

process.
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In the best encoder architecture selected through TPE,
the parameters c¢in=1, cou=13 were used on the first one-
dimensional convolutional layer; on the second layer
cin=13, cou=22; on the third layer ¢j,=22, cow=57; on the
fourth layer ¢i»=57, couw=94. Each one-dimensional
convolutional layer used k=3, p=2, and a padding
parameter equal to 1 to preserve dimensionality and
include zero values at the edges, allowing the filters to
better treat edge values that would otherwise be treated
less than other values in the center. Output padding with
one extra value, without significantly affecting learning,
was added to control the decoder layers’ output sizes.

A linear layer is used to provide an initial size for the
data supplied to the decoder. An unflatten layer is used to
ensure the corresponding data size expected by the
reverse convolutional layers of the decoder.

The best reverse convolutional layers of the decoder
selected through TPE have the parameters of the first layer
cin=94, cou=57; on the second layer ¢i,=57, co,=22; on the
third layer cin=22, co=13; on the fourth layer ¢;,=13,
cou=1. 18 epochs selected through TPE were used for
training and validation processes. The best o of the AE-
CNN model determined through TPE was set to 0.0004. It
should be noted that TPE determines the initial possible a,
after which the Adam optimizer adjusts the determined a.
The batch size for simultaneous sample processing by the
AE-CNN model was determined to be 16.

5 RESULTS

The results of the AE-CNN model training and
validation processes are shown in Table 1. The table
shows Ly,in and Ly for 18 epochs. z and mean of Egg
values are also represented.

Table 1 shows the satisfactory reduction of Ly, and
Lya Over epochs. It can be seen that the mean Ei >z, SO
the method of detecting faults by comparing E of the AE-
CNN model of the reproduced samples with z works in
practice.

Table 1 — Results of training and validation of the AE-CNN

model
EPOChS Llrain I-val
1 0.0097 0.0092
2 0.0091 0.0091
3 0.0091 0.0090
4 0.0089 0.0086
5 0.0078 0.0076
6 0.0064 0.0064
7 0.0052 0.0056
8 0.0045 0.0052
9 0.0041 0.0050
10 0.0039 0.0048
11 0.0037 0.0048
12 0.0036 0.0047
13 0.0035 0.0047
14 0.0034 0.0046
15 0.0033 0.0046
16 0.0033 0.0046
17 0.0032 0.0046
18 0.0032 0.0046
z 0.00467195
Mean of Eiest 0.007458317
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Liain and Lq are calculated at the end of each epoch  corresponding number to batch size showing a clear
and are dynamic during all epochs due to changes in the difference between them. The last row of Table 2
performance of the AE-CNN model. represents the mean values for the E,5 and Ee columns.

Table 2 shows the mean values of E,y and Eig
calculated from groups of 16 samples with the

Table 2 — The results of calculating the mean values of E,, and Eg for each batch group

Batch group Eval Eest
1 0.0045924 0.00741719
2 0.00449713 0.00747784
3 0.00457025 0.00725762
4 0.00458623 0.00775483
5 0.00447544 0.00727971
6 0.00461615 0.00741939
7 0.00446275 0.00729698
8 0.00461744 0.00755094
9 0.00463127 0.00701465
10 0.00448145 0.00788275
11 0.00452703 0.00733029
12 0.00454546 0.00676255
13 0.0046516 0.0077562
14 0.00459267 0.00735691
15 0.00456514 0.00795846
16 0.00467195 0.00786724
17 0.00454972 0.00778848
18 0.00705316
19 0.00748284
Mean of E 0.0045667106 0.0074583173
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Figure 1 — The example of two faulty and healthy samples without SGF-MMN treatment
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Figure 2 — The example of two SGF-MMN-treated faulty and healthy samples
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Figure 3 — The example of a healthy SGF-MMN-treated sample and its recovery from the AE-CNN model
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Figure 4 — The example of a faulty SGF-MMN-treated sample and its recovery from the AE-CNN model

Fig. 1 shows that the faulty and healthy samples Egg will be much larger because the reduced faulty
without proper data pre-processing have blurred class samples have a much smaller number of characteristic
characteristics, which can complicate the perception of  pulses than the full-size faulty samples.
the AE-CNN model and worsen its classification ability. It is worth noting that if the bearing faults have small

Fig. 2 shows that the SGF-MMN-treated vibrations of — amplitude and low intensity of the characteristic signals
healthy and faulty samples mainly differ only in the [5], that s, if the vibrations of the faulty samples are very
characteristic pulses that are present in the faulty sample  similar to the vibrations of the healthy samples and have
and absent in the healthy sample. barely noticeable signs of the fault, the AE-CNN model

Fig. 3 shows that the AE-CNN model restores the  constructed in this study is likely to be much more
healthy sample with satisfactory accuracy, highlighting  difficult to track the characteristics of faulty samples and
the main details of the healthy sample, which confirms the  distinguish them from healthy samples by a slight

qualitative performance of the AE-CNN model. difference in class features, in this case, the E comparison
Fig. 4 shows that the AE-CNN model recovers a method may be less effective.
faulty sample without characteristic pulses due to the fact The proposed combinatorial method in the study [5]

that the AE-CNN maodel learned to recover only healthy  solves the given problem. The method transforms the
data features, which is why there is a clear difference original dataset into a graph dataset and uses the feature
between E,, and Ei; in Table 2. aggregation module to aggregate the features of

neighboring nodes.
6 DISCUSSION S : :
The dimensionality of the vibration samples was Considering that during the SGF processing of  the

reduced to 1500 values, but still, the AE-CNN model data provided for this study, only the features of the

showed good performance results in sample recovery and Classes showr_1 in Fig. 2 were_detected, _the AE-CNN
o I . model was built for the task of binary classification based
classification of faulty samples through the comparison of

. . ; on these features of the classes of healthy and faulty
Evar and Egg. It is assumed that if the AE-CNN model will . .
hfﬁ:dle fultiitsize samples, with proper tuning of M() and samples. It is also worth noting that the SGF parameters

corresponding h, the AE-CNN model will do well in the Zelercc:ecrji;‘:)er gr:(ljcf‘?;l?i?i ; Zztia;?] cﬁ) ﬁ;"d\?grm\,m'esnsuﬁgyﬂe
classification task. The difference when processing full- pprop Y yvary property

size samples will be that the difference between E,; and applied to other data.
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In the study [7], the hyperparameters of the DAE
hybrid network are mainly set based on common
experience and are constantly adjusted by trial and error
to achieve higher diagnostic accuracy. In this study, this
feature was taken into account and the TPE method was
used to select h in the AE-CNN model. Also, the method
proposed in the study [7] can only detect new faults and
cannot distinguish between different new faults, it is not
able to represent and distinguish faults in more detail. In
this research, the AE-CNN model can detect new faults if
they have specific characteristics that are significantly
different from the healthy characteristics of the samples.
Still, it can also not distinguish between classes of
possible faulty samples.

The method proposed in the study [9] is also based on
the AE-CNN model and can be used to diagnose bearing
faults under noise conditions. The AE-CNN model in this
study uses data processed by SGF and MMN, however, in
the case of using noisy data processed through MMN
only, it is not known what the classification ability of the
AE-CNN model will be, but assumed that it will be lower
due to the presence of noise in the data, which can distort
the characteristics of classes important for classification.

Research [10] mentions the integrated use of different
deep learning models, such as LSTM network and CNN,
the advantages of each model can be complementary. It is
assumed that adding layers of LSTM to the AE-CNN
model, given its ability to remember well the short-term
and long-term features of the data, can indeed if correctly
implemented, help to better capture the dependencies
between successive pulses and long-term trends in
vibration data, especially if the AE-CNN model processes
samples of the full-size of 93752 values.

In the paper [13], a GCN-based LSTM autoencoder
with a self-attention model for bearing fault diagnosis was
proposed and evaluated using multivariate time series
data. The proposed model was found to increase the
accuracy of fault diagnosis by combining the GCN layer
and the LSTM layer to extract important features from the
frequency domain. In the data pre-processing step, data
including various fault states and steady states were
standardized, while features in the frequency domain were
extracted through STFT conversion. A competent
implementation of STFT can likely help improve the
efficiency of AE-CNN in detecting faulty samples by
taking into account frequency components and observing
the change in frequency over time.

CONCLUSIONS

The task of detecting bearing faults when applying the
machine learning method based on the ZSL principle has
been solved.

The scientific novelty of the obtained results is that,
for the first time, a machine learning method with the
selection of hyperparameters was proposed for building
the AE-CNN model based on the best-selected
hyperparameters. The hyperparameter selection method
divides the combinations of hyperparameters into good
and bad using a certain threshold value of the objective
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function and builds models to estimate the probability of
each group. This makes it possible to find new
combinations of hyperparameters that have a higher
probability of being good, thereby optimizing the choice
of hyperparameters.

The practical significance of the obtained results is
that, following the ZSL principle, a model based on a
neural network was built that detects bearing faults and
successfully performs binary classification of healthy and
faulty samples of vibration data. The results of the
experiment make it possible to recommend the proposed
data pre-processing methods and the built model for
practical application, as well as to determine the effective
conditions for applying the data pre-processing methods
and the built model based on a neural network.

Prospects for further research consist of testing the
built model based on a neural network on other vibration
data of bearings and its implementation in practical
operations to detect bearing faults.

ACKNOWLEDGMENTS
Acknowledgments go to GPMS
Bechhoefer for providing the data.

owner Eric

REFERENCES

1. Mao W, He J, Li Y. et al. Bearing fault diagnosis with
auto-encoder extreme learning machine: a comparative
study [Electronic resource], Journal of Mechanical
Engineering Science, 2017, Vol. 231, Ne 8, pp. 1560-1578.
Mode of access:
https://journals.sagepub.com/doi/10.1177/095440621667589
6

2. Huang Z., Song X., Liao Z. et al. Bearing fault feature
enhancement and diagnosis based on Savitzky-Golay
filtering Gramian angular field [Electronic resource], IEEE
Access, 2024, Vol. 12, pp. 87991-88005. Mode of access:
https://ieeexplore.ieee.org/document/10570176

3. Chen X., Guo Y., Na J. Encoder signal-based optimized
Savitzky-Golay and adaptive spectrum editing for feature
extraction of rolling element bearing under low-speed and
variable-speed conditions [Electronic resource], ISA
Transactions, 2024, Vol. 154, pp. 371-388. Mode of access:
https://www.sciencedirect.com/science/article/abs/pii/S0019
057824003677?via%3Dihub

4. Wang Y. Li D, Li L. et al. A novel deep learning
framework for rolling bearing fault diagnosis enhancement
using VAE-augmented CNN model [Electronic resource],
Heliyon, 2024, Vol. 10, Ne 15. Mode of access:
https://doi.org/10.1016/j.heliyon.2024.e35407

5. Wang M., Yu J, Leng H.et al. Bearing fault detection by
using graph autoencoder and ensemble learning [Electronic
resource], Scientific Reports, 2024, Vol. 14, Ne 1, pp. 1-15.
Mode of access: https://www.nature.com/articles/s41598-
024-55620-6#citeas

6. TomaR. N., Piltan F., Kim J.-M. A deep autoencoder-based
convolution neural network framework for bearing fault
classification in induction motors [Electronic resource],
Sensors, 2021, Vol. 21, Ne 24. Mode of access:

https://www.mdpi.com/1424-8220/21/24/8453
7. Zhao Y., Hao H., Chen Y. et al. Novelty detection and fault
diagnosis method for bearing faults based on the hybrid
resource],

deep  autoencoder network  [Electronic

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, indopmatrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

Electronics, 2023,Vol. 12, Ne 13. Mode of access: 12. Gholamy A., V. Kreinovich, O. Kosheleva Why 70/30 or

https://www.mdpi.com/2079-9292/12/13/2826 80/20 relation between training and testing sets: a
8. Toma R. N., Piltan F., Im K. et al. A bearing fault pedagogical explanation [Electronic resource], Mode of
classification framework based on image encoding access: https://api.semanticscholar.org/CorpusID: 7467506
techniques and a convolutional neural network under  13. Lee D. H. Choo, J. Jeong GCN-based LSTM Autoencoder
different operating conditions [Electronic resource], with self-attention for bearing fault diagnosis [Electronic
Sensors, 2022, Vol. 22, Ne 13. Mode of access: resource], Sensors, 2024, Vol. 24, Ne 15. Mode of access:
https://www.mdpi.com/1424-8220/22/13/4881 https://www.mdpi.com/1424-8220/24/15/4855
9. Yuan F., Xun P., Wang W. et al. Bearing fault diagnosis  14. Sohaib M., Kim J.-M. Reliable fault diagnosis of rotary
based on auto-encoder combined with CNN [Electronic machine bearings using a stacked sparse autoencoder-based
resource], Fuzzy Systems and Data Mining 1X : Proceedings deep neural network [Electronic resource], Shock and
of the Fuzzy Systems and Data Mining Conference, 18-20 Vibration, 2018, Vol. 2018, Ne 1. Mode of access:
November 2023 : proceedings. Xiamen, 10S Press, 2023, https://onlinelibrary.wiley.com/doi/10.1155/2018/2919637
Vol. 354, pp. 334-344. Mode of access: 15.GuY., CaoJ., Song X.etal. A denoising autoencoder-based
https://ebooks.iospress.nl/doi/10.3233/FAIA231039 bearing fault diagnosis system for time-domain vibration
10. Rao C. A survey of autoencoder and convolutional neural signals [Electronic resource], Wireless Communications and
network based methods for fault diagnosis [Electronic Mobile Computing, 2021, Vol. 2021, Ne 1. Mode of access:
resource], Advances in Engineering Technology Research, https://onlinelibrary.wiley.com/doi/10.1155/2021/9790053
2024, Vol. 11, Ne 1, pp. 516-528. Mode of access: 16. Althubaiti A., Elasha F., Teixeira J. A. Fault diagnosis and
https://madison— health management of bearings in rotating equipment based
proceedings.com/index.php/aetr/article/view/2529 on vibration analysis — a review [Electronic resource],
11. Zhang S., Zhang S., Wang B.et al. Deep learning algorithms Journal of Vibroengineering, 2021, Vol. 24, Ne 1, pp. 46-74.
for bearing fault diagnostics — a comprehensive review Mode of access: https://www.extrica.com/article/22100
[Electronic resource], IEEE Access, 2020, Vol. 8, Received 30.01.2025.
pp. 29857-29881. Mode of access: Accepted 10.04.2025.

https://ieeexplore.ieee.org/document/8988271

V]IK 004.93

BUABJIEHHS HECITPABHOCTI NIIIIUITHUAKA 3A IOIIOMOI'OXO 3rOPTKOBOi HEMPOHHOI MEPEXKI
ABTOKOJYBAJIbHUKA

Kucapin M. K. — cryznent dakynsrery iHpOpManiifHUX TeXHOJOTiH Jep>kaBHOTO TOPrOBEIbHO-CKOHOMIYHOTO YHIBEPCHTETY,
Kuis, Ykpaina.

AHOTAIIA

AxTyanbHicTh. [liIIINMHUKKA € BaXKJIMBOIO YacTHHOI A8 (YHKI[IOHyBaHHsS pPi3HMX 3aco0iB mepecyBaHHs. BoHH MaioTh
BIIACTUBICTH 3HOILIYBATHCS 1 BUXOAWTH 3 JIady, IO BHUMArae SIKICHOTO 1 CBOEYACHOTO BHUSBJICHHsS HecHpaBHOCTEH. 3001 He 3aBKAH
JIErKO BHUSBUTH, TOMY BHKOPUCTaHHS TPAJMLIHHUX METOIIB BHSBJICHHS MOXKe OyTH HEIOCTaTHbO e(EKTHBHUM. BHKOpHCTaHHS
METOJiB MAaIIMHHOTO HaBYaHHS, SKi J00pe MiIXOAATh I 3aBJaHHS, MoOXe €(EeKTHBHO BUPIMINTH MPOOJIEMY BHSBICHHS
HecIIpaBHOCTEH MiAIHUITHAKIB. OO0’ €KTOM JOCIIHKEHHS € IPOoIiec HepyHHIBHOI IIarHOCTHKH IIAIIMITHUKIB. [IpenvMeTom nociikeHHs
€ MeToI¥ Mifdopy TrineprapaMeTpiB Ta iHIIOT onTHMi3amii 11t MoOyX0oBH AiarHOCTHYHOI MOJIENi Ha OCHOBI HEHpPOHHOI Mepexi 3a
JTAHUMH CIIOCTEPEIKEHb.

Meta po60TH — CTBOPEHHSI MOJIEJIi HAa OCHOBI HEHPOHHOT MEpPEKi /ISl BUSIBIICHHS HECTIPABHOCTEH MiAIIMITHUKIB HA OCHOBI ZSL.

Metona. 3anponoHoBaHuid QUIBTP 3IaMKyE qaHi, 30epiraroun KII0Y0Bi XapaKTePHCTHKH, TaKi SIK KK Ta HAXWIH, 1 yCyBa€ MIyM
0e3 iICTOTHOTO CITIOTBOPEHHS CHTHAY. 3alpONOHOBAHO METOJ HOpMallizamii BiOpaiifHuX qaHuX, sSIKHi MOJIsIrae B HCHTPYBaHHI JaHUX
1 pO3MOALTI aMITITYIM B ONTHMATBHUX MEXax, IO CHpHUsie KOPEKTHIH oOpoOIi IUX JaHUX apXiTEKTYPOIO MOJENi. 3alporoHOBaHO
MOJIENTb Ha OCHOBI HEMPOHHOT MEpEeXi JUTs BUSIBIICHHSI HECIIPABHOCTEH i IIIUITHAKIB MIISIXOM O0pOOKH AaHWX 1 MOAAJBINOT ABIHKOBOT
kiacudikarmii X KonuBaHb. 3arpoIOHOBaHA MOJIEIB TPAIIOE NIISIXOM CTHCHEHHS JaHHX IIPO BiOpaIlifo B MPUXOBaHE MPEICTABICHHS
Ta X MOJANBIIOrO BiJHOBJIEHHS, OOYMCICHHsS MOXHMOKM MDK BiJHOBJICHUMH Ta BHUXIZHMMHU JaHVMHU Ta BU3HAYEHHS PI3HUII MiX
noxuOKaMu JaHWX PO BiOpallifo CIPaBHOrO Ta HECIPABHOIO IMiAMIMIHUKIB. MeTox MalmHHOrO HaBuaHHs Zero-Shot Learning
nepenbayae HaBYaHHS, HEPEBIPKY MOJENI JIMIIE HAa CIIPAaBHUX JaHUX MPO BiOpalifo Ta TECTyBaHHS MOJECTI JIMIIE HA HECIPAaBHHX
JaHMX TIpo BiOpamito. 3aBISKH 3alPONIOHOBAHOMY METOJy MAlIMHHOTO HaBYAaHHSA MOJENb Ha OCHOBI HEHPOHHOI Mepexi 3/1aTHa
BUSIBJIATH HECHPABHI MiJIIUITHUKH, HAsSBHI B JOCTIDKYBAaHOMY KJIaci HECHPAaBHOCTEH 1 TEOPETHYHO HOBI KJIACH HECIPABHOCTEH,
TOOTO MOJENh MOXE BHSIBIISTH Pi3HI KJacH JaHUX, SKi BOHAa He Oadmiia MiJ Yac HaBYaHHS. ApXITEKTypa MoJeli moOyJoBaHa Ha
3TOPTKOBUX PIiBHAX 1 PIBHAX MakKCHMAIBHOTO 00’€qHAHHS KOJAEpa, a TaKoXX Ha 3BOPOTHHUX 3TOPTKOBHX DPIBHAX IS JOEKOJEpa.
CrieniaIbHIM METOJIOM BUOMPAIOThCS HAaliKpallli rineprnapaMeTpy MOJIEI.

Pe3yabraTn. BukopucroByrouu 6iGmioreky PyTorch, 6yno orpumano Mozenb, 3xaTHy g0 OiHapHOI kiacudikanii crpaBHHX i
HECIPABHUX I IIMITHUAKIB, NIIIXOM HaBYaHHs, BJIIAIT Ta TECTyBaHHs B IporpaMHoMy cepenosuiii Kaggle.

BucnoBkn. TectyBaHHs mnoOynOBaHOi apXiTEKTypH MOJeNi MiATBEPAMIO 3HaTHICTH Mojesi KiacudikyBaTH CIpaBHI Ta
HECIPaBHi MAMIUITHUKA JBIHKOBO, LIO 103BOJISIE PEKOMEH/yBaTH 11 11 BAKOPUCTAHHS HA MPAKTHUL ISl BUSBICHHSI HECIIPABHOCTEH
miamunHUKiB. [TepcrieKTHBH MOAANbIINX AOCTI[KeHh MOXYTh BKIIIOUaTH TECTYBaHHS MOJENI LUIAXOM IHTErpamii B CHCTEMH
IIPOTHO3HOTO 00CITyrOBYBaHHS U1 CBOEYACHOTO BUSIBIICHHS HECIIPABHOCTEH.

KJIFOYOBI CJIOBA: HecnpaBHICTh MiANIAITHIKA, aBTOKOTYyBaJIbHUK, 3TOPTKOBAa HEWPOHHA Meperka, HaBYaHHs 3 HyJIsl, OiHapHa
knacugikaris.
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ABSTRACT

Context. The problem of synthesizing a diagnostic model of complex technical processes in nonlinear systems, which should be
characterized by a high level of accuracy, is considered. The object of research is the process of synthesizing a neural network model
for technical diagnostics of nonlinear systems.

Objective of the work is to synthesize a high-precision neural network model based on previously accumulated historical data
about the system.

Method. It is proposed to use artificial neural networks for modeling nonlinear technical systems. First, you need to perform an
overall assessment of the complexity of the task. Based on the assessment, a decision can be made on the best approach to organizing
neuromodel synthesis. So, for the task, the level of ‘random complexity’ was chosen, because despite the relative structure of the
data, their total array is quite large in volume and requires careful study in order to ensure high quality of the solution. Therefore, in
the future, it was proposed to use a neuromodel based on recurrent networks of the GRU topology and use swarm intelligence meth-
ods for neurosynthesis, in particular the A3C method. The results obtained showed a high level of solution obtained, but due to the
high level of resource intensity, the proposed approach requires further modifications.

Results. A diagnostic model of complex technical processes in nonlinear systems of optimal topology, characterized by a high
level of accuracy, is obtained. The built neuromodel reduces the risks associated with ensuring human safety.

Conclusions. The conducted experiments confirmed the operability of the proposed approach and allow us to recommend it for
further refinement in order to implement technical, industrial and operational process control systems in practice in automation sys-
tems. Prospects for further research may lie in optimizing the resource intensity of synthesis processes.

KEYWORDS: technical diagnostics, nonlinear systems, machine learning, neural network synthesis, indicator system, neuro-
model, sampling, learning, error.

ABBREVIATIONS
A3C is an Asynchronous Advantage Actor-Critic
method;
AdaGrad is an adaptive gradient algorithm;
ANN is an artificial neural net;
BTTT is a backpropagation throw the time method;
DNN is a deep neural network;
GBO is a gradient-based optimization method; Nj
GRU is a gated recurrent unit;
ML is machine learning;
LSTM is a long short-term memory network;
RC is random complexity;
RL is a reinforcement learning;
RNN is recurrent neural network.

NOMENCLATURE
Infsample is a general information of input data (data

set);
Kinput is a number of element types in the neural net-

Khtcorrx 1s a number of independent variables that

are weakly dependent on others or do not correlate with
each other;

N is a number of input features that characterize sam-
ple instances;

N; is a multiple neurons at the network input;

is a neuron at the network input;

N, is a multiple neurons at the network output;

NOp is a neuron at the network output;

N}, is a multiple neurons of the hidden network layer;
Ny, is a hidden network layer neuron;

NUMeemtype 1 @ number of element types in the neu-

ral network;
NN is a neural network;

NNgiryct is a structure of neural network;

work;

Keorry is a number of independent variables that
strongly correlate with the original features;

Kimp is a number of the most significant independent

variables among factors4
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| is a number of neurons at the network input;
LeVacemeas 1S @ measurement accuracy level,
Levsy is a level of significant and less significant

and/or non-significant factors4
LeVianag 18 a level of possible control and manage-

ment;
Leviask is a conditional difficulty level of the task;
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LeVmpitctn 18 @ level of possible simplification of the

structure;

m is a number of dependent (categorical) features of
sample instances;

p is a number of neurons at the network output;

Paramp is additional and specificity parameters of

task;
g is a number of connections between neurons in the

network;
I is number of neurons in the hidden network layer;
RC is random complexity;
Sample is a data set;

Task is general represent of the modeling task;
W is a multiple of connections between neurons;
Wy is a connection between neurons in the network;

X, is a independent attribute of the sample instance;
X is a set of independent attribute (variables);
Ym 1is a value of the dependent variable (attribute) of

the sample instance;
Y is a set of values of dependent variables.

INTRODUCTION

ML is widely used for diagnostics of complex technical
processes, as it provides a number of advantages that are not
available in classical approaches using manual control, rule
systems, and the like. Today, ML is a powerful tool for solv-
ing such problems [1]-[4].

In nonlinear technical systems, there are quite complex
patterns in the data received from Sensor Systems. Such data
contains nonlinear relationships, i.e. technical processes of-
ten involve nonlinear interactions between several variables
(for example, temperature, pressure, vibration). ML models
can automatically recognize these patterns. In addition, most
systems generate large amounts of sensor or operational data.
ML can efficiently process large data sets and identify mis-
sion-critical functions [1]-[4].

The main further goal of using ML models is to automate
diagnostics. ML-based models will allow you to perform
real-time analysis. ML models can analyze data in real time,
allowing instant fault detection and diagnostics. Moreover,
the use of ML will reduce human intervention. Unlike man-
ual diagnostics, ML systems can process data independently,
reducing reliance on industry experts [1]-[4].

Processing noise in data and uncertainty. Complex sys-
tems often operate in environments where data is noisy or
incomplete. ML models are designed to summarize imper-
fect data. In addition, ML models can estimate the probabil-
ity of various failures or technological anomalies, providing
probabilistic results that help with decision-making [1]-[4].

ML-based models are characterized by a high level of
adaptability to new conditions. Technical processes often
develop due to changes in operating conditions or system
configuration. ML models can be retrained or modified to
adapt to these changes. Pre-trained ML models can be
adapted to new but similar processes with minimal additional
training.

© Leoshchenko S. D., Oliinyk A. O., Subbotin S. A., Morklyanyk B. V., 2025
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In industries such as manufacturing, power plants, or
transportation, ML can perform diagnostic tasks for thou-
sands of sensors and subsystems simultaneously. ML can be
deployed on peripherals or in centralized systems to scale
diagnostics in multiple locations [4].

ML models analyze patterns in historical data to predict
when components might fail, preventing unplanned down-
time. Uncontrolled ML models can detect deviations from
normal operating conditions, warning of potential problems
at an early stage.

ML models allow you to determine which variables or
functions are most important for fault diagnosis, providing
valuable information for system optimization. By studying
patterns in misclassification or anomalies, ML can help pin-
point the root causes of problems [1].

Summing up, we should note the main advantages in
terms of costs and efficiency, namely:

—reduced downtime: early detection of malfunctions
minimizes production shutdowns and repair costs;

—reduced labor costs: automated diagnostics reduces the
need for constant monitoring by operators;

— by providing accurate and timely information, ML al-
lows you to make more informed decisions.

The object of study is synthesizing a high-precision
neural network model based on previously accumulated his-
torical data about the system.

The subject of the study is a neural network model of
complex technical processes in nonlinear systems, which
should be characterized by a high level of accuracy.

The purpose of the work is to construct and study neu-
romodels of complex technical processes in nonlinear sys-
tems, which should be characterized by a high level of accu-
racy with a preliminary definition of structural features based
on the use of a system of indicators.

1 PROBLEM STATEMENT
Let it be that a data set Sample, containing data on
mechanical parameters (e.g., vibration) recorded by spe-
cialized sensors and obtained during an operational study
of a complex nonlinear technical system (e.g., helicopter
transmission, car, or engine) is given. Then,
Sample =(X,Y), where X =1{X,Xy,X3,... X}, where

i=1;1158,and Y = {y} is the key output variable.

Then, it is necessary to determine such a set of X *,
to ensure Y that the diagnostic error is minimized by a
diagnostic model based on such a data set:
Error(Model gizg (X *))— min .

Most of the tasks, for which is planning to use ML
models, have a different nature and a high level of speci-
ficity ( Paramy ) [5]. However, when using the apparatus

of neural networks, it is sufficient to have a comprehen-
sive assessment of the complexity of the task:

Task:{Paramr,LevTask} [5]. Such a comprehensive

assessment can be obtained on the basis of information
about the input data of the task (a sample of data) and a
group of criteria for evaluating the accuracy of the data
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and the requirements for the model:
I-eVTask = {I nfsample> Levsmplfctma Lerctr> Levaccmeas» I-evmanag } :

It was noted in [5] that a complex neuromodel based
on a RNN and DNN topologies will be sufficient for tasks
belonging to the RC category. Then such a model ( NN )

will consist of: a set of neurons N = {Ni,NO, Nh} con-

sisting of subsets of input
Ni = {Nj, Ni v Nj b1 =12, NG output
N, = {NOI’NOZ,...,NOP;,p:1,2,...,|N0|, and hidden neu-

rons Ny :{Nhl’th,...,Nhr},r=1,2,...,|Nh|. The number

of neurons in the hidden layer
(Nj, ={thNh2,...,Nhr}, r =1,2,...,|Nh|) can be calcu-

lated based on analytical estimates of the input data [5].
After that, it can proceed to determining the weights
of connections between neurons W = {Wq }, in other words,

to parametric synthesis. Having determined the values of
the elements of sets, we can consider the synthesis of
ANN: complete [5].

Therefore, the first subtask will be to determine the
exact category of complexity of the problem based on the
values of the criteria

Levrask = {Infsamplea LeVsmplfctms L€V fctr» L€Vaccmeas> L€Vmanag }

and data about the data sample. The next subtask will be
the calculation of the number of neurons in the hidden
layer of the network

|Nh| = Kinput = Keorry — Kimp — Khtcorrx  [5]-

2 REVIEW OF THE LITERATURE

GRU is a type of RNN designed for processing se-
quential data. GRUs are particularly effective for tasks
related to time series or sequential data, where dependen-
cies need to be fixed over time. Presented in [6], GRUs
are a simplified version of LSTM, but retain comparable
performance while reducing computational complexity.

The GRU consists of two main gateways [6], [7]:

a) update gate:

— decides how much past information should be saved;

— helps the network focus on up-to-date past informa-
tion, while forgetting unnecessary details;

b) reset gate:

— manages how much past information should be de-
leted for the current time step;

— allows the network to reload its memory when new
patterns or states appear [6], [7].

GRUs do an excellent job of fixing time dependencies
in sequential data, such as sensor readings during techni-
cal processes. They can detect patterns or anomalies in
time-dependent data, which is crucial for diagnosing fail-
ures in dynamic systems.

GRUs have fewer parameters compared to LSTM,
which reduces computing costs. This speeds up GRU
training and deployment, especially for large data sets or
systems with real-time constraints [6], [7].

GRUs can study long-term dependencies in se-
quences, avoiding problems such as vanishing gradients
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faced by Standard RNNSs. This is very important for diag-
nosing processes in which the consequences of past
events (for example, earlier anomalies) affect the current
state [8].

Complex technical processes often lead to noisy data.
GRUs are resistant to such noise due to their closed
mechanisms that selectively filter out irrelevant informa-
tion [9].

GRU can efficiently process multidimensional time
series of data. For example, power plant operation Diag-
nostics may include simultaneous analysis of temperature,
pressure, and vibration data [7].

GRUs are computationally efficient and can be de-
ployed for real-time fault detection and diagnostics, which
is vital in mission-critical systems such as production
lines or power grids [7].

GRUs adapt well to a variety of technical processes,
making them versatile for applications in various indus-
tries, from Automotive to aerospace.

GRU in diagnostics is recommended to be used for:

a) fault detection:

— detection of anomalies in machine behavior by ana-
lyzing time series of sensor data

—example: detection of unusual vibrations in turbines
or engines;

b) preventive maintenance:

— predict possible system failures by analyzing his-
torical data;

—example: industrial equipment wear monitoring for
maintenance planning;

¢) process optimization:

— analysis of time dependencies to optimize operating
parameters;

—example: configure the input data of a chemical en-
terprise based on sensor feedback to maximize perform-
ance;

d) root cause analysis:

— tracking patterns in time series data to identify the
underlying cause of the malfunction;

—example: diagnostics of pressure fluctuations in
pipelines.

Thus, GRUs are ideal for diagnosing complex technical
processes, as they provide an optimal balance of computa-
tional efficiency, resistance to encrypted data, and the abil-
ity to capture complex time patterns. Their real-time capa-
bilities and adaptability make them a one-stop solution for
dynamic applications with large amounts of data [8].

A3C is an advanced RL method that can become an
effective method for synthesizing GRU-based networks,
especially for tasks that require high accuracy, such as
diagnosing complex technical processes. The benefits of
A3C are in good agreement with the requirements for
GRU training networks to perform these tasks [9], [10].

A3C is a reinforcement learning system in which:

— many agents work asynchronously in parallel envi-
ronments, collecting data and learning from different ex-
periences;

— it uses two networks:
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—actor: determines what actions should be taken

(network of policies);

— critic: evaluates the quality of actions taken by
evaluating the value function;

—the method optimizes performance by combining
policy-based methods (learning policies) and value-based
methods (evaluating the value of states or actions);

— for GRU networks: GRU can serve as a basic archi-
tecture for participating and / or critical networks to proc-
ess sequential or temporary data.

A3C uses the term entropy-based regularization to en-
courage research, allowing GRU to learn from less com-
mon but important patterns [9], [10].

GRUs, combined with A3C, perfectly captures these
dependencies, focusing on sequences that maximize bene-
fits while effectively identifying the most significant pat-
terns in the data.

A3C stabilizes the learning process by asynchronous
updating of weighting factors by multiple agents. This

asynchronous process smooths out gradients, resulting in
faster convergence and a reduced risk of overtraining.

3 MATERIALS AND METHODS

As it was given in the previous section, the modeling
task can be unified for a specific task after a certain com-
prehensive assessment of its complexity. Given that the
structure of ANN ( NN = (struct, param)) allows to most
subtly encode the relationships between the input data
(X = {Xl,xz,...xn}) [5], it is necessary to accurately se-
lect the synthesis option for such a non-network model.
Based on the values of the indicators to assess the com-
plexity of the task

( I-evTask = {Infsamplev I-evsmplfctmv Levfctr» Levaccmeas’

L€V yanag } )» it can be chosen a way to synthesize the most
acceptable structure [5].

The general scheme of chosen the category of com-
plicity using indicators prepared as a formula (1).

LeVgmpifetn < 0, LeVgeyr < 0,LeVacemeas = 0, L€Vmanag =0 — OS

Levrask =

I-evsmph‘ctn >0, Leveyr <0,Levaeemeas = 0. LeVmanag =0—->0C
LeVempitetn < 01 LeVsmpifetn = 0, LeVgeyr > 0, LeVacemeas > 0, LeVmanag = 0 — CAWP

(1

LeVgmpietn > 0, LeVsetr > 0,LeVacemeas = 0, LeVimanag 20— RC

Therefore, we can conclude that it has a level of com-
plexity of the RC category, that is why we will be using
combine of GRU model and A3C method for training
(Fig. 1).

A3C directly optimizes the expected reward (or a sur-
rogate) by combining [11], [12]:

Actor Loss: Encourages the GRU to make better pre-
dictions for diagnosis.

Data Set— Big Data
LeVsmprdn>0
Levfctr>0
Levaccmeasz 0
LeVimanag> 0

Fl"he use of more complex ANNs—l
topologies in combination with
RL methods makes it possible to
obtain more adapted solutions

Figure 1 — Organized simplicity category of modeling task
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Critic Loss: Ensures the network evaluates the quality
of predictions accurately [13], [14].

This joint optimization ensures that the GRU learns
both what actions to take and how good those actions are,
leading to a more accurate and robust model.

In diagnosing complex processes, data is often noisy
or changes over time.

A3C’s parallel agents, combined with GRU’s gating
mechanisms, allow the system to:

— focus on relevant patterns;

— adapt to dynamic data distributions;

— improve robustness to outliers and transient condi-
tions.

A3C utilizes multiple agents working independently,
which reduces bottlenecks in learning long-term depend-
encies in GRUs.

This enables better model performance on large-scale
problems with time-series data, where capturing subtle
temporal patterns is essential [8]-[13].

GRUs already excel at modeling sequences, but A3C
reinforces this by focusing on rewarded patterns:

— fault patterns that result in high rewards (accurate
predictions) are emphasized;

— unimportant or noisy patterns are downplayed.

A3C agents experience diverse states and collect var-
ied trajectories, effectively regularizing the training proc-
ess. This diversity improves the GRU network’s generali-
zation, avoiding overfitting to specific fault scenarios.

Collect multivariate time-series data (in next section it
will be noticed that this is vibration) from sensors.

A3C Setup:

—use GRUs for both the Actor and Critic networks:

— input: sequential sensor data;
OPENaﬁCCESS @ @ @
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— actor output: predicted fault class or action;

— critic output: value of the current sequence.

Training:

— deploy multiple agents in parallel, each exploring
different sensor sequences and learning asynchronously.

Train GRUs to:

— recognize normal and fault patterns$

— predict future states or faults based on sequential
dependencies.

Optimization:

—use the A3C loss function to refine GRU parame-
ters:

— minimize actor loss for better fault classification.

— minimize critic loss to improve evaluation of predic-
tion quality.

Deployment:

— the resulting GRU model can diagnose faults with
high accuracy in real-time.

4 EXPERIMENTS

For testing was perpetrate next data set:

— 1158 Vibration Data Sets

—roughly 2/3s of the files are nominal data, while 1/3
have a gear fault.

Scoring: Percent Correct, total correct / 1158

Generally, for experimental comparing different
strategies of ML approaches was using list of Python li-
braries and packages, as:

— TensorFlow Agents for RL methods;

—Keras for different ANNs models [15] (as DNN,
RNN, CNN, etc.).

Table 1 — Model results based on test data

Model + method combination Synthesis time, s | Accuracy on training part of data set | Accuracy on test part of data set
Perceptron + Backpropagation 5236 92.77 92.04
DNN + GBO 6286 96.52 95.72
DNN + AdaGrad 4632 97.24 96.25
GRU + Backpropagation Through Time 5965 96.39 95.76
GRU + A3C 7045 98.58 98.37
GRU + MGA 8906 98.73 98.66

5 RESULTS of people during technical processes, it is not possible to

Table 1 shows the results of models based on test data.
During compression special attention was concentrated on
accuracy of models for different depended features.

Accuracy was calculated as:

E = Olclass 1000,
Numbersamp

In multiclass classification, accuracy is a standard
metric that measures the proportion of correctly predicted
labels out of the total predictions made. It is particularly
straightforward when each instance belongs to one of
multiple classes, and only one label is correct.

For different ML models was using different training
methods.

6 DISCUSSION

From the test results, it can be seen that the GRU-
based approach in combination with RL is one of the
slowest approaches. Therefore, the difference in compari-
son even with DNN sometimes almost 2 times indicates a
high resource intensity in terms of time, because RL
methods do not differ in high speed. Moreover, setting up
GRU metaparameters requires additional processing of
the gate value, which also slows down the synthesis time.
On the other hand, when using the more classical BPTT,
the time has been reduced, but this approach to training,
firstly, is quite difficult to parallelize, which significantly
slows it down for working on high-performance comput-
ing systems, and secondly, despite the more optimized
synthesis time, the accuracy of work is still not high.

In addition, despite the large number of computing
nodes, DNN also does not provide an acceptable level of
accuracy. And given the importance of ensuring the safety
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compromise accuracy. Also, it is worth noting that despite
the optimization of the synthesis time, when working with
such a model, the load on computing resources is also
high.

An ordinary Perceptron was taken for analysis simply
to ensure that even the simplest neural network models
show a high level of accuracy (more than 90%), but still
do not fully allow abstracting complex data connections.

The use of MGA [16] for GRU synthesis was also
considered separately as a stochastic approach. Despite
the highest time indicators, this particular solution dem-
onstrated the highest accuracy, but the synthesis process
itself, in addition to high time requirements, also imposes
high requirements on computing power.

CONCLUSIONS

The urgent scientific and applied problem of synthe-
sizing a diagnostic model of complex technical processes
in nonlinear systems, which should be characterized by a
high level of accuracy, is considered is solved.

The scientific novelty lies in the study of the use of a
system of criteria for determining the structural features
of a neural network model. Based on the assessment of
the complexity of the task and the system of indicators, it
was possible to obtain neuromodel with a high level of
accuracy of work.

The practical significance lies in the fact that the de-
veloped neural network models can be used during the
implementation of real technical processes in production
facilities. Their use will significantly reduce production
costs and automate the modeling process.

Prospects for further research and development are
mechanisms of optimization of computing resources us-

ing.
OPEN a ACCESS m
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CHHTE3 HEUPOMEPEXEBUX MOJEJEW JJISI TEXHIYHOT'O JIATHOCTYBAHHS HEJITHIMHUX CACTEM

Jleomenko C. 1. — n-p dinocod., noueHt kadenpu nporpamunx 3acodis HarionansHOTo yHiBepcHTeTy «3amopi3bka HOJiTeXHi-
Kay, 3anopixoka YKpaiHa.

Ouiiinuk A. O. — 1-p TexH. HayK, JoUEHT, npodecop kadeapu mporpamMuux 3acodiB HamioHaapHOTO yHIBEpPCUTETY «3amopizbka
MOTITEXHiKay, 3anopixoks, YKpaiHa.

Cy66otin C. O. — 1-p TexH. HayK, Ipodecop, 3aBixyBad kadeapH mporpaMHIX 3aco0iB HanioHaasHOTO yHIBEpCHTETY «3aropi-
3bKa IOJITEXHIKay, 3anopixoks, YKpaiHa.

Mopxasauk B. B. — 1-p TexH. Hayk, npodecop, npodecop kadenpu inpopmaniiinux texHonoriid, Boenna akagemis, M. Kuis,
VYkpaina

AHOTALIA

AKTyaJbHicTb. PO3risHyTO 33124y CHHTE3Y IiarHOCTUYHOI MOJIEINi CKITaHAX TEXHIYHUX MPOILECIB Y HENIHIHAX cUCTeMaXx, IO
Ma€ BiZPI3HATHCSA BHCOKHM piBHEM TOYHOCTI. O0’€KTOM IOCIHIIKEHHS € MPOLEC CHHTE3y HEHpPOMEepeKeBOi MOAENTI A TEXHIYHOTO
IarHOCTYBaHHS HEJIHIHHUX CHCTEM.

MeTta podoTH nossirac y cuHTe3i HelpoMepexeBoi Mol BUCOKOI TOYHOCTI, Ha OCHOBI IOIIEPETHEO HAKOIMMYEHUX 1CTOPUIHHUX
JIAaHUX TIPO CHCTEMY.

Metopa. 3anporOHOBAaHO BUKOPUCTOBYBATH IITYYHI HEHPOHHI MEpEeXi IS MOJIETIOBAHHS HENIHIHHMX TeXHIUYHHMX cucteM. [lo-
nepiie, HeoOXiTHO BUKOHATH 3arajibHy OIIIHKY CKJIQJIHOCTI 3amadi. Ha OCHOBI OIIHKK MOXXHA MPUNHSATH PIIICHHS PO MOJANBINNI
miaxig no opraisauii cuHTe3y Heiipomopeni. Bin tak, s mocTtasieHol 3amadi Oysio oOpaHO piBEeHb CKIIAMHOCTI Oe3naaHa CKIia-
HICTb, JUKE HE 3B)KAIOYM Ha BiJHOCHY CTPYKTYPOBAHICTb JAHUX, IX 3arajbHHI MacHB € JIOCUTb BEJUKHUM 3a 00’€MOM Ta BUMAarae
PETETBHOTO ONPALOBaHHS 3 METOIO 3a0€3MeUeHHs BUCOKO]I SIKOCTI pimeHHs. ToMy B mopanbmomy Oyio 3alIpOIOHOBAaHO BUKOPHUCTO-
BYBaTH HEHUPOMOZEIh HAa OCHOBI peKypeHTHHX Mepex Tonosorii GRU ta Bukopucratu A HEHpOCHHTE3y METOJH POHOBOTO iHTEIe-
KTy, 30kpema Metor A3C. OTpumaHi pe3yIbTaTd 3aCBIIYMIN BUCOKHI PiBEHb OTPHMAHOTO PIIICHHS, IPOTE Yepe3 BUCOKUH PIBEHBb
PECYPCOEMHOCTI 3aIIPOITIOHOBAHUH ITi/IX1/l BUMArae ImoJaIbIIIX MO diKaIriii.

Pe3yabTaTn. OTprMaHO iarHOCTHYHY MOJEINb CKJIAJHUX TEXHIYHUX IPOILECIB Y HENIHIHHUX CHCTEMAaX ONTHMAJIBHOI TONOJIOTIT,
IO BiJPI3HSETHCS BHCOKUM piBHeM To4yHOCTI. [ToOymoBaHa HeWpoMoOJeab 3HMKY€E PU3MKH IOB’s3aHi 31 3a0e3MeUeHHIM JIF0JICBKOT
6e3mnexu.

BucHoBku. [IpoBe/ieHi eKCIEpUMEHTH MiATBEPAMIM MPALE3JaTHICTh 3alIPOIIOHOBAHOTO MiJXO0AY i JO3BOJISIOTh PEKOMEH/IyBaTH
HOTO AJIS MOJANBIIOTO AOTPALIOBAHHS 3 METOIO IMIUIEMEHTAIlIi Ha MPAKTHI B CHCTEMH aBTOMAaTH3aLlii CHCTEM KOHTPOJIIO TEXHIYHUX,
MIPOMHUCIIOBHUX Ta €KCILTyaTaIlifHuX mporeciB. [lepcrneKkTHBY MoJaNbIInX AOCTIIKEHbh MOXKYTh TOJISATaTH B ONTHMI3allii pecypcoeM-
HOCTI IIPOIIECiB CHHTE3Y.

KJIFOYOBI CJIOBA: TexHiuHe qiarHOCTYBaHHS, HEiHIHHI CHCTEMH, MAIIUHHE HABYAHHS, CHHTE3 HEHPOHHUX MEPEXK, CHCTEMA
IHIMKATOPiB, HEHPOMOIeb, BUOIpKa, HABYAHHSI, TOMMJIKA.
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TEXT SUMMARIZATION PROBLEM
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ABSTRACT

Context. The problem of increasing the efficiency of deep artificial neural networks in terms of memory and energy
consumption, and the multi-criteria evaluation of the quality of the results of large language models (LLM) taking into account the
judgments of users in the task of summarizing texts, are considered. The object of the study is the process of automated text
summarization based on LLMs.

Objective. The goal of the work is to find a compromise between the complexity of the LLM, its performance and operational
efficiency in text summarization problem.

Method. An LLM evaluation algorithm based on multiple criteria is proposed, which allows choosing the most appropriate LLM
model for text summarization, finding an acceptable compromise between the complexity of the LLM model, its performance and the
quality of text summarization. A significant improvement in the accuracy of results based on neural networks in natural language
processing tasks is often achieved by using models that are too deep and over-parameterized, which significantly limits the ability of
the models to be used in real-time inference tasks, where high accuracy is required under conditions of limited resources. The
proposed algorithm selects an acceptable LLM model based on multiple criteria, such as accuracy metrics BLEU, Rouge-1, 2,
Rouge-L, BERT-scores, speed of text generalization, or other criteria defined by the user in a specific practical task of intellectual
analysis. The algorithm includes analysis and improvement of consistency of user judgments, evaluation of LLM models in terms of
each criterion.

Results. Software is developed for automatically extracting texts from online articles and summarizing these texts. Nineteen
quantized and non-quantized LLM maodels of various sizes were evaluated, including LLaMa-3-8B-4bit, Gemma-2B-4bit, Gemma-
1.1-7B-4bit, Qwen-1.5-4B-4bit, Stable LM-2-1.6B-4bit, Phi-2-4bit, Mistal-7B-4bit, GPT-3.5 Turbo and other LLMs in terms of
BLEU, Rouge-1, Rouge-2, Rouge-L and BERT-scores on two different datasets: XSum and CNN/ Daily Mail 3.0.0.

Conclusions. The conducted experiments have confirmed the functionality of the proposed software, and allow to recommend it
for practical use for solving the problems of text summarizing. Prospects for further research may include deeper analysis of metrics
and criteria for evaluating quality of generated texts, experimental research of the proposed algorithm on a larger number of practical
tasks of natural language processing.

KEYWORDS: limited resources, natural language processing, text summarization, large language models, quantization, multi-
criteria analysis.

ABBREVIATIONS
NN is a neural network;
LLM is a large language model;
LLaMA is a large language model by Meta Al
NLP is a natural language processing;
PLM is a pretrained transformer language model;
BERT is a bidirectional encoder representations by

transformer;

BNN is a binary neural network;

STE is a straight-through estimator;

QAT is a quantization aware training;

PTQ is a post-training quantization;

ROUGE is a recall-oriented understudy for gisting

evaluation — a set of metrics;

BLEU is a bilingual evaluation understudy algorithm;
PCM is a pairwise comparison matrix.

NOMENCLATURE
r is a real-valued input;
[a, B] is a cutoff range;
b is a quantization bit width;
r4is a result of quantization of r;
S is a real-valued scaling coefficient;

© Nedashkovskaya N. 1., Yeremichuk R. 1., 2025
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Z is a integer zero point;

f(r) is a transformation operation for quantization;
int is a rounding operation;

clip is a clipping function;

I is a result of dequantization;

A, is a quantization threshold;

Y, is a quantization level;

Q(B,b) is a set of quantization levels;

H(~) is an operation of projecting;

w is a weight;

W is a binarized weight;

o(w) is a “hard sigmoid” function;

a, b, ¢ are weighting coefficients;

A is a coefficient of regularization;

Q, is a learnable quantization function;

L is a traditional cross-entropy loss function;
Ly, is a distribution loss;

H(,-) is a loss function between the teacher model

and the apprentice model;

W isa full-precision weight of the teacher model;
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pT,pS are predictions based on the teacher and
student models.

INTRODUCTION

The importance of text summarization has increased
with the information explosion in the digital age. Today, a
huge amount of data is generated every second from
various sources such as news, scientific reports, emails
and social media posts. For both private individuals and
businesses, it is almost impossible to consume available
information without spending significant time. Text
summarization tools offer a practical solution, quickly
represent the essence of voluminous documents, and thus
allow efficient information consumption.

Large language models (LLMs) have fundamentally
changed the process of text summarization, providing
opportunities that surpass traditional statistical methods
[1, 2]. Trained on vast amounts of textual data from
various sources, the LLMs develop a comprehensive
understanding of linguistic nuances, idiomatic expressions
and complex sentence structures. As a result, they can
create summaries that not only capture the essential
information from the texts, but also preserve the style and
tone of original text [1, 3].

One of the most significant effects of LLMs is their
ability to perform text summarization at extremely large
scales and at extremely high speeds, quickly extracting
key points from large volumes of text. This capability
allows businesses, researchers, and policymakers to stay
informed and make data-driven decisions without having
to manually sift through extensive documents.

LLMs can work with various types and formats of
texts: books, news articles, blog posts, technical reports
and other [1]. These models support many languages and
offer the possibility of summarization in different
languages [4, 5].

LLMs are now very accessible to users, not even
requiring authorization to use the latest updated version of
the GPT 3.5 Turbo model [4]. In addition, LLMs offer a
recommendation  service and a  personalized
summarization experience: the user, for example, may
indicate his/her interests or the most relevant text’s
aspects, and the models adjust their summarization
strategies accordingly. Such personalization allows to
create individual resumes which are more relevant and
useful for individual users, increasing their interest and
satisfaction.

However, summarization using LLMs also faces a
number of problems [6]. The first and the most important
of them is to ensure a high level of accuracy of the
generated summaries and a contextual understanding of
input text documents. While LLMs can create coherent
resumes, the complexity of human language and the
subtleties of textual nuance often present challenges. The
problem is that the LLMs sometimes try to capture irony,
sarcasm, and implicit meaning in text documents, which
can lead to summaries that distort the original content. In
addition, LLMs may omit important information or
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emphasize less important details, especially in texts of
high information density or complex structure.

The second challenge is the bias of summaries
generated by LLMs. The reason for this problem lies in
the fact that the extremely large training data sets are
usually created by humans and, as a result, are already
characterized by a certain level of bias. Texts generated
by LLMs can further reinforce these biases, leading to a
distorted or partial representation of the original texts.
This problem is particularly relevant in such sensitive
areas as news distribution, legal document processing and
educational content, where impartiality and fairness are of
paramount importance.

At last, the use of LLMs requires powerful processors
and large amounts of memory. To run, for example, a
model of the GPT-4 level, which has at least 70 billion
parameters, you need at least 48 GB of video memory [5].

In the end of 2023 and the beginning of 2024, the
focus of the LLM community has shifted to the release of
open-source and quantized models. In April 2024, Meta
Al introduced LLaMA-3 70B and quantized LLaMA-3
8B models, which are improved versions of the LLaMA-2
[7]. The release of LLaMA-3 has once again raised the
bar of quality for models of their size. For instance, the
LLaMa-3 8B model aims to perform better than the
LLaMa-3 70B in some tasks, while having 8.75 times
fewer parameters.

The object of study is the process of automated text
summarization using LLMs.

The subject of study is the analysis of quantization
techniques and several different LLMs, which were
proposed in 2023 and the beginning of 2024, depending
on a set of multiple criteria.

The purpose of the work is to develop an algorithm
of LLMs’ evaluation in terms of multiple quantitative and
qualitative criteria.

1 PROBLEM STATEMENT
Suppose &,8y,..,d, are alternative LLMs, such as

LLaMa-3, Gemma, Qwen, Stable LM-2, Phi-2, Mistal,
and their quantized versions, GPT-3.5 Turbo and other

LLMs (decision alternatives), and ¢;,Cp,...,Cy, are the
following decision criteria:

— metrics ROUGE, BLEU and BERT-score, which are
used for evaluation of generated texts;

— speed of text summarization;

— convenience of using the LLM.

It is necessary:

— to evaluate decision alternatives (modern LLMs of
various sizes) in a text summarization problem in terms of
above decision criteria, using different data sets: CNN/
Daily Mail 3.0.0, and Extreme Summarization (XSum);

— to integrate modern LLMs of various sizes: LLaMa-
3, Gemma, Qwen, Stable LM-2, Phi-2, Mistal, GPT-3.5
Turbo into a summarization service.
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2 REVIEW OF THE LITERATURE

Several approaches are considered to improve the
efficiency of NN models in terms of memory size, power
consumption and others, while simultaneously providing
an acceptable compromise between accuracy and
generalization property of the models:

— designing efficient architectures for NN models;
adaptation and co-design of NN architectures for a
specific target hardware;

— quantization;

— pruning;

— model distillation.

The issue of quantization of NNs is partly related to
works in the field of neuroscience [8-10], according to
which the human brain stores information in discrete and
quantized rather than continuous form.

One reason for the need for quantization is that the
information, which is stored in continuous format, is
exposed to noise (external, thermal, synaptic and other),
and such noise is always present in small quantities in the
physical environment, including the human brain [11].
Signals in discrete form may be more robust to such low-
level noise. In addition, discrete representations have a
higher generalization ability [12] and higher efficiency in
resource-constrained applications [13].

Model distillation consists of first training a large
model, and then using it as a teacher to train a more
compact model [14 — 16]. The main challenge is to obtain
accurate results with a high degree of data compression as
a result of distillation. Strong compression for knowledge
distillation methods usually leads to a significant decrease
in the accuracy of the results. Accuracy can be improved
by combining knowledge distillation with quantization
and pruning techniques [16].

In recent years, there has been a trend to use pre-
trained language representations in natural language
processing systems, which are applied more flexibly and
independently of the task. Single-layer representations
based on word-to-vector models were first explored and
transferred to task-specific architectures [17, 18]. After
that, the recurrent neural networks with contextual state,
multiple representation layers [19-22] and sequence-to-
sequence model with copy mechanism [23] were used to
form stronger representations.

Recently, pretrained transformer language models
(PLMs) have developed [24], which are directly fine-
tuned, completely eliminating the need for task-specific
architectures [25-27].

The Bidirectional Encoder Representations by
Transformer (BERT) model [25] marked a significant
advance in NLP tasks. BERT is extended to the sequence
generation task in [26], where a two-stage decoding
process is designed for efficient usage of BERT’s context
modeling ability. Firstly, the summary is generated using
a left context-only-decoder. After that, each word of the
summary is masked, the refined word is predicted, and the
reinforcement objective is cooperated with the refined
decoder for further improvement of the naturalness of the

generated sequence [26]. A self-supervised pre-training
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objective for abstractive summarization, a gap-sentences
generation and study strategies for selecting those
sentences are proposed in PEGASUS model [27]. The
PEGASUS is able to be adapted very quickly, and fine-
tune with small numbers of supervised pairs.

The T5 (Text-to-Text Transfer Transformer) model
had 11 billion parameters and used a transfer learning
approach, outperforming its predecessors BERT and
GPT2 in a wide range of NLP applications, including text
classification, question answering, and especially text
summarization [28]. The GPT-3 model proposed in 2020
already had 175 billion parameters and could be zero-
short transferred to downstream tasks without fine-tuning
[1]. In 2020, a new learning method known as replaced
token detection was introduced in the ELECTRA model.
In a pre-training task, this model learns to distinguish real
input tokens from plausible but synthetically generated
replacements [29]. ELECTRA is effective in extractive
note-taking, where identifying and summarizing the most
important sentences in a text is critical.

The DeBERTa (Decoding-enhanced BERT with
Disentangled Attention) model, released in 2020 as an
improvement to BERT, separated the representation of
words from their positions in the text, which allowed the
model to more clearly understand contextual
relationships, create contextually deeper and more
coherent summarizations, generalize different types of
texts [30].

GPT-3.5, also known as ChatGPT, introduced in 2022
provides enhanced interactivity, allowing users to interact
with the model directly by refining the summarization
results [4]. Dynamically responding to user input and
adjusting its responses, GPT-3.5 became not just a tool
for passive data processing, but also an active participant
in information analysis and decision-making processes.

Further advances in this area have been made by fine-
tuning LLMs for a set of tasks formulated as instructions,
allowing the models to better respond to instructions and
reducing the need for labeled data. It is emphasized in
[31] that fine-tuning on instructions can improve
performance across a range of models, prompting setups,
and evaluation tasks. As a result, Flan-T5 model with 11
billion parameters [31] achieves strong few-shot
performance compared to much larger models, such as
PaLM 62B.

An open-source LLaMA (Large Language Model
Meta Al) model was proposed by Meta Al in February
2023 and marked a significant evolution in NLP for
deploying advanced NLP tools in resource-constrained
environments by optimizing performance in various
computing environments [32]. The LLaMA model has an
ability to produce high output quality with less training
data, which optimizes use of this model for real-time text
summarization problems, where fast and accurate

compression of information is very important. Also, the
release of the LLaMA model greatly improved the
position of open-source models, since there were and still
are a lot of big players hiding detailed information about
training

the architecture, number of parameters,
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configurations, data sets, etc. This has prompted many of
the big players in Al to release even more open-source
models of the GPT-level from OpenAl.

In the Gemini model proposed by Google in May
2023, two-context processing of texts and integration of
information from different sources were introduced [33].
In this regard, the Gemini model is effective for dynamic
content such as news streams.

The Mistral open-source model [34], developed by an
independent research group from France and released in
July 2023, aimed to solve the problem of generating
resume texts of better quality in many different languages
that were previously unavailable. The Mistral model
became more powerful than the similar LLaMa model by
7 billion parameters, actually taking first place among
open-source models at that time according to expert
evaluations [34]. Anyone can download the Mistral model
weights for free and run it locally having the appropriate
computing resources, unlike GPT-4 and GPT-3.5 models,
which are only available as an application programming
interface service.

In 2023 and 2024, there is also a trend to reduce the
dimensions of LLMs, so that they can effectively work on
devices with limited computing resources. Examples of
such models are Qwenl.5 — 0.5B, 1.8B, 4B, Stable LM —
1.6B, Phi-2 — 2.7B, Phi-3 - 3.8B and TinyLlama - 1.1B.
Recently, 8-bit and 4-bit quantization opens up an
opportunity of running LLMs on consumer hardware [35
-37].

Non-uniform quantization, binarized weights and
activations, extreme and mixed precision quantization,
quantization aware training (QAT) and post-training
quantization (PTQ) are used in modern LLMs [37].

In order to choose the best models for text
summarization based on user preferences and multiple
quality criteria, and to increase the speed and quality of
text summarization based on LLMs, it is necessary to
evaluate modern quantized LLMs of different sizes in a
text summarization problem using several data sets and
metrics BLEU, Rouge-n, Rouge-L and BERT-score.

3 MATERIALS AND METHODS

Uniform quantization. The basic quantization
operation performs uniform quantization using the
following steps [38, 39]:

1. Specify the range of a real-valued quantity to be
quantized, and to clip values outside this range.

2. Map real values to integer values which are
represented by the required bit-width of the quantized
representation. This is often performed by rounding each
real value to the nearest integer.

Let r be a real-valued input, [a, B] be the range of r
chosen for quantization (the cutoff range), and b is the
quantization bit-width. Uniform quantization represents
the full-precision input value refa, B] as the low-

precision integer within the range [—2b_1,2b_1 —1]. Inputs
outside the range are cut to the nearest boundary.
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Asymmetric uniform or affine quantization represents
a real value reR as a signed b-bit integer

r9ef-201, 201412213, The  following
transformation operation is defined by

f(r)=S-r+Z,

S :%, Z =—int(a-5)— 2",
where S is a real-valued scaling coefficient, Z is the zero
point — the integer, to which the real-valued zero is
mapped, and int is a rounding operation, which displays a
real value to an integer. The scaling coefficient S divides
the range of the real-valued r into several partitions. In the

8-bit case, S :é_ig and Z =—int(a-S)—128.

The uniform quantization operation,
asymmetric, is defined as follows [39]:

also called

r® =quantize(r, b, S, Z) =
=clip(int(S-r+2), -2°*, 2" -1),

where clip(r,l,u)=1 if r<I, clip(r,l,u)=u if r>u and
clip(r,lbuy=r if I<r<u.

The corresponding dequantization operation, which
computes an approximation of the original real-valued

input f ~r, is defined by
f = dequantize(r9,5,2) = £ (r?-2).

In the symmetric uniform quantization, the cutoff
range and integer range are symmetric around zero, that is
a = — B, and the zero-point Z=0. For example, the integer
range [-127, 127] is used for 8-bit quantization, and we
do not use the —128 value in favor of symmetry. For int8,
the loss of one out of 256 representable values is minor.
However, for lower bit quantization we have to re-
evaluate the trade-off between representable values and
symmetry of quantization.

Symmetric uniform quantization represents a real
value reR as a signed b-bit integer

r9ef-22241 22242 221 The
transformation operation is defined by

following

f(r)=S-r,
_2
S 5

and the result of quantization is as follows:

rd = quantize(r, b, S) =
=clip(int(s r), -2° 41,2 -1).

Uniform quantization operations are shown on Fig. 1.
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Calibration is the process of selecting the cutoff range
[, B] [38, 39]. A popular method is to set o=y, and
B=rynax for asymmetric uniform quantization. In this

case, S is specified as S = mz:(lrl) . In a case of symmetric

quantization method, the maximum of absolute values is
used: B=maX( fmin |,/ fmax ). Then S is given as

A percentile of the distribution of absolute values
observed during calibration also can be set [40]. For
example, the 99% percentile would cut off 1% of the
largest values. The Kullback-Leibler divergence can be
used for calibration, which minimizes the loss of
information between the quantized values and the original
floating-point values.

Asymmetric uniform quantization is often applied in
practice, as it results in a wider and therefore more
accurate range, however, leading to more computationally
expensive inference compared to symmetric quantization.

f=3 0 1 a=4
-128 z 17 127
a
- o a=4
-127 4] 32 127
b

Figure 1 — Quantization of real values to int8: a — asymmetric,
b — symmetric [39]

Non-uniform quantization methods provide higher
accuracy for a fixed bit width, and these methods allow
more attention to be focused on important regions of
weight or activation values, such as in the case of bell-
shaped distributions with long tails, and also support
dynamic definition of cutoff ranges [41-43].

The non-uniform quantization operation is specified as

F(r) =y if re[a, A,

where A; are quantization thresholds, and Y; are
quantization levels.

The quantization of a real-valued input r can be
presented as

rd :HQ(ﬁyb)clip(r,B),

where Q(B,b) is a set of quantization levels, B is the
cutoff threshold, the cutting function clip(,B) clips

values of r into range [- B, B], and b is the bit-width.
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Operation H(-) projects clipped r value onto the
quantization level.

In a case of uniform quantization, the quantization
levels are defined as

Q(B,b) =px {0, +1 +2 £3

ob-1 47 gbI g bl g’ il} :

For non-uniform  “powers-of-two”  quantization
method, the quantization levels are constrained to be
powers-of-two values or zero (Fig. 2) [42]:

Q" (B.b) = Bx{o, st P ﬂ}.

Multiplication between a number 2, that is a power
of two, and other number g can be implemented by
bitwise shifting as follows:

u, if x=0
2X.u={u<<x, if x>0,
u>>x, if x<0

where > is the right shift operation, which accelerates
the computation and takes only one clock cycle in modern
CPU architectures [42].

Quantization layers can also be trained along with
model parameters using gradient descent methods [44].

1o —— 10 —
|
s 08
-] T
S06 ) 06 |
g | s ! 1 |
]
Soa J— o4 ’
0.2 | 0.2 _[
3-bit —~ 3-bit
(=== 0.0 £
18 1| 10 a2 |
— ‘ +— Rigid Resolution
08 — s |
o (X7 S
2 I 2 0.00 002
Sos I Eos
E £ !
H — g
=4 04 ™ =4 04
=i g
02 ~ 0.2 J
= 4-bit A 4-bit
0.0 0.0 &2 5 $ + 3 3
0n.e 0.2 04 o6 08 Lo on 0.2 04 LX) o Le
Float Float
a b

Figure 2 — Quantization of unsigned data to 3-bit or 4-bit:
a - uniform, b — Powers-of-Two (PoT) quantization [42]

In binary networks (BNNs) — networks with binary
weights and activations — most arithmetic operations are
replaced with bit-wise operations, which potentially lead
to a substantial increase in power-efficiency. BNNs and a
method for their training are proposed in [45].
Experiments in [45] show that binarization cardinally
reduces memory consumption, namely number of
accesses and memory size during the forward pass at run-
time and train-time.
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When training a BNN, the weights and the activations
are both constrained to +1 or —1. The binarization
function can be either deterministic:

e =sign(w) ={+l | WZ_O
-1, otherwise

or stochastic:

WP —sign(w) = {+J, WI.th probab|.I|Ity p =o(w)
-1, with probability 1-p

where o is the *hard sigmoid” function:
o(x) =clip¥,0,1) = max(O, min(L WT-HL)) '

A significant benefit of joint binarization of weights
and activations in BNNs is that the floating-point matrix
multiplication is replaced by lightweight operations

XnorDotProduct(aE,lwkb) , k=1,..,L,

followed by bit counting.

This operation is based on a following trick: it is
relatively easy to handle continuous-valued inputs as
fixed-point numbers, with m bits of precision [45]. For
example, in the common case of 8-bit fixed point inputs:

sum=x-w°, sum= Zi:lZ”‘l(x” why,

where X is a vector of 1024 8-bit inputs, wP is a vector of
1024 1-bit weights, and sum is the resulting weighted
sum.

Binarization, which limits quantized values to a 1-bit
representation is considered as the most extreme
quantization method. Binary operations can be computed
efficiently using bitwise arithmetic and achieve
significant speedup compared to higher precisions such as
FP32 and INT8. Peak binary arithmetic performance on
NVIDIA V100 GPUs is 8 times faster than INT8 [46].

Also, binarization can radically reduce memory
requirements by 32 times. For many complex problems,
however, simple binarization methods usually result in a
serious decrease in accuracy.

Several methods were proposed to reduce decrease in
accuracy in extreme quantization [47]:

1. Minimize the quantization error. The floating-point
parameters are approximated by introducing a scaling
factor aeR for the binary parameter. Then, the

quantization of weight w is formulated as Wza-V\P,

where W’ is the binarized weight. Optimal scaling factor
and binary weights are found minimizing the quantization
error

. 2
min, [w—a-wP |2
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Thus, WP e{-a, a} and lead to less quantization error

than directly using values {1, 1}. This method increases
the inference accuracy of the network, and still have the
benefits of fast computation.

A two-step quantization method is proposed to
overcome shortcomings of the previous method [48]:

— All activations are low-bit quantized using a
learnable quantization function Q.. All weights are
considered as full-precision values.

— Q, is fixed, and scaling factor a€ R and the low-

bit quantized weight vector WP are learned as follows:
min, » 12-Qa@(xOW) I3,

where the minimization problem can be solved iteratively.

2. Improve the network loss function. Additional
guantization-aware loss item is proved to be practical and
is introduced as regularizer [49]:

L=Lcg +A-LpL,

where Lcg is the traditional cross-entropy loss function,

Lo is the distribution loss to learn the binarization
property, and A is the coefficient of regularization.

Another approach uses the distillation technique,
training a low-precision student network using a full-
precision, well-trained, and large-scale teacher network.
The loss function in this approach is as follows [15]

Lo wP)=a-H(y, p")+b-H(y, p°)+c-H(p", p%),

where H(,-) is the loss function between the teacher
model and the apprentice model; w is the full-precision
weights of the teacher model, WP is the binary weights of

the apprentice (student) model; pT,pS are predictions
based on the teacher and student models; y is the label for
sample x; a, b, ¢ are weighting coefficients.

3. Improved Training Method. The training method of
BNNSs, proposed in [45], uses the shift-based AdaMax
algorithm and is a variant of the dropout method, but
instead of randomly setting half of the activations to zero
while computing the gradients, the binarization of
activation and weight values is performed. A version of
the straight-through estimator (STE) is applied with
additional saturation effect to propagate gradients through
a non-differentiable signed function while using the
standard back-propagation algorithm.

When using a pre-trained model, quantization can lead
to distortion of parameters of the trained model and, as a
result, to convergence to a non-optimal value of the loss
function. To deal with this problem, a NN model may be
retrained using the quantized parameters to minimize the
decrease in accuracy after quantization. The method is
called QAT and consists of the following steps (Fig.3, a)
[47,50]:

OPEN a ACCESS




p-ISSN 1607-3274 Panioenextpownika, indpopmatrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

1. Pretraining the base NN model without taking into
account quantization. Model accuracy assessment.

2. Apply quantization to all layers of the pre-trained
model. The resulting model supports quantization, but is
not quantized. For example, the weights are float32
instead of int8. Only individual layers of the pre-trained
model can be quantized to increase the accuracy of the
model.

3. Fine-tuning (retraining) the model obtained in the
previous step, which is quantization aware, on a subset of
training data. Assessing the accuracy of the model and
comparing it with the accuracy of the base model.

4. Building an actually quantized model with int8
weights and uint8 activations. Evaluating the accuracy of
this model and comparing it with the accuracy of the base
model.

[ Pre-trained model

[

[ Pre-trained model

| Quantization aware model | Small number |

with float32 weights of labelled or J
) ! - N \unlabelled data
‘ Fine-tuning ' *

on a training subset

4
Actually quantized model ]
with int8 weights and uint8
activations

‘ Actually quantized model: l

* dynamic range qnamizalion]

»__ full integer quantization ]

. floatl6 quantization |
a b
Figure 3 — QAT (a) and PTQ (b) methods of quantization

The process of fine-tuning the quantization aware
model in above step 3 is as follows:

— the usual forward and backward pass, as well as the
gradient step for updating the weight, are performed with
floating point,

— model parameters are quantized after gradient
update,

— the non-differentiable quantization operator is
approximated by the identity function called the STE
[51]. Later, instead of the rounding operation, a W-shaped
non-smooth regularization function was proposed [52].

The QAT method helps to minimize the decrease of
accuracy after quantization, despite the use of a rough
approximation STE. The main limitation of QAT is the
computational cost of retraining the NN. For example,
low-bit precision quantization models may require several
hundred epochs of the retraining. Also, the QAT method
requires sufficient training data to retrain.

Post-training quantization (PTQ) performs
quantization of weights and activations of a pre-trained
model without additional fine-tuning (Fig.3b) [47, 50,
53]. Thus, PTQ is very fast method for quantizing NN
models.

The evaluation of modern LLMs aims to answer the
question whether model’s size, architecture, quantization,
and features of architecture significantly affect the
summarization efficiency. Efficiency of texts generated in
a process of summarization is estimated in terms of
metrics ROUGE [54], BLEU [55] and BERT-score [56].
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Additionally, speed of text summarization and
convenience of using the LLM are analyzed. Qualitative
decision criterion “convenience of using” requires, in its
turn, expert or user evaluation. Weights of decision
criteria are also calculated based on expert (user)
preferences or judgements about relative importance of
the criteria in a given problem.

The proposed algorithm  for  multiple-criteria
evaluation of LLMs has several stages (Fig. 4).

[ Start

Obtain expert judgments of pairwise
comparisen of decision criteria, and the
judgments for LLMs in terms of the criteria

Construct pairwise comparison matrices
(PCMs)
¥

Check consistency of PCMs

—

Is PCM
acceptably inconsistent?

o

Are all PCMs of the mode
checked for consistency?

of all model elements

Yes Are decision criteria No
independent?

[Ca'cu'a‘e global ""e'gms] ( Calculate global weights J

[ Calculate local weights or priorities ]

using modified distributive " )
or multiplicative methods using the hybrid method

¥ 2
Perform sensitivity analysis of resulting
global weights

No
Are global weights stable?

( End = ]

Figure 4 — An algorithm for LLMs multiple-criteria evaluation

At the first stage, expert compare importance of
decision criteria using special scale, and his/her
judgements are presented as pairwise comparison
matrices (PCMs) [57]. Expert also estimates LLMs in
terms of the criteria based on previously calculated
metrics ROUGE, BLEU and BERT-score. Consistency of
expert judgments is analyzed, using method of assessment
and increasing of consistency [57]. This method is based
on the property of weak inconsistency of PCM, finds
undesirable cycles in a PCM and the most inconsistent
elements of PCM. The method can be applied to various
types of PCMs, such as multiplicative, additive, fuzzy and
other [58]. As a result, we obtain PCMs of acceptable
quality (inconsistency).

At next stage, the fuzzy preference method [59] is
used for calculating local weights or priorities of model
elements (LLMs and decision criteria). After that, local
weights of model elements are aggregated using modified
distributive,  multiplicative or  proposed  hybrid

OPEN a ACCESS




p-ISSN 1607-3274 Panioenextpownika, indpopmatrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

aggregation methods depending on the mutual
dependence of the criteria. At the last stage, a sensitivity
analysis of results is performed, and stability of results is
assessed.

4 EXPERIMENTS

Experiments to evaluate the quality of text
summarization by various LLMs were conducted on two
different data sets: CNN/Daily Mail 3.0.0 [60] and
Extreme Summarization (XSum) [61].

The CNN/Daily Mail 3.0.0 dataset includes over
300,000 unique English language news articles written by
CNN and Daily Mail journalists. Initially, the set was
developed for tasks of machine reading and understanding
of texts, and subsequently for tasks of extractive and
abstract summarization. Each entry in this set is
represented by the following three key fields: the “id”
field contains the SHA1 hash of the URL in hexadecimal
format from which the text was retrieved; the “article”
field is the text of the news article itself; and “highlights”
of the article written by the author.

The XSum dataset was designed specifically to
address complex summarization problems. The set entries
are represented by the following fields: “id”, “document”,
which is the text of the news article itself, “summary”,
which contains a one-sentence summary of the article.

Using two different data sets helps to increase the
validity of obtained results for evaluation of the quality of
text summarization by various LLMs.

Experiments were conducted using a temperature
value of 0.1 and a maximum token length of 100 for each
LLM, as proposed in [3]. The summation of 25 test
samples of each data set was carried out.

5 RESULTS

Various LLMs in both standard and quantized form
were tested on the ROUGE, BERT-score and BLEU
metrics, in order to assess the impact of quantization on
the performance of the models (Tables 1 and 2).

LLMs of different configurations and sizes were
compared with each other, and it was analyzed how the
number of model parameters affects the quality of
summarization and processing speed.

Values of performance metrics for different LLMs
depending on the size and quantization level of the
models are shown in Tables 1 and 2 for the CNN/Daily
Mail 3.0.0 and the XSUM datasets, respectively.

An example of expert pairwise comparison
judgements of decision criteria made in fundamental scale
and the corresponding PCM are shown in Figs. 5 and 6.
These judgements (and PCM) have no cycles, are
acceptably inconsistent and can be used for calculation of
reliable local weights, shown on the right parts of Figs. 5
and 6.

An example of unacceptable PCM is shown in Fig. 7.
In this case, the system finds the most inconsistent
element of PCM and offers a new value for it, which
ensures an increase of consistency level of the entire PCM

(Fig. 7).

Table 1 — Metric values for different LLMs on the CNN/Daily Mail 3.0.0 dataset

LL model N”m?ﬁ: &flﬁzrnir)“eters Rouge-1 | Rouge-2 | ROUGE-L | BLEU |BERT-precision| BERT-recall | BERT-F1
LLaMa-3-8B-4bit 8 0.288 | 0.094 0261 | 0.044719 0.858 0.881 0.869
Gemma-2B 2 0263 | 0.08 0245 | 0.039777 0.858 0.871 0.864
Gemma-2B-4bit 2 0269 | 0078 0247 | 0.036853 0.861 0.873 0.867
Gemma-7B-4bit 7 0271 | 0.082 0245 | 0.036121 0.857 0.875 0.866
Gemma-1.1-2B 2 0.256 | 0.069 0223 | 0.032376 0.858 0.874 0.866
Gemma-1.1-2B-4bit 2 0251 | 0.067 0227 | 0.031926 0.856 0.874 0.865
Gemma-1.1-7B-4bit 7 0259 | 0.082 0238 | 0.035257 0.858 0.876 0.867
Qwen-1.5-0.58 05 0286 | 0.097 0248 | 0.045120 0.84 0.867 0.853
Qwen-1.5-0.5B-4bit 05 0268 | 0.08 0237 | 0.039331 0.844 0.867 0.855
Qwen-15-1.88 18 0283 | 0.083 0.253 | 0.040930 0.852 0.873 0.862
Qwen-1.5-4B 0295 | 0.109 0266 | 0.057609 0.85 0.876 0.863
Qwen-1.5-4B-4bit 0294 | 0111 0267 | 0.066049 0.848 0.874 0.861
Qwen-1.5-7B-4bit 0284 | 0.079 0.245 | 0.039231 0.855 0.88 0.868
Stable LM-2-1.6B 16 027 | 0072 0.241 | 0.034851 0.853 0.872 0.862
Stable LM-2-1.6B-4bit 16 0271 | 0.086 0.241 | 0.044366 0.852 0.877 0.864
Phi-2 2.7 0283 | 0.097 0259 | 0.051176 0.857 0.878 0.867
Phi-2-4bit 2.7 0277 | 0.09 0253 | 0.045895 0.858 0.876 0.867
Mistal-7B-4bit 7 026 | 0.071 0229 | 0.028532 0.853 0.873 0.863
GPT-3.5 Turbo 175 0275 | 0.078 0.25 0.035723 0.858 0.878 0.868
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Table 2 — Metric values for different LLMs on the XSum dataset

LL model N”m%er: giflﬁzrnas’;eters Rouge-1 | Rouge-2 | ROUGE-L | BLEU |BERT-precision| BERT-recall | BERT-F1
LLaMa-3-8B-4bit 8 0179 | 0031 0137 | 0.012043 0.842 0.886 0.864
Gemma-2B 2 0175 | 0.031 0141 | 0.007783 0.842 0.881 0.861
Gemma-2B-4bit 2 0182 | 0.032 0.149 | 0.009392 0.843 0.882 0.862
Gemma-7B-4bit 7 0173 | 003 0.149 0 0.844 0.884 0.863
Gemma-1.1-2B 2 0167 | 0023 0.139 0 0.844 0.881 0.862
Gemma-1.1-2B-4bit 2 0167 | 0.025 0.134 0 0.845 0.882 0.863
Gemma-1.1-7B-4bit 7 018 | 0035 0153 | 0.013915 0.846 0.887 0.866
Qwen-1.5-0.5B 05 0146 | 0.019 0116 | 0.007328 0.819 0.864 0.841
Qwen-1.5-0.5B-4bit 05 0151 | 0.021 0115 | 0.007367 0.825 0.868 0.846
Qwen-1.5-1.88 18 0181 | 0.029 0142 | 0.007655 0.839 0.881 0.859
Qwen-1.5-4B 4 0178 | 0.024 0.146 | 0.006867 0.837 0.878 0.857
Qwen-1.5-4B-4bit 4 0175 | 0031 0.144 | 0.011973 0.83 0.873 0.851
Qwen-1.5-7B-4bit 7 0185 | 0.035 0155 | 0.014836 0.843 0.891 0.866
Stable LM-2-1.6B 16 0174 | 0.028 0149 | 0.008054 0.839 0.878 0.858
Stable LM-2-1.6B-
4bit 16 0.165 | 0.026 0136 | 0.006938 0.837 0.88 0.858
Phi-2 2.7 0185 | 0.036 0165 | 0.011087 0.841 0.883 0.861
Phi-2-4bit 2.7 0.186 | 0.034 0159 | 0.010903 0.843 0.882 0.862
Mistal-7B-4bit 7 0185 | 0.03 0159 | 0.012617 0.843 0.888 0.865
GPT-3.5 Turbo 175 0179 | 0.036 0.15 0.011358 0.845 0.888 0.866
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Figure 5 — An example of expert pairwise comparison judgements of decision criteria made in fundamental scale
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Figure 6 — An example of PCM and calculated weights of decision criteria
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Figure 7 —The most inconsistent element of PCM (marked in gray) and its correction without the participation of an expert

The web interface for the text summarization service
is developed using FastAPI, providing fast response to
user actions during summarization processes which are
computationally intensive.

The interface includes elements necessary for the
summarization process (Fig. 8):

1. Drop-down menus to select language, model type
and voice for audio feedback.

2. A text field for entering the URL of the article for
which you want to generate a summary.

3. Button to start the process.

4. Areas displaying the initial text, summarized text,
the area displaying the progress of the operation and the
reproduced audio of the summarized text.

Article Processor

English # Llama-3-8B-4bit ¢ Male # httpsifwww.nytimes.ce | 8 Process Article

Parsed Article Text:

Aid to Ukraine Is on the Way. Here's How It Might Help.. Weapons from the support package,
considered “a lifeline” for Ukraine’s military, could be arriving on the battlefield within days.. Lara Jakes
writes about weapons and military aid for Ukraine.. Now that the Senate has approved a nearly $61
billion aid package to Ukraine, and President Biden has signed it, desperately needed American
weapons could be arriving on the battlefield within days.. The weapons package — which has been
delayed over political wrangling by House Republicans since last fall — is “a lifeline” for Kyiv's military,
said Yehor Cherniev, the deputy chairman of the Ukrainian Parliament’s national security committee.
Shortly after approving the funding on Wednesday, Mr. Biden said that the weapons shipments would

Summarized Text:

The United States has approved a nearly $61 billion aid package to Ukraine, which includes weapons
considered a "lifeline” for Ukraine's military. The package, delayed due to political wrangling, is
expected to arrive on the battlefield within days. Ukraine's President Volodymyr Zelensky has
requested artillery ammunition, long-range missiles, and air defenses to strike Russian forces, and the
package includes some of these weapons, such as shoulder-fired Stinger surface-to-air missiles, 155

Summarized Audio:

> 002/023 9 i

Figure 8 — Visualization of the service Web-interface after
completion of all stages of summarization on the example of an
arbitrary article from the New York Times

A WebSocket connection is used for real-time
communication between the client and the server,
allowing dynamically display updates, task progress,
intermediate and final results without the need to reload
the page.

To generate summarized text, the user first selects
desired LLM model, text language, voice type, and
specifies the URL of the article. After clicking the
“Process Article” button, the request is sent to the
backend, where the appropriate model is loaded based on
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the parameters selected by the user. The article is then
downloaded, processed and summarized.

The system in real time informs the user about the
status of their request with the help of a progress indicator
and a direct display of the analyzed and summarized text.

A separate area of the interface displays the original
text so that users can compare it with the summarized
one. The summarized text is displayed together with the
possibility to listen to the audio of the summarized text.
Progress indicators visually show the current state of
processing stages, increasing user engagement and
ensuring clarity of system operation.

6 DISCUSSION

A comparative analysis of the obtained values of the
metrics (Tables 1 and 2) shows that the model’s size,
architecture, quantization, and features of architecture
significantly affect the summarization efficiency. Thus,
models with more parameters tend to be capable of better
understanding of context and more complex patterns in
texts. However, the GPT-3.5 Turbo model with 175
billion parameters did not outperform the other
considered in this study models on the ROUGE, BERT,
and BLEU metrics on either the CNN/Daily Mail 3.0.0 set
or the XSum dataset.

Well-structured LLMs with fewer parameters
outperformed larger LLMs by some metrics in this study.
Thus, the LLaMa-3 quantized model with 8 billion
parameters showed the best performance in BERT
metrics, and the Qwen-1.5 quantized model with 4 billion
parameters was the best in ROUGE and BLEU metrics on
the CNN/Daily Mail 3.0.0 set.

On the XSum set, the quantized models Gemma-1.1
and Qwen-1.5, both with 7 billion parameters, showed the
highest performance in BERT metrics, and the quantized
model Qwen-1.5-7B-4bit was the best among the
considered models in terms of BLEU. The Phi-2 model
with 2.7 billion parameters was the best according to the
ROUGE metrics, showing the highest values of this
metric among the other considered models.

Quantization of all considered models increased the
speed of inferences based on these models. In some cases,
the performance of quantized models decreased on
considered metrics, but the decrease was minor compared
to the significant advantages of quantized models in speed
and resource utilization.
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The obtained results indicate that quantization is a
viable strategy for the LLMs that leads to a significant
increase in the speed of the model inferences while
maintaining acceptable levels of accuracy and consistency
of summarization results.

Asymmetric uniform quantization is often used in
practice, as it results in a wider and therefore more
accurate range compared to symmetric quantization [39].
Asymmetric quantization, however, leads to more
computationally expensive inference in comparison with
the symmetric variant.

In discussed quantization methods, we need to know
the range of change of the real-valued activation or
weight value so that we can determine the correct scaling
coefficients. This requires access to all training data. In
cases where there is no access to the original training data
during the quantization procedure (for example, the
training data set is too large), the zero-shot quantization
methods should be used.

An additional task is the integration of LLMs into
existing information systems at enterprises and
optimization of the dynamics of interaction with users.
Users need intuitive interfaces and the ability to
customize  results, which  requires  continuous
improvement in the human-machine interaction aspects of
LLM applications. Having a service with LLM, which can
host a large number of users at the same time, can be
afforded by companies with a large budget, since this
requires a large number of servers to run large language
models.

CONCLUSIONS

The large size of the NN models significantly limits
their ability to be deployed and used by many applications
that require real-time output, low power consumption and
high accuracy in conditions of limited resources.
Quantization is an extremely important technology for
further improving the efficiency of NLP models in
conditions of limited computing resources.

The scientific novelty of obtained results is that the
algorithm for LLMs’ evaluation in terms of multiple
criteria (metrics) is proposed, and estimates of quality for
nineteen different quantized and unquantized LLMs of
various sizes, including LLaMa-3-8B-4bit, Gemma-2B-
4bit, Qwen-1.5-4B-4bit, Stable LM-2-1.6B-4bit, Phi-2-
4bit, Mistal-7B-4bit, GPT-3.5 Turbo are obtained in terms
of metrics Rouge-1,2, Rouge-L, BLEU and BERT-scores.
To the best of our knowledge, such estimates of quality of
the considered open-source LLMSs have been obtained for
the first time. The proposed algorithm for multi-criteria
model’s evaluation allows to choose the most appropriate
model for summarizing the text, to find a compromise
between the complexity of the model, its performance and
operational efficiency.

The practical significance of obtained results is that
the software for multiple criteria LLMs evaluation and
choosing the most appropriate model for text
summarization has been developed. Also a service has
been developed that automatically receives text from an
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online article, summarizes and speaks it. The web
interface for the text summarization service has been
created using FastAPI, providing fast response to user
actions during summarization processes which are
computationally intensive.

Prospects for further research are to study the
proposed algorithm for a broad class of practical
problems.
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OIIHIOBAHHSI KBAHTOBAHUX BEJIMKUX MOBHUX MO)]E.JIEI71 B 3AJAUI Y3AT AJIbHEHHSI TEKCTIB

HepamkiBeska H. 1. — 1-p Texs. Hayk, JOIEHT, TOLEHT Kadeapy MaTeMaTHIHUX METOMAIB CHCTEMHOTro aHaii3y HarionansHoro
TeXHIYHOrO yHiBepcuTeTy Ykpainum «KwuiBchkmii momitexHiunmii iHcTHTYT iMeHi Iropst Cikopchkoro», IHCTHTYT NpHKIamHOTO
cucreMHoro ananizy, Kuis, Ykpaina.

€pemiuyk P. I. — GakanaBp cucremuoro ananisy, Kuis, Ykpaina.

AHOTAIIA

AKTyanbHicTh. Po3risiHyTo 3a1a4y migBHIneHHsS e()eKTUBHOCTI NIMOOKUX ITYYHHX HEHPOHHHUX MEPEX II00 00CATY IaM'siTi Ta
CHEPrOCIOKUBAHHS, Ta OaraTOKpUTepialbHE OLIHIOBAHHS SKOCTI Pe3ysbTaTiB BeNMKUX MOBHHX Moxenedl (LLM) 3 ypaxysanHsM
CyKeHb KOPHCTYBadJiB B 3ajadi cymapusawii TekcTiB. O6’€KTOM IOCIIHKEHHS € MpOLeC aBTOMATH3alil cymMapu3aiii TeKCTiB Ha
ocHoBi LLM.

Mera poboTH — 3HaliTH KOMIpPOMIC Mk cKiIagHicTioO Mogeni LLM, ii TounicTio Ta edekTuBHICTIO B 3agadi cymapu3aiii abo
y3arajbHEHHS TEKCTIB.

Mertoj. 3anponoHOBaHO aJIropuTM OLiHOBaHHS Mozeneid LLM 3a Gararema kputepisiMu (MeTpHKaMu), SIKMH 103BoOJIsS€ 00paTu
HalOiIpIm migxomsmy monens LLM mis cymapusanii TekcTy, 3HAHTH NPHHHATHHI KOMIIpoMic MK ckiagHicTio moxeni LLM, 1i
MIPOJYKTHBHICTIO Ta SIKICTIO y3arajJbHEHHS TEKCTy. 3HauHE MIJIBUIICHHS TOYHOCTI Pe3yJbTaTiB Ha OCHOBI HEHPOHHUX MEpex y
3agayax 0OpOOKH IPUPOTHOT MOBH YacTO JOCATAETHCSI BUKOPUCTAHHAM 3aHAATO INIMOOKUX 1 HAZIMIPHO MapaMeTpH30BaHUX MOJETIeH,
II0 CYTTEBO OOMEXKYe€ 3/1aTHICTh MOJIENICi BUKOPUCTOBYBATHCS Y 33/1auax BUBOJY B PEasIbHOMY 4aci, 3a MOTPeOU BUCOKOT TOUHOCTI B
yMoBax oOMexeHHX pecypciB. [IponoHoBanuii anroput™ obupae npuidHATHY Mozens LLM 3a Gararema KpuTepisiMH, TaKUMH SIK
moka3aukd ToyHocti BLEU, Rouge-1, 2, Rouge-L, BERT-ominku, mBuakicte cymapuszamii a0o IHIIUMH KpUTEPisMH, SKi
BH3HAYAIOThCA KOPHCTYBadeM B KOHKPETHIH MpPaKTHYHIM 3aJadi iHTEIEKTyaJIbHOTO aHaNi3y TEKCTY. AJTOPUTM BKIIOYAE aHANI3 i
TIiABUIIEHHS Y3TOKEHOCTI Cy/KeHb KOPUCTYBAiB, OLiHIOBaHHS Mozenel LLM 3a koxxHuM kputepieM, arperyBaHHs JJOKQJIBHUX Bar
Mojenel, aHali3 Yy TJIMBOCTI OTPHMAHUX INI00ATBHUX Bar MOJIEIICH.

PesyabTaTu. Po3pobiieHo mporpaMHe 3a0e3NeueHHs Uil aBTOMAaTHYHOTO OTPUMAaHHS TEKCTIB 3 OHJIAHH-CTaTe#l 1 cymapusarii
[IUX TEKCTIB, Ta JUIs OLIHIOBaHHS sKocTi Mozaeineid LLM. OTprMaHO OIiHKK SKOCTI J€B’SITHAALATH KBAHTOBAHUX i HCKBAHTOBAHHX
mozesneii LLM pisaux posmipis, cepen sixkux LLaMa-3-8B-4bit, Gemma-2B-4bit, Gemma-1.1-7B-4bit, Qwen-1.5-4B-4bit, Stable
LM-2-1.6B-4bit, Phi-2-4bit, Mistal-7B-4bit, GPT-3.5 Turbo 3a nokasaukamu BLEU, Rouge-1, Rouge-2, Rouge-L i BERT-omuinok Ha
IBOX pi3HHX Habopax TekctiB XSum ta CNN/Daily Mail 3.0.0.

BucHoBku. IIpoBemeHi eKCIIEpUMEHTH MiATBEPIMIM TPANE3JaTHICTh MPOIMOHOBAHOTO MAaTEMAaTHYHOTO 3a0e3ledeHHs,
JIO3BOJIIIOTH PEKOMEHIYBAaTH IOTO I/l BUKOPHCTAHHS NPH BUPIMICHHI 3aad cyMapu3allil TeKcTiB Ha mpaktumi. llepcrexTiBu
MOAANBIINX JOCIIDKEHb MOXYTh MOJISTaTH y OUTBII ITTMOOKOMY aHANi3i METPHK Ta KPUTEPIiiB OLIHIOBAHHS SKOCTiI Cr€HEPOBAHUX
TEKCTIB, a TAKOX CKCIIEPIMEHTAILHOMY JOCITI/PKEHHI IIPOITOHOBAHOTO aJTOPUTMY Ha OIbINiH KUTBKOCTI IPaKTUYHMX 3a/1ad 00poOKn
NIPUPOIHOI MOBH.

KJIFOYOBI CJIOBA: o6MexeHICTh pecypciB, 00poOKa MpUpOIHOI MOBH, CyMapu3allist ab0 y3arajibHEHHS TEKCTY, BEJIHKI MOBHI
MOJIeJ, KBaHTH3allis, 6araTOKpUTepialbHUA aHai3.
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ABSTRACT

Context. The paper considers the problem of analyzing large data vectors for analyzing helicopter engine performance. This is-
sue is crucial for improving the reliability and efficiency of modern aviation technologies.

Obijective. To create a method for analyzing engine vibration data to achieve accurate classification of engine states based on vi-
bration signals.

Method. The input data is analyzed, and a decision is made to create a neural network that is trained to recognize the class of the
input vector. The neural network can work immediately and be configured for further training based on similar data. The program
was implemented using a classical neural network method. The optimal weights and offsets are calculated with derivatives to mini-
mize the loss function. The stochastic gradient descent (SGD) algorithm was used for optimization, and different activation functions
were tested to find the best configuration. Choosing the right activation functions ensured maximum performance.

Results. The graphs of the input vectors show that vectors from the first class had more peaks, which helped facilitate classifica-
tion. After applying this method, the accuracy was about 70-75%, which was insufficient for the task. To improve this, we enhanced
the model structure and reconfigured the activation functions. With the new method, the neural network can classify the input vector
with 100% accuracy.

Conclusions. This study presents an approach to analyzing engine vibration data for assessing performance. The scientific nov-
elty lies in adapting a multilayer perceptron (MLP) for classifying vibration signals. The research shows that high accuracy can be
achieved without deep architectures by optimizing the MLP. This method is universally applicable, eliminating additional model
adaptation costs, which is crucial for industrial use. The practical significance is demonstrated through software and experiments,
proving the effectiveness of the MLP for performance monitoring when model parameters and activation functions are properly ad-

justed.

KEYWORDS: 1D convolutional neural networks, multilayer perceptron, stochastic gradient descent, loss function, engine vibra-
tion analysis, helicopter performance, signal classification, neural network, machine learning.

ABBREVIATIONS
CNN is a convolutional neural network
FCNN is a fully connected neural network;
ICA is an independent component analysis;
MLP is a multilayer perceptron;
NN is a neural network;
PCA is a principal component analysis;
RAM is a random-access memory;
SGD is a stochastic gradient descent;
ZSL is a zero-shoot learning.

NOMENCLATURE

a® is an activation of the previous layer (or the input
vector if it is the first layer);

b" is an offset vector for the I-th layer;

fis an filter size;

i is an iteration index;

L is a number of the layer on which the calculation is
performed,;

R is a set of numbers in a single vector;

s is a step size;

W® is a matrix of weights for the I-th layer;

X a set of vectors with input data;

x a value of the input layer;

y this is an outer layer;

Z" is an intermediate layer;

A is a gradient of a function;
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d is an error for layer I;

O is an extracted feature set

A is a regularization hyperparameter;
o(x) is a sigmoid function.

INTRODUCTION

Any working component has a so-called 'service life'.
After a certain amount of time or a specific period of op-
eration, the component requires a mandatory technical
inspection to ensure continued reliability. For instance, in
the context of a helicopter flight, safety is paramount. To
guarantee flight safety, we must implement a robust me-
thod of training a neural network, which should ultimately
provide accurate assessments of engine conditions.

Predicting whether an inspection is truly necessary be-
fore examining a component is a significant challenge.
Vibrations can be read and analyzed, but interpreting
them is not straightforward. This task is inherently com-
plex, making it difficult to achieve reliable results through
traditional methods. Therefore, we need an alternative
approach to analyze vibration data in a way that is both
efficient and accessible.

Modern technology offers such an alternative in the
form of neural networks. Neural networks can process
large volumes of data at high speeds and handle multi-
tasking beyond the capabilities of human or traditional
computer algorithms. However, we cannot simply use any
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neural network and expect it to perform the task effec-
tively. A neural network must be carefully trained to un-
derstand the specifics of the problem it is intended to
solve. Only with appropriate training can it provide the
accurate and reliable results we need.

The object of study is the process of training a neural
network using the Zero Shot method. ZSL for neural net-
works allows models to classify objects they have not
seen during training. This is achieved by using semantic
information such as object descriptions or attributes to
generalize knowledge into new classes.

The purpose of the work is to use the available
methods to classify vectors into two classes and automate
this process. This is necessary because you have to work
with large amounts of data, so you need to work with
methods that are suitable for working with big data. The
goal is to implement a method for classifying data sam-
ples.

Given a large set of data, namely 1158 sets, and a file
that stores shortcuts (classes) for each of the vectors, it is
necessary to develop a tool that, using the given data, will
learn to diagnose which files are good and which have a
damaged component within a given data sample. Class 1
represents the correct operation of the engine, while Class
0 indicates that the engine has a malfunction.

1 PROBLEM STATEMENT

We have a dataset of 1158 vectors taken from the
helicopter gear and a file containing information about the
class of each vector. Construct an algorithm that deter-
mines the corresponding label Y (class 1 or Q) for a new
vector xeR. It will calculate the necessary parameters
for the vector classification algorithm. Increase the classi-
fication accuracy and minimize the loss function.

2 REVIEW OF THE LITERATURE

Traditional fault detection contains three main steps:
data acquisition, features extraction, fault detection and
classification [1]. As a common practice the data is col-
lected with the help of numerous sensors. Feature extrac-
tion is typically implemented through linear or nonlinear
transformations and data decomposition. Linear methods
include PCA [2] and ICA [3]. Nonlinear techniques, such
as kernel-based methods, have been shown to perform
better than their linear counterpart, PCA [4]. Reducing the
size or dimensionality of input data is also useful, as it is
difficult to work with large signals or images and because
training time increases. Straightforward methods, such as
max pooling, have been actively used to address this
problem [5].

In recent years, 1D convolutional neural network has
been actively used to extract the most significant features
from raw data for vibration-based fault detection. For
example, Hsueh et al. [6] proposed a method in which
they used a wavelet transform to convert a signal into a
two-dimensional grayscale image and then trained a deep
CNN on it to extract robust features. This data is then
used to train a classification neural network that deter-
mines the health status of the system.
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Another example of sophisticated feature extraction is
presented in [7], where 1D vibration signals are trans-
formed into 2D time-frequency images. While this trans-
formation adds an additional layer of computation and
complexity, the classification results are significantly bet-
ter than those obtained from simple max pooling.

An uncommon solution for fault detection can be a
simple MLP [8] or FCNN. However, it is important to
note that the training time can be unacceptable, as an
FCNN must be able to process large amounts of data [9].
As mentioned previously, many data extraction and de-
composition techniques exist that help reduce these limi-
tations.

3 MATERIALS AND METHODS

The method has been designed and tailored to address
the problem. The first step was to accept signals and dis-
tribute them into vectors according to the peaks. The sec-
ond step is feature extraction. Feature extraction helps
reduce the dimensionality of input data while retaining the
information that has the most significant impact on solv-
ing the task. A large data vector is compressed into a
smaller one to save resources and speed up the process
using the formulas below in this section [9]:

X[k]= Zr']tgx[n] -exp(—2ri %), k=012,..,N-1, 1)
0:R" > R™ m=469, )

MaxPool(x | f,5); = Max(Xisiss ), ®)
MaxPool(x | 100,100); = max(Xisooit0rtc0).  (4)

In the third step, we start training our neural network.
For the sake of simplicity and clarity, we provide an algo-
rithm for one vector. However, in the problem, we use it
for 100 files and divide them into 10 mini-batches. We
run the neural network once with randomly set parameters
for weights and offsets. In general, it looks like this: For
each hidden layer, activation is performed using the sig-
moid function according to the formula:

20D _ sy M 4 p0). ®)

For the layer, denoted L, softmax is used to calculate
the probabilities using the following formulas:

z(L)=(VV“)a(')+b(')) , (6)
y = soft max z(L), @)
where the function softmax is determined by the formula:

gl

zjezij. ®)

soft max(z(L)) =

Backward pass: we calculate an error of the output
layer using the cross-entropy loss function [13] with
softmax by the formula:

o —a _y,
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Gradients for the displacement weights of the output
layer L are calculated using the formulas:

Vb(L) =o(L),
vw®) =50 @(LDyT

(10)
(11)

Neural network regularization helps to avoid over-
training, in this case, adding a penalty for large values of
model weights [11]. This prevents the model from “re-
learning” [12] on training data.

2
L=Lo+AW][". (12)

Recursive calculation of errors for previous layers:

For each layer | (moving from the original layer to the
first layer):

Define the derivative of the sigmoid function by the
formula:

6 (2) =o(z)(L-o(2)). (13)

The error for layer | is calculated through the error of
the next layer and the derivative of the activation function
by the formula:

3 = (T o022, (14)

where o denotes an elementary multiplication (Adamar
multiplication)

Gradients for weights and offsets in hidden layers:
For each layer | by the formulas:

(15)
(16)

vb® = 60,
v = 5L . (a(--DyT.

Formulas 15 and 16 will be implemented later within
this function, named _backprop. This function
_backprop calculates the gradients of weights and biases
for each layer, as well as the value of the loss function for
the current example.

4 EXPERIMENTS

After analyzing the data, it was clear that using full
vectors for learning would not be completely appropriate.
The file that stored the data had weight while the program
was running, and this amount of information was stored
in RAM, making the training of such a neural network
very resource-intensive and inefficient for performance.

To gain a better understanding, we built graphs and
noticed that the graphs for different classes were distinct.
This is shown in Figure 1.

© Shalimov O. Y., Moskalchuk O. O., Yevseienko O. M., 2025
DOI 10.15588/1607-3274-2025-2-13

150

Waveform of the signal, T0O007, class=0

6
4
1
g 2
=
a
£ 0
<<
-2
-4
0.0 0.5 1.0 15 2.0
Time, s
Waveform of the signal, TO010, class=1
6
4 . |
22
3
=
2 0
E
<
-2
-4
-6

0.0 0.5 1.0 1.5 2.0
Time, s

Figure 1 — Example of peaks for different classes

The graphs corresponding to class = “1” had more
peaks, which were used to try to classify the vectors.
First, using the discrete Fourier transform [10] with the
formula (1), we converted the signal into its amplitude.
We also noticed a difference in the amplitude graphs,
which is shown in Figure 2.

Spectrum of the signal, TO007, class=0
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Figure 2 — Example of amplitude for different classes

0 5000

It was decided to take the modulus of the amplitude
vector, shift it by 0.1 values down to account for values
less than zero, and retain only the maximum peaks. This
is shown in Figure 3.
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Figure 3 — Example of modulus of the amplitude for different
classes

We clarified that it is possible to classify vectors by
peaks. To facilitate the process, we decided to compress
the data. Such manipulations with the input data allowed
the input vector to have not 93.752 values, but 469 by
formulas (2-4). This did not affect the training of the neu-
ral network but helped reduce the time and resources
needed for training. Next, the multilayer perceptron me-
thod was used, which is a common instance of the error
propagation algorithm.

The input data is permuted by the Hadamard multipli-
cation, using a randomly generated weight vector, which
is combined with the input vector using a specific dis-
placement vector (also randomly generated). This process
is repeated a specific number of times, producing an out-
put value, which is compared with the standard (given to
us by class 1 or 0). We then calculate the error, and from
this error, we proceed in reverse order, gradually calibrat-
ing weights and biases. Repeating this over a certain
number of files generates specific weight and bias vec-
tors. This dataset will be used to train the neural network,
which, using these vectors and the multilayer perceptron
method, will be able to classify a vector with a certain
probability.

5 RESULTS

The results obtained from the analysis of engine vibra-
tion data using the proposed multilayer perceptron
method show promising improvements in classification
accuracy. The accuracy of the initial model was 70-75%,
but after further adjustments to the model structure and
optimization of the activation functions, the accuracy
reached nearly 100%. This significant enhancement un-
derscores the effectiveness of the chosen approach in
classifying vibration signals, which is essential for per-
formance monitoring in helicopter engines.
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Figure 4 — Results of the learning neural network

The graphs presented in the study clearly illustrate the
improvement in model accuracy after optimization. One
graph shows a comparison of the accuracy between the
initial and optimized models, highlighting a significant
increase in accuracy after adjusting the network structure
and selecting optimal activation functions. Another graph
visualizes the learning process, where the reduction in
error on both the training and test datasets signals good
model consistency. Additionally, when comparing with
other approaches, such as convolutional neural networks,
it is evident that our model, despite its simplicity, yields
competitive results with lower computational costs. These
visualizations help to better understand the effectiveness
of the applied method and emphasize its potential for real-
world applications, where processing speed and resource
efficiency are critical.

The comparison with similar studies reveals both
similarities and differences in the methodology and re-
sults. For example, Hsueh et al. [6] used a wavelet trans-
form followed by a CNN for fault detection. While this
approach also provided robust feature extraction, it added
complexity and computational overhead. In contrast, our
approach using MLPs, despite its simplicity, demon-
strated high accuracy without requiring deep architec-
tures. This is particularly beneficial for real-time applica-
tions where computational resources and processing speed
are critical.

6 DISCUSSION

As is evident from Figure 4, increasing the number of
epochs in the formed sample improves classification ac-
curacy. The time spent on learning is optimized. Even an
increase in input data has almost no effect on the speed of
diagnosis, maintains acceptable accuracy, and does not
significantly increase the training time.

There is an increase in speed compared to similar
methods, such as 1D Convolutional Neural Networks.
Compared to the original model, the accuracy improve-
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ment is nearly 100%. This confirms the feasibility of us-
ing the proposed method.

It should also be noted that the training method quali-
tatively affects the speed and effectiveness of training
compared to similar methods. This has made it possible to
improve the training process itself.

The limitations of the study primarily stem from the
necessity of adjusting model parameters (e.g., weights and
activation functions), which can introduce challenges in
scaling the model to larger datasets. However, the pro-
posed method’s ability to work with a limited number of
layers without compromising accuracy is a key advantage
in real-world applications, where training time and com-
putational efficiency are often constrained.

Practical applications of this method are significant.
The approach demonstrated here could be directly applied
to performance monitoring and predictive maintenance in
aviation systems, where it could reduce downtime and
prevent potential failures. This has important implications
for both safety and cost-effectiveness in the aviation in-
dustry.

While the study provides a solid foundation for vibra-
tion-based fault detection, further research is required to
enhance the model’s adaptability to varying conditions
and sensor configurations. Exploring hybrid models that
combine the strengths of both convolutional networks and
fully connected networks could lead to even more robust
solutions. Additionally, the integration of real-time data
collection and analysis in the model would make the me-
thod more dynamic and responsive to operational
changes.

CONCLUSIONS

The problem of providing automation for vibration
analysis is an urgent one. One of the most effective ways
to address this is by using a neural network. Neural net-
works come in different types and functionalities, which
allows them to be applied to various tasks. In our case, we
decided to develop and train an MLP-based neural net-
work. The use of a neural network developed based on the
MLP method and SGD training is a clear and universal
solution for solving similar classification problems.

Due to the combination of methods and their high-
quality implementation, we obtained satisfactory results.
Unfortunately, the results may vary slightly depending on
the number of epochs and initial conditions. However,
this should not be considered a flaw, and this method can
be regarded as a correct solution for similar problems.
Compared to methods that use convolution, our method is
more accurate and efficient. This allows for a more accu-
rate understanding of vibrations and the data derived from
them.

The prospects for further research involve studying the
capabilities of the neural network to learn from and ana-
lyze similar data. Pilot testing with similar methods and
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further analysis are also planned. Practical application
will aim to improve and adjust the neural network.
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METO/ AHAJII3Y BXIJTHUX JAHUX 3 BIGPAIII 3YBUACTHUX MEXAHI3MIB
MlanximoB O. €. — cryneHT kadeapun ABTOMAaTHKM Ta YNPABIIHHS B TEXHIYHMX cucTeMax, HamioHaubHUHM TEeXHIYHUH
yHIBepCcHTET «XapKiBCHKHUH MOTITEXHIYHUH IHCTUTYT».
Mockanbuyk O. O. — cryneHT xadeapu ABTOMATHKHM Ta YNpPaBIiHHA B TEXHIYHMX cHcTeMax, HarioHanbHMH TeXHIYHWMI
YHIBepCHTET «XapKiBCbKHUH MOJITEXHIYHUI IHCTUTYT».
€Bceenko O. M. — KaHA. TeXH. HayK, IOLEHT, NOLCHT Kadeapn ABTOMATHKM Ta YIPABIiHHA B TEXHIYHHX CHCTEMax,
HauionanbHuii TeXHIYHHN YHiBepCHTET «XapKiBChKHIA MOMITEXHIYHNAIN IHCTUTYT.

AHOTANIA

AxTyanbHicTh. Po3rnmsgHyTO 3ajmady aHamizy BEKTOPIB JAHMX BEJNUKOTO O0CATY JUIS aHai3y Mpamne3gaTHOCTI ABUTYHa
remikonrepiB. Lls mpobieMa € KPUTHYHO BaXIIMBOIO Uil MOKPAIIEHHS HAAIHHOCTI Ta e(EeKTUBHOCTI Cy4YacHHMX aBiaIlifHUX
TEXHOJIOTIH.

Meta po6orun. CTBOpHUTH METOA JUIs aHaJi3y BiOpauiflHUX JAHWUX JBUI'YHA 3 METOIO TOYHOTO KJIAacH(iKyBaHHS CTaHIB JABUTYHA
Ha OCHOBI BiOpaLiiiHUX CUTHAJIB.

Merton. IIpoanasnizoBaHo BXifHI AaHi, micis 4oro OyJo MPUITHATO PillIeHHS CTBOPUTH HEHPOMEPEXY IS PO3Ii3HABAHHS KIacy
BXiZHOTO BekTopa. Helipomeperka MoxKke MparfoBaTu oapasy abo OyTH HalallTOBAaHOK JJIS MOJANbIIOr0 HAaBYaHHS Ha MOJIOHUX
nmanux. Ilporpama Oyma peanmizoBaHa 3 BHKOPHUCTAHHSAM KIACHYHOTO METOAy Helpomepex. ONTHManbHI Bard Ta 3MIIICHHS
00YNCIIOIOTECS 32 JIONIOMOTOI0 TMOXigHMX s MiHiMizamii ¢yskmii Brpar. s onrtuMizamii Oys0 BHKOPHUCTaHO alrOPUTM
CTOXaCTHYHOTO TIpajieHTHOro ciycky (SGD), a takox Oyno mporecToBaHo pisHi (GyHKUil akTuBanii uisi BUOOpPY HaiKparol
koH(piryparii. Bubip npaBunbHux QyHKIIN akTHBAI] 3a0€3MeYNB MaKCUMAIIbHY €()EKTUBHICTb.

PesyasTaTn. Ha rpadikax BXiJHHX BEKTOPIB BHJHO, 10 BEKTOPHU 3 HEPIIOro Kiacy Maiy OUIbIIE MiKiB, IO HOJICTIINIO IPOLeC
knacudikarii. ITicast 3acTocyBaHHs HBOr0 MeTOAy TOUHICTB gocsiria 70-75%, 1o Oys0 HegocTaTHBO st 3anayi. J{is nokpaiieHHs
pe3ynbTaTiB Oyna 3MiHEHa CTPYKTypa MOJENi Ta mepeHanamrToBaHi (yHKIii akTHBaIil. 3 HOBUM METOIOM Helpomepexka 3JaTHa
knacuikyBaTu BXigHI BeKTOpH 3 TouHicTI0 100%.

BucHoBku. Y 1pOMY [JOCHIKEHHI NpPEACTaBICHO MiAXiN OO aHAmi3y BiOpamiiHMX IOaHWX [BUTYHA UIA OIIHKH HOTO
npanesnatHocTi. HaykoBa HOBHM3HAa MeToly moisirae B aganrauii Garatomaposoro mnepuentpony (MLP) mis knacudixarii
BiOpaniifHux curramiB. [lOCHIDKEHHS IIOKa3ano, IO HaBiTh 0e€3 TIMOOKHMX apXiTeKTyp MOXKHA JOCSATTH BHCOKOI TOYHOCTI,
ontumizyBaBmn MLP. Lleit Meron € yHiBepcalbHHM, IO JO3BOJIIE YHHKHYTH JOJATKOBUX BHUTPAT HAa aJanTallil0 MOJEINI, IO
BOXJIMBO JUI IIPOMHUCIIOBOIO BHMKOPHCTAHHs. [IpakTH4HE 3HAYeHHS MIATBEPIUKYETHCS MPOTrPAaMHUM 3a0e3MEUeHHsIM Ta
eKCIIepUMEHTaMH, 10 AO0BOATH edextuBHicTs MLP s MoOHITOpHHTY mpane3fgaTHOCTI, KoM mapameTpu Mozeni Ta (yHKIT
aKTUBAL] HAJIAIITOBAH] HAJIE)KHUM YHHOM.

IepcrieKTHBY MOJANBLIMX JOCIIKEHb MOJSATaloTh Y BUBYCHHI MOMKIIHBOCTEH HelipoMepeski AJs HaBYaHHs Ta aHanlizy MogiOHuX
JAHUX, & TAKOX y MUIOTHUX TECTYBAaHHSX 13 BUKOPUCTAHHIM CXOXHX METOIB 1 HOAAIBIIOMY aHai3i.

KJHKOYOBI CJOBA: 1D Convolutional Neural Networks, Multilayer Perceptron, Stochastic Gradient Descent, Loss Function,
aHaJi3 BiOpaliif ABUryHa, KIacuQikalis CUTHANIB, HEHpoMepeka, MAIIMHHE HaBYaHHSL.
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AHOTANIA

AKTyaJIbHICTB. 3pOCTaHHsI 00CSTY TEKCTOBUX JaHUX y COLalIbHUX Mepexax BHUMarae po3poOKd epEeKTHBHHX METO[IB aHaIi3y
HACTPOIB, 3IaTHUX BPaXxOBYBATH SIK JISKCHYHI, TaK i KOHTEKCTYyalbHi 3anexHOCTi. TpamuniiiHi miaxoam 10 oOpoOKH TEKCTy MaroTh
OOMEKEHHA y pO3YMiHHI CEMaHTHYHHUX 3B’S3KiB MK CJIOBaMH, IO BIUIMBA€ HAa TOYHICTH Kiacudikamii. [HTerparis rimOoxmx
HEHPOHHUX MEPEX I BEKTOpU3alil TEKCTy 3 aHCaMOJICBUMU aJrOPUTMAaMHM MAlIMHHOTO HaBYaHHS Ta METOAAMHM IHTepIIpeTanii
pe3ybTaTiB J03BOJISE OKPAIIUTH SKICTh aHAJIi3y HACTPOIB.

MeTo10 OCTIKEHHS € po3po0Ka Ta OILiHKa HOBOTO IMIAXOIY IO Kiachdikalii HacTpoiB TEKCTOBHX MOBIIOMIJICHB, IO MOEIHYE
Sentence-BERT st rnnbokoi cemanTuuHoi BekTopu3saitii, XGB0ost mis BucokorouHoi kiacudikanii, SHAP 115t mosicHeHHST BHECKY
o3Hak, sentence embedding similarity mst oriHkr ceMaHTHYHOT HOMIGHOCTI Ta A-perysipu3aitito Uis HOKPALICHHS! y3araJbHIORY0l
3paTtHOCTI Mopeni. JocmikeHHs CHpsIMOBaHE HA aHaNli3 BIUIMBY LHMX METOAIB Ha sKicTh Kiacudikaiil, BU3HAYCHHsS HAHOIIbII
3HAUYIIMX O3HAK Ta ONTUMI3aLliio MapaMeTpiB s 3abe3mnedeH s 6aaaHcy MiXK TOUHICTIO Ta iIHTEPIPETOBAHICTIO MOJIEITI.

Meton. Y nocnmimkeHHI BUKOPUCTOBYeThess Sentence-BERT s mepeTBOpeHHsST TEKCTOBUX NAaHHMX Y BEKTOPHHM IMPOCTip i3
TITHOOKMMY CEMaHTHIHUMH 3B’ si3KaMu. J[iis kimacudikamii HacTpoiB 3acTocoByeThess XGBOOSt, sikuit 3a0e3neuye BHCOKY TOYHICTh Ta
CTaOUIBHICTH HABITh HA HEPIBHOMIPHO pO3NOAITEHHX Habopax maHuX. s NOsICHeHHs BHECKY O3HAK BHKopHcTaHo Meron SHAP, mo
JI03BOJISIE BH3HAYMTH, sIKi (akropu Hailbijplue BIUIMBAaOTH Ha HpOrHo3. JIOIaTKOBO BHKOPHCTOBYEThCs Sentence embedding
similarity ass mOpiBHSHHS TEKCTiB 32 CEMaHTHYHOKO TMOMIOHICTIO, a A-peryjspu3aliis OnTHMi3ye OGajaHC MiK y3arajlbHCHHSM Ta
TOYHICTIO MOJIEIII.

Pe3yabTaT. 3anponoHOBaHU MiIXil JEMOHCTPY€E BHUCOKY e(heKTHBHICTh y 3agadax kiacuikarii Hactpois. 3HaueHus ROC-
AUC niareepkye 30aTHICTh MOJEI TOYHO PO3PI3HATH KJIaCH eMOLIHOro 3a0apBieHHs Tekcty. Bukopucranus SHAP 3a6esneuye
IHTEpIPETOBAHICTh PE3yJIBTATIB, JO3BOJIIOYHM MOSCHUTH BIUIMB KOXHOI 03HaKH Ha Kiacubikamiro. Sentence embedding similarity
miaTBepmkye edektuBHicTs Sentence-BERT y BusBieHHI ceMaHTHYHO TOAIOHMX TEKCTiB, a A-pEryispH3alis IOKpaIlye
y3araJbpHIOIOUY 31aTHICTh MOJEIII.

BucnoBku. JlocmipkeHHS JEMOHCTpY€e HAayKOBY HOBH3HY depe3 KoMmiuiekcHe nmoegHanus Sentence-BERT, XGBoost, SHAP,
sentence embedding similarity ta A-perynsipusarnii myist mokpamieHHss TOYHOCTI Ta IHTEPIPETOBAHOCTI aHasi3y HacTpoiB. OTpumani
pe3yabTaTH MiATBEP/UKYIOTh €EKTUBHICTh 3aMpONOHOBAHOIO IMIAXOMY, L0 POOUTH HOTO MEPCHEKTUBHUM [ 3aCTOCYBAaHHS Y
MOHITOPHHTY TPOMaJICBKOT TyMKH, aBTOMATH30BaHii Moepallii KOHTEHTY Ta IEPCOHATI30BaHMX PEKOMEHIAIIHHUX CHCTEeMax.
IMomanpuii JOCTHi/UKEHHS MOXYTh OyTH CIpPSMOBaHI Ha ajanTamilo MOAENi 10 cHelu(idHUX NOMEHIB, PO3LIMPEHHS DKepel
TEKCTOBMX JIaHUX T4 BJOCKOHAJIECHHS METOJIB iHTEpIpeTanii Ul MOKPAIICHHs 0BIpH 10 aBTOMAaTU30BAHOTO aHaJi3y HACTpPOIB.

KJIFOYOBI CJIOBA: MamwuHHe HaBYaHHs, HOpMati3alis O3HAaK, TpaHchopMmepH, MaTpuld IUIyTaHuHH, Sentence-BERT,
Kkiacuikaris TeKCTOBUX JTaHHX.

ABPEBIATYPU A — BEKTOp MepIoro 3Ha4CHH,
SB - sentence-BERT; B — BeKkTOp /AApyroro 3HaueHHS,
CB — XGBoost; Aj — KOMITOHEHTH BEKTOpPY A;
BII — BexTOpHHMIi pocTip; Bi — xomnoHeHTH BekTOpy B;
BT - BekTopu3aiiis TekcTy; |D| - KidbKiCTh MaHUX Y MTOTOYHIM KOJNEKIIIT;
H® - nopmamizamis (GyHKIIii; faert — PyHKuisn Tpanchopmepa S-BERT;
[1O — noegHaHHS O3HAK; V — BeKTOp (piKCOBaHOI TOBKHUHH;
[II" — mocuneHHs TpaieHTa; T — TekcTOBHMIT BXIL],
OM - omiHka Mozemi; € — (paKTOp HYITHOBOTO BEKTOPA;
SNS - Sentence Embedding Similarity. A\ — KoeiIliEHT CeMaHTHYIHOI TTOIIGHOCTI;
L — cepe/IHE 3HAUCHHST O3HAKH;
HOMEHKJIATYPA G — CTaHJapTHE BIIXMWICHHS O3HAKH,
c0s(0) — KOCHHYCHa CXOXKICTB; Nj — 3araipHa KiTbKiCTh TOBTOPEHB CIIOBA,;
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>'kNk — 3arajibHa KUIBKICTh CIIIB Y JOKYMEHTI,

Y AB;j — ckanapHuit 1o6yTok BekTOpiB A Ta B;

YMA||IBjl - KoMmoOHeHT, IO BpaxoBye BILIMB
MOJTYJIiB €JICMCHTIB;

Z(Ajz)l\2 — HOpMaJIi3anist BekTopa A,

Z(sz)l\2 — HOpMaJIi3anis Bekropa B;

Nj — cepetHs KibKiCTh HOBTOPEHB CJIOBA;

F, — miaxin, sxuii onmicye OUiHKY O3HAK;

F, — mimxim, mmo ommcye CTaHOapTHE BiIXIICHHS
OLIIHKY O3HAKH,

N — po3MipHicTh BekTOpiB A i B;

W — BEKTOPH, 1110 NPEJCTABISIIOTH J1BA TOKYMEHTH,;

U — CKaJISIpHUI 100YTOK BEKTOPIB,;

Sj — 00’€eKT onMcaHuil BEKTOPHUM HAOOPOM 3HAUEHb;

| — iHIeKC KOMITOHEHTY MOJIYJIiB €JIEMEHTIB BEKTOPA;

j — IHJIEKC BEKTOPHOT'O €IIEMEHTY;

N — MHO>KHMHA TIOBTOPCHB €JIEMCHTIB BEKTOPA,;

M — MHOXWHA TapaMeTpiB MOJIEITi JaHUX;

¥ — MHOKMHA CTaHAAPTHHUX BiJXWUJICHb O3HAK;

® — MHOXWHA KOe(]iLliEHTIB BEKTOPHUX MEPETBOPECHE;

X — cucTema aHalli3y TEeKCTOBHUX JaHUX;

Nk — KUTBKICTH CJIiB B PO3MOAITICHOMY JOKYMEHTI;

K — iHIeKC BEKTOPHOTO PO3MOILTY;

BCTYII

VY cyuacHy emoxy nugpoBizaiii CTpiMKe 3pOCTaHHS
00CsSry TEKCTOBMX JaHUX Yy COLIAJIBHHUX Mepekax
CTBOPIOE HOBI BUKJIMKH I iX 0OpoOKM Ta aHamizy.
ComianeHi iatgopmu, Taki sk Twitter, € BaxIHBUM
JokepesioM  iH(opMamii  [uIi  BHBYCHHS T'POMAaJICHKOI
OYyMKH, TIPOTHO3YBaHHS IIOBEHIHKOBHX TPEHIIB 1
MOHITOPHHTY COIialbHUX TporeciB. OmHAaK, aHANI3 OHUX
JaHUX YCKIIaJHIOETHCS ix HECTPYKTYPOBaHUM
XapakTepoM, BapiaTUBHICTIO MOBHUX KOHCTPYKLIH Ta
BHCOKOIO IIBWJIKICTIO OHOBJICHHSI KOHTEHTY. Tpaauiiiini
MeTond  OOpOOKM  TEKCTy  4acTo  BUSIBISIOTHCS
HEJIOCTaTHbO €(PEKTUBHUMHM JJIsl PO3B’S3aHHS IUX 3ajad,
1110 00YMOBJIIOE€ HEOOX1THICTh PO3POOKH HOBHX MiZAXO/IIB.

AKTyalnpHICTh JTOCII/DKEHHSI 3yMOBJIEHA ITOTPE0OI0 Y
BJJOCKOHAJICHAX METOJlaX aHalli3y TEeKCTOBUX JaHHX, SIKi
3/1aTHI TOYHO BU3HAYaTH €MOIIIHUI TOH MOBIIOMJIEHb Ta
3a0e3meuyBati iX edekTuBHy Kiacugikariro. CyuacHi
TpaHchopMmepHi Momem, 3okpema Sentence-BERT,
JIO3BOJISIFOTh OTPUMATH SIKiCHI BEKTOpPHI IIPEICTaBICHHS
TEKCTy, II0 BpPaxoBYIOTb fK JIEKCHYHHH, Tak 1
KOHTEKCTyalbHUM piBHI aHamizy. OnmHak, 3acTOCyBaHHS
cranpaptHoro Sentence-BERT no awnamizy HacTpoiB y
colliaIbHUX  Mepexxax  noTpedye  anmanmramii  Ta
BJIOCKOHAJIEHHS MOro MEXaHi3MiB, OCKIJLKHM KJIaCHYHI
MiAXOMW HE BPaxOBYIOTh cCHeluGiuHi OCOOJIMBOCTI
KOPOTKMX TEKCTOBHMX MOBIIOMIIEHb, TaKHX SIK JIEKCHYHI
CKOpPOYCHHSI, EMOJI31 Ta 0araTo3HAYHICTh BUPA3iB.

[lpenmeToM  JOCHIIKEHHA € METOOM  aHaJi3y
TEKCTOBHX IAaHWX COLIATBHUX Mepex, a 00’eKToM —
npolLec BEKTOpU3alil TEeKCTy Ta HOro ImoJajiblia
Kimacudikamiss 3a JOIOMOTOI0 aJTOPUTMIB MAIIHHHOTO
HaBYaHHA. Y MeXax [JOCHIDKEHHS pO3IIIAIaloThCs
Cy4acHi MeTOOu OOpoOKHM TPHPOTHOI MOBH, IO
BKJIFOYAIOTh 3aCTOCYBaHHS TIIMOOKUX HEHPOHHHX MEpEx
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JUIS. CTBOPEHHS YHCJOBHX TPEACTaBJICHb TEKCTY Ta
BUKOPUCTAHHS aJTOPUTMIB T'PAJi€HTHOIO OYCTHHTY IUIs
ix anamizy. OcoOnuBy yBary MpUALJICHO yJOCKOHAJICHHIO
METOJIIB BEKTOPH3AIlii TEKCTY, SIKi TAaIOTh 3MOT'Y OTPHMATH
OUTBII TOYHE WPEJCTABICHHS CEMaHTHYHOI'O 3MICTY
TOB1TOMJICHb.

Hdus mporo Sentence-BERT mpoxomute momatkoBe
HABYAHHS Ha TEKCTOBHMX JAHUX COIAIbHUX MEPEXK, L0
JIO3BOJISIE BPAXOBYBATH iX CHEU(IKY Ta MOKPAILYE SKICTh
OTPUMAHHX BEKTOPHHX O3HaK. Po3poOka HOBOI ctparerii
arperoBaHOrO IIyJIHTY JO3BOJIAE€ MiABHIIATH TOYHICTH
OOYHCIIEHHS CEMAHTHYHOI OJM3BKOCTI MIXK TEKCTAMH,
OCKIJIbKM BPaxOBY€E HE JIMIIE CEPEIHE 3HAYCHHS BUXITHUX
MPEICTAaBICHb CIIiB, & W JIOKaJbHI OCOOJMBOCTI iX
BUKOPHCTAaHHS B KOHTEKCTI.

JlonaTkoBO  3AIMCHIOETbCS — ajanTaiis —ajJrOpUTMY
XGBoost 1o pobotm 3 TEKCTOBMMH O3HaKaMH, IIO0
BKITIOYA€E PO3MIUPEHHS HA0OPY BXITHUX XapaKTECPUCTHK, a
TaKOX BUKOPHCTaHHS METOJiB OaJaHCYBaHHS KJIACIB IS
MiABUINEHHS CTIMKOCTI MOAETi 10 HEpiBHOMIpHOTO
po3MOAiITy MaHWX Yy HaBYaJbHOMY HaOopi. 3aBIsIKu
KOMIUIEKCHOMY  MIAXOJy, IO BKJIIOYA€E IOEIHAHHS
TpaHCOpMEPHUX MOJIeNieil Ta TPajiEHTHOrO OYCTHHTY,
3alpOIOHOBAHE PIIICHHS CIPHUSE IIIBUIICHHIO SKOCTI
Knacudikanii HaCTPOiB y TEKCTaxX COLialbHIX MEPEXK.

OCHOBHOIO METOI0 poboTu € po3podka
BJIOCKOHAJICHOTO TMiAX0oAy A0 Kiacu(ikamii HacTpoiB
TEKCTOBHX IMOBIIOMIICHb IUITXOM Moaudikarii Sentence-
BERT ta apmanramii  XGBoost mis  o6poOku
BEKTOPU30BAHUX TEKCTOBHUX AAaHUX. JIJIs JOCATHEHHS Ii€el
METH HEOOXITHO BHPIMINTH KiJIbKa KIIFOYOBHX 3amad. [lo-
mepiie, HeOoOXigHO 3IIHCHUTH JOJAaTKOBE HABYaHHS
Sentence-BERT Ha TekcTax coOLIaNbHUX MEpeX, UIO
JIO3BOJIUTh TOKPAIIMTH WOro 3AaTHICTh BPaxOBYyBaTH
KOHTEKCTyaJIbHI OCOONHMBOCTI KOPOTKHX ITOBIIOMJICHB.
IMo-gpyre, cmigm po3pobutn e(HEeKTUBHY CTPATETIiIO
arperoBaHoro MyJIiHTYy, skKa 3a0e3Me4YuTh OLTBII TOYHE
MPEICTABICHHS TSKCTOBUX O3HAK Ta CIPUSITHME KPaIoMy
3aXOIUICHHIO CEMAHTUYHUX 3aJICKHOCTCH MiXK CIOBaMH.
[o-Tpere, moTpiOHO amantyBatu anroputM XGBoost mis
poboTH i3 TEKCTOBUMH O3HakKaMH, 0I0 Tmepenbdavae
PO3MIUpPEHHS WOTr0 MOXKIUBOCTEH 1mom0 0OpoOKH
KaTeropialbHUX JAHUX Ta ITiJBUIIECHHS HOTO CTIHKOCTI 110
MOXIIUBHX aHOMANid Yy TEKCTOBHX IPECTaBICHHSX.
Hapermri, He0OXiZHO BIPOBATUTH METOAM OallaHCYBaHHS
KJaciB, fAKi  JONOMOXYTh  YCYHYTH  TIpoOieMy
HEpPIBHOMIPHOT'O PO3MOJITY AaHHX.

HaykoBa HOBHM3Ha JOCIHIIPKEHHS IOJISITa€ y po3pooii
aJ[alTUBHOTO MIAXOMy JO aHaIi3y TEKCTOBHX TaHHX, IO
MOE/THYE BJIOCKOHAJEHY apxitektypy Sentence-BERT i3
TTHOOKAM HAaBYAHHIM Ha TEKCTaX COLIATBHUX MEPEK Ta
aJlanToBaHWil MexaHi3M o00poOku o3Hak y XGBoost.
JlonaBaHHs MEXaHI3My KOHTPACTHOT'O HABYAHHSI JIO3BOJISIE
MiIBUIMUTH  YYTIUBICTH MOJNENI J0  KOHTEKCTHHX
ocobmuBoCcTell moBimomiieHb. KpiM Toro, amamTamis

XGBoost 10 00poOKM TEKCTOBHX O3HAK MUISIXOM
BBEIEHHS
3abe3mnedye

onTuMi3amii BXITHUX XapaKTepUCTHK Ta
MONATKOBUX  PETYJSIMIHHUX  CTpaTerii
cTabipHY pOOOTY MOJEII.
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3arnpornoHoBaHi BIOCKOHAJICHHS JI03BOJISIIOTh
HIJBUILUTH TOYHICTH Kiacudikalii HaCTPOiB Y KOPOTKUX
TEKCTaX, MiHIMI3yBaTH BIUIMB [JHcOajlaHCy KiaciB Ta
3a0e3MeunTH CTiMKICTh MOZENi 10 IIyMOBUX (hakTopiB y
naHux. [IpakTMuHa CyThb JOCHIKCHHS TMOJISITAaE B
MOTCHLIHHOMY 3aCTOCYBaHHI B cucremMax
ABTOMATHU30BaHOTO MOHITOPUHIY TPOMAJICBKOI JYMKH Ta
aHaNI3y KIIEHTCHKUX BIATYKIB 110 € Ba)XKJIMBUM ACTIEKTOM
IUTSE  PO3BHTKY CYYacHHX I1H(QOpMaiifHO-aHATITHIHUX
CHCTEM.

BHecok po0oTu mossirae y po3poOii HOBHX ITiIXOJiB
JI0 BJOCKOHAJIeHHs1 TpaHcdopMmepHux Mmozeneil y cdepi
aHai3y TEKCTOBUX [JaHUX COLIAJBHUX MeEpex Ta
ONTHMI3alil aNrOpUTMIB TPaJIEHTHOTO OYCTHUHTY IUIsi
3aJ]a4 TeKCTOBOI Kilacu(ikarlii.

1 IOCTAHOBKA INPOBJIEMH
Indopmaniiina cucrema aHaiizy TEKCTOBHX JaHHX 3
BUKOPHCTaHHAM alTOPUTMIB BEKTOpH3amii Sentence-
BERT mpezncraBieHa iMiTalliifHOIO MOJEIUTIO KOPTEXKY:

X =<cos(0), A, B, |D|, >k N, Fu, Fo >,

ne N = {nla Ny, Ng, n4}v M= {P-ln M2, U3, H’4}l X= {011 G2,
03, 04}, © ={01, 0, 03, 04}

XGBoost — 1me mOTy)XHa TEXHIKa MAIIUHHOTO
HABYAHHS, SIKa BUKOPUCTOBYETHCS JIJIS 3a1a4 perpecii Ta
knacudikarii. Horo ocHoBHa imes monsirac B o0y ToBi
MOJENI IIUISIXOM  MOCTYHOBOTO  JIOJaBaHHS  HOBUX
MOJICNCH, SIKi BUIPABJISIOTH TOMUIKH TOTIEPEIHIX

COS(O) =A°Bi°n;,
[DI = ni(n; (N (14, o, K3), O1, G2), Ha),
n=n;° n; ° Ny.

KinpkicTe miHCHUX TEKCTOBHUX MAaHWX Y OCTATOYHIH
BEKTOPHIiN Koyekwii: S; =i ° j © k, Tomy

ABi = 01(n1(1a(Si, Ng, 01, 1), 65, p3), 03).

3araspHa KUTBKICTH CIIIB y JOKYMEHTI Ta 30BHIIIHI
HOpMaJTi30BaHi JaHi:

ank=p°0°k°2,
N = na(Na(pa(0a(p2,0 2),n1), pa), pa).

[Migxomu, siki OMUCYIOTh MOTOYHY OLIHKY (DYHKIIi Ta
CTaH/IapTHE BIAXHUJICHHS OLIIHKU (QyHKIT:

Fu=N °M°3°0,
Fo = 04(ua(03(na(AiBi, 2kni), [DI), na), N3).

2 AHAJII3 JIITEPATYPHUX JI’KEPEJI

VY crarri [1] aBropaMu OCTIKY€EThCS e(DEKTUBHICT
3aCTOCYBaHHS MOJICJICH TIMOOKOTO HABYAHHS, TaKUX SK
BERT, mis BekTopu3alii TeKCTiB y 3aauax KiacuQikarii
HacTpoiB. OCHOBHa yBara NPUAUISETHECS MOPIBHIHHIO
BERT i3 kmacmunmmu mimxomamu, 3okpema |F-IDF i
Word2Vec. Asropu migkpeciiooTh nepesaru BERT y
BpaxXyBaHHI KOHTEKCTYAIbHUX 3B’S3KiB MiXK CIOBaMH, IO
JO3BOJISIE 3HAYHO MOKPAIIWTH TOYHICTh KJIacHQiKarii.
Kpim Toro, 1ociipKeHHsT BKITIOYA€E OLIHKY BIUTUBY Pi3HUX
rapamerpiB BeKTOpHU3allii Ha Pe3yJlbTaTH MOCIIOBAHHS,
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TakdX SK PO3MIP CIOBHHKOBOTO 3amacy Ta KUIbKICTh
mapis Tpancgopmepa.

Y pobGoti [2] akueHTyeThcs yBara Ha iHTErparii
XGBoost sk ocHoBHOI Mozeni kinacugikamii B 3amadax
aHaji3y HacTpoiB. ABTOpPH  30CEPEKYIOThCS  Ha
onTuMizalii TimeprnapaMmeTpiB Mojeni Ta ii 3maTHOCTI
NpaloBaTi 3 BEKTOPHHMH IPEICTaBICHHAMH TEKCTIB,
ctBopeHnMH 3a pomomororo BERT. VYV crarti Takox
PO3IIIAIAETHCS BIUTMB AUCOANaHCy KIIAciB HA pe3ysIbTaTH
MOJICTIOBAHHS, a JJISl 1Or0 KOMITCHCAIlli 3aCTOCOBYIOTBCS
MeToau 30aiaHCyBaHHs JaHWX, Taki sk oversampling i
undersampling. Otpumani pe3ysibTaTH IEMOHCTPYIOThH
BHUCOKY TOYHICTh MOJENi, OCOOJMBO y BHIIAAKaX, KOJH
BUKOPHCTOBYIOTBCSI JIOAAaTKOBI KaTeropialbHi O3HAKH,
Taki Ak 4Yac myOumikamii nOBiZOMIEHHS abo Micue
KOpPHUCTYBayiB.

Crarts [3] mpencraBisie HOBaTOPCHKHMN MiAXig IO
OLIIHKK CXO0XOCTi TeKCTiB Ha ocHOBI Sentence Embedding
Similarity.  ABropu  BHKOPHCTOBYIOTH  KOCHHYCHY
CXOXICTh MK BEKTOpamH, cTBopeHnMHu Sentence-BERT,
TS aHaITizy CEMAHTUYHOIL OJM3BKOCTI MIXK
nmoBiioMcHHAMH. Lle J03BoisiE BUSBISATH CXOXKI 3a
3MICTOM  TIOBIIOMJICHHS Ta  TpymyBaTH ixXx y
KJacTepr3oBaHi TeMu. OCHOBHUI BHECOK pOOOTH MOJIsSTae
B ICMOHCTpAIIil, K MOAIOHICTh MiJK TEKCTaAMU MOXKE OyTH
BUKOpHCTaHAa U TOKpalleHHs Kiacudikamii HacTpoiB,
30KpeMa, Uil BHUPIIICHHS HEOJHO3HAYHHMX BHIIQJIKIB, /€
TEKCT MICTHUTH 3MillIaHi eMOLii.

Hocnimkenns [4] 3ocepemkeHe Ha BUBYCHHI BIUIUBY
cnennivyHOi JIGKCHKH Ha pe3yiapTaTd  Kiacuikamii
HACTPOiB. ABTOPH JOCIHIIKYIOTh, SK OKPEMi KITFOYOBI
cinoBa abo ¢pas3m, Taki SK <IIACTHBHNY», «3IHA» YH
«pO34apOBaHUIT», BIUIMBAIOTh Ha HMOBIpHICTB
nependadeHp ~ Mojemi.  BHKOpHCTOBYIOUM  aHali3
Ba)XJIMBOCTI 03HaK y Moneni XGBO00St, BOHU OKa3yIOTh,
mo crenudiyHa JIEKCMKa Ma€ CYyTTEBUH BIUIMB Ha
pesyabTatd  Kiacugikaiii. PobOoTa TakoX BKIIIOYAE
EKCTMIEPUMEHTH 3 BUJIyYEHHSM BHCOKOYACTOTHHMX CIIB 1
aHaJII30M TOrO, SIK 1€ 3MIHIO€ TOYHICTH MOJEI.

VY cratti [5] po3rismaeThes BaXKIMBICTH Bizyanmizamii
pe3ynbTaTiB knacudikamii HACTPOIiB. ABTOpH
MIPONIOHYIOTH BUKOPHUCTOBYBATH Pi3HI THUIH rpadikiB, Taki
sk ROC-kpuBi, Matpumi miytanunu, Precision-Recall
KpUBI Ta TEIUIOBI KapTH KOCHHYCHOI CXOXOCTi, [UIA
OWIHKH TIPOAYKTUBHOCTI MOJENi Ta IHTepHpeTamii
pe3ynbTariB. OcoONMBY yBary MpHUIIEHO IHTEPAKTHBHUM
IHCTpyMEHTaM Bi3yauizalil, siKi 103BOJIIOTH aHATi3yBaTh
3B’S3KM MIX CEMaHTHYHO MOMIOHUMM TEKCTaMH Ta IX
BILUIMB Ha pe3ysibTaTh Kiacudikarrii.

HocnimxeHas [6] T IKPECITIOE BaXIIUBICTh
KoMOiHyBaHHs Mojenci, Takux sk BERT i XGBoost, y
3aja4ax aHalizy HacTpOiB. Y CTarTi IpeICcTaBICHO
SKCIICpHUMEHTH, I I MOJENi BHKOPHCTOBYIOTBCA Y
3B’SI3I1 U1 OTPUMAaHHS TOYHIIINX pPE3yNbTaTiB. ABTOPH
OBOASTH, IO BUKOPUCTAHHS TIOPUIHUX MiIXOZIB
JIO3BOJISIE Kpallle BPaxOBYBaTH SK JIEKCHYHI, TakK 1
KOHTEKCTyaJIbHI OCOOJNMBOCTI TEKCTIB, IIO MO3UTHBHO
BIUIMBAa€ Ha 3arajbHy IPOAYKTHBHICT HAaBEICHUX B

CTaTTI MOJEIEH.
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Crarts [7] nemoHcTpye BHKOpHCTaHHS Sentence
Embedding Similarity mns cTBopenHs kinacTepiB TEKCTiB
y peajbHHX HaOOpax JJaHUX 13 COIIAJbHUX MEPEeXK.
ABTOpY TOBOJATH, IO IEH MiAXia MOKe OyTH KOPUCHUM
JUIS 3MCHIICHHS PO3MIPHOCTI JAHUX 1 BHIUICHHS
KIIIOUOBHUX TEM, SKi MOTIM BHKOPHUCTOBYIOTBHCS JUISI
YTOYHEHHS Mepe0adyeHb HaCTPOiB.

Y po6Goti [8] mpoBoaWTHCS MOPIBHUILHUN aHAaTi3
pI3HHX THIIB BEKTOPHUX MPEACTAaBICHb, TaKUX SK
Sentence-BERT, FastText ta GloVe, y konrekcri
kimacudikamii HacTpoiB. ABTOpPH POOJIATH BHCHOBOK, IO
Sentence-BERT  3a0e3neuye  HaWiBUILy  TOYHICTB,
0COOJIMBO y TOENHAHHI 3 aJrOPUTMaMu TPaJi€eHTHOTO
Oyctunry, Takumu sik XGBoost.

VYV crarri [9] aBropM TPONOHYIOTH 3aCTOCYBaHHS
mozmeni XGBoost mis  aBTOMaTHUYHOI  KJIAcHQiKariil
HACTPOIB y COMIAILHUX MEpEeXax, Takux sk Twitter.

OcHOBHa yBara NMpUAUIIETbCS aHamizy (akTopis, sIKi
BIUTMBAIOTh HAa IPOAYKTUBHICTH MOJIEI, 30KpeMa, BILTUBY
PI3HHX TIAXOMIB 1O BEKTOpHW3alii TEKCTiB. ABTOpH
BUKOpHCTOBYIOTH  Sentence-BERT  anst  crBopenHs
TEKCTOBHX BEKTOPiB, a TaKOX IOCIKYIOTh, AK pi3HI
PO3MipH BEKTOPIiB Ta METOAH HOpMaTi3allii BIUIMBAIOTh Ha
TOYHICTH mepenbaueHb. PoboTa miakpeciroe, 10
IHTErpallis BEKTOPIB i3 JOJaTKOBUMH O3HAKaMH, TAKUMH
SK dac myOmikamii Yd KUIBKICTh JIalKiB, CYTTEBO
MiJIBUIIY€ TOYHICTH KJTacu(iKkarrii.

VY crarri [10] akumeHTyeThCsl yBara Ha 3aCTOCYBaHHI
Sentence Embedding Similarity mis rpymyBaHHS TeKCTiB
3a TeMaMH. ABTOPH JAOCITIIKYIOTh, SK BHKOPHUCTAHHS
KOCHHYCHOI CXOXOCTI MIDXK BEKTOpPaMH ITOBiIOMIICHb
MOJKE JTOTIOMOITH B aHaJi3i HACTPOIB y BEIHKHUX HabOpax
maanx. OCHOBHHMI BHECOK IIi€i pPOOOTH TOJSATaE y
neMoHcTpamii eeKTHBHOCTI KiIacTepu3alii MoBiIOMICHb
3a JOIOMOTOI0 CXOXKOCTi iX TEKCTOBHX IpeICTaBiICHb.
Hampukian, y crarti  mpeicTaBlieHO — pe3ysbTaTh
€KCIICPUMCHTIB, JI¢ TIOBIJOMJICHH, SIKI MICTATh OIHAKOBI
KJIFOUOBI cJioBa abo (pa3u, aBTOMaTUYHO TPYMYIOTHCS B
KJlacTepu JUId Iojaiblioro anamizy. Lle mo3Bose
e(peKTUBHO  3MEHUIyBaTH  PO3MIPHICTH  JaHUX 1
30CcepelDKyBaTH yBary Ha KIIOYOBHX TeMax, sKi
OOTOBOPIOIOTHCS Y COLIIAEHUX Mepekax.

V crarti [11] posrmsmaeThes THTAaHHSA Bizyaizarii

pe3ynbpTaTiB  aHaNmily ~ HACTPOiB 32  JOMOMOTOIO
IHTepakTUBHUX TrpadidHAX  IHCTPYMEHTIB. ABTOpH
MIPOTMIOHYIOTh BUKOPUCTOBYBAaTH TEIUIOBI KapTH, Ki

MOKa3ylOTh KOCHHYCHY CXOXICTh MIX TEKCTOBUMH
BekTOpamu, crBopeHumu Sentence-BERT, ans kpatuoro
PO3YMIHHS 3B’SI3KiB MiX MOBIIOMJICHHSIMH. Takox y
poOOTi MpeACTaBICHO IHINI THIK Bi3yalliallidd, 30KpemMa
ROC-xpuei, Precision-Recall kpusi Ta 6Gap-vyapth, 10
JIO3BOJISIFOTh OI[IHIOBATH TOYHICTH 1 MOBHOTY MOJeneit
knmacudikartii.

OCHOBHA yBara IpUAUISETECSA IHTEPAKTHBHOCTI TAKUX
rpadikiB, sKi JO3BOJSIOTH TOCTiTHWKAM TIHOIIEe
aHANI3yBaTH 3B’SI3KM MK JaHUMH, a TaKOX BHSBISATH
MaTepHH y TOBEIiHIII KOPHUCTYBAdiB COLIATBHUX MEPEK.
Kpim Toro, y crarti HABOJIATHCS MPHUKIIAIN BUKOPUCTAHHS
TaKMX IHCTPYMEHTIB Juisl ineHTHdikanii GeiikoBuXx HOBHH
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abo BUSBIICHHS TOKCHYHHX KOMEHTapiB. Pesymbrar
aHaJi3y HasBHUX HAayKOBHX pOOIT JAEMOHCTPYE 3HAUYHHN
MPOrpec y BHKOPHCTAHHI CyYaCHHX METOIIB OOpOOKH
TekcTy, Takux sk BERT, XGBoost i Sentence Embedding
Similarity, mns wnacudikanii HacTpoiB y coIiaTbHHX
Mepexax. Lli MOCHiKCHHS TOKa3yIOTh BaXKIUBICTh
iHTerpauii TpaHcHOpPMEPHHX MOJENeH M BpaxyBaHHS
KOHTEKCTY  TEKCTiB, aHCaMONEBHMX  METOMIB  UIA
MiABUINEHAS TOYHOCTI IepeadadeHb Ta Biyamizamiid uis
Kpamoro po3yMiHHS pe3ynbTaTiB. OCOOIMBO IIHHUMU €
MiAXOMU IO BUpImIeHHA TpoOieMu aucbaiaHcy Kiacis,
aHallizy CEeMAHTUYHOI CXOXOCTi TEKCTiB, BIUTUBY
cneuudiuyHOl  JIGKCMKM Ta  KacTepu3alii  JaHuX.
BonmHowac 3amumiaroThCs BIIKPUTHMHU THTAHHS IOJO
MOJAJBIIOr0 BJOCKOHAJIEHHS ILIUX MeETOMIB. 30Kpema,
notpeOye yBarM ONTHMI3allis TMpPOIECY HABYAHHS
MoJieJiel Ha BeNMKMX Ha0opax JaHMX, BpaxyBaHHS
MOBHUX 1 KyJIPTYpPHHX BiIMIHHOCTEH Y TEKCTax.

KpiM TOro, BaJIMBHM HaNpsIMOM € JOCIiIKCHHS
METOIB TOSICHEHHSI Pe3yJIbTaTiB MOJENel Ui KPaIioro
PO3YMiHHS, YOMYy MOZEJH HpUiiMa€e Ti UM iHII PIIIEHHS,
11 (0} MOXE 3HAYHO MM ABUIIIATH bie):310)% bi (o)
ABTOMAaTH30BAaHUX CUCTEM aHaJli3y HACTpPOiB.

3 MATEPIAJIU TA METOU

Lle nmocmipkeHHsI CHIpsIMOBAaHE HA aHaNi3 HACTPOIB y
TEKCTOBHX TOBIIOMIICHHSIX 13 COLI&TBHUX MEPEK,
BUKOPHCTOBYIOUH MEPEIOBI METOANW OOpOOKH TEKCTy Ta
rmMOMHHOTO HaByaHHS. /[l aHamizy BHKOPHUCTaHO
nmaracer Kaggle Dataset: Sentiment140, mio wmictuts
MTOBITOMJICHHS, TIOMIYeHI SK HETaTWBHI, HEHTpabHI abo
MO3UTHBHI, IO J03BOJsIE e(eKTHBHO Kiacu(iKyBaTH
HACTpili TOBiZOMIIEHH 32 JOMOMOTOK MAIIMHHOTO
HaB4aHHSA. OCHOBHUM 3aBIaHHAM € CTBOPEHHS MOJEN,
3MaTHOI HE TIMbKM KiIacu(iKyBaTH HAcTpii, ame W
OLIIHIOBAaTH CEMAaHTHUYHY CXOXICTh MiX Tekcramu. Jlms
JIOCSITHEHHST  11i€i MeTh OynM BHKOPUCTaHI METOAM
Sentence-BERT ta Sentence Embedding Similarity [12].
Byrno 3ampornoHoBaHO YZOCKOHAJCHUH MiXiJ O OLHKA
CEeMaHTHYHOI CXO0XOCTI MDK TEKCTaMM, 3aCTOCOBYIOYH
HOBI METOJM arperaiii BEeKTOpiB, II0 JIO3BOJISIOTH OUIBII
TOYHO BifOOpakaTh 3MICT TEKCTiB y TOPIBHIHHI 3
KJTACHYHUMH METOJaMH.

Y  nmocmimKeHHI MH  BHKOPHCTOBYEMO  METOJX
KOCHHYCHOT cxokocTi [13] st BuMiproBanHs moaiGHOCTI
MDK ~ TeKCTaMH, JA€  KOXEH  TeKCT  CIIOYaTKy
MIEPETBOPIOETECA Yy BEKTOp (hiKCOBaHOI MTOBKMHH 3a
moromororo  mozeni  Sentence-BERT. Ile mosBosse
3a0€3MeYNTH TOUHY OIIIHKY CXOXOCTi TEKCTIB HE TIIbKU
3a JONOMOTOI0 HAasBHHUX CIIB, aje W 4epe3 CeMaHTHYHi
3B’S3KM Ta KOHTEKCTyallbHy IOXMIOHICTh. Mopeni
TpaHchopmepis, Taki sik BERT [14], BukopucToByrOThCS
IUIL OTPUMAaHHS YHCIIOBUX BEKTOPHHX YSBICHB, IO
30epiraroTh KOHTEKCTyallbHI BiacTUBOCTI cimiB. [licns
NEPETBOPEHHST TEKCTY B Taky (GopMy, JUIi OLIHKH
CXO0XOCTI  BHKOPHCTOBYETHCS BIOCKOHAJICHa BepCid
Sentence Embedding Similarity. Y nockonanena ¢popmyna
s obumcnenns  Sentence  Embedding  Similarity
3aCHOBaHa Ha BpaxyBaHHI HE TUIBKM KOCHHYCHOI
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CXOXKOCTI MIDK BEKTOpaMH, aje W JI0JaTKOBHX (haKTopiB,
TaKMX SIK KOHTEKCTyallbHa iH(OpMalis Ta CeMaHTH4YHA
Baromicth [15] okpemux KoOMMOHEHTIB BekTopiB. Lle
JO3BOJISIE  OTpUMATH OUIBII TOYHI pPE3yJNbTaTH IS
MOPIBHSAHHS TEKCTIB, 30KpeMa B 3aja4ax, IOB’s3aHUX i3
KJacuQikamiero HACTPOIB Ta BHSBJICHHSIM CXOXOCTI MiX
MOBiJOMJICHHSIMH y COLUAIHUX MEpeKax.

YaockonaneHa Qopmyna s OOYHCIEHHS CXOXKOCTi
MIDX IBOMa peUCHHSIMH, HaBeJeHa B opmyni 1, me A1 B —
1Ie BEKTOPH, IO MPEACTABISIIOTH J[Ba peUeHHs S; Ta S;
OTpUMaHi 4Yepe3 Mojelb, Taky sk Sentence-BERT. A; ta
Bi e xommonentn BekTopiB A i B, mo BimoOpaxkaroTh
3HAYEHHS Ha BIAMOBIIHMUX IO3MUIIAX, N — KIUILKICTE
eNeMeHTIB Y BeKTOpi (pO3MIpHICTH BEKTOpiB), A —
KOC(IIIEHT, SKUH BHU3HAYAE BAXIMBICTh PI3HUIN MK
BEITMYMHAMH KOMIIOHCHTIB BEKTOPIB I TOKPAIICHHS
CEMAaHTUYHOI MOMIOHOCTI, € — MajJeHLKE 3HAYCHHS IS
VHHKHCHHS MIJICHHS HAa HYJb Y BHIQJKy HYJIHOBOTO
BEKTOpPA

Zf‘: A-B--%—XXZ.n: AilxIB;

ses(Sl'Sz)= = nJ 21 : i 12 J‘- 1)
\/ZizlAj+8X\/zilej+8

Mopneni Ha ocHOBI TpaHcopMmepiB, 30Kpema

Sentence-BERT, naOynu 3Ha4HOT MOMYJISIPHOCTI 3aBJSKA
CBOiM 3JaTHOCTI €(EeKTUBHO MEPETBOPIOBATH TEKCT Y
YUCIOBHN (pOpMAT, 110 BPaXOBYE CEMAaHTHYHHUIA KOHTEKCT
CIIIB y PpEYeHHsX. 3acTOCyBaHHS TaKHX MoJeJen
BIIKPMBA€ HOBI  MOXJIMBOCTI Ui  BHUKOPHUCTaHHS
TEKCTOBHX JaHUX B aJITOPUTMax MAIIMHHOTO HaBYaHHS,
30KkpeMa Ui Kimacuikamii, kiacrepusamii Ta IHIINX
3aja4  aHamizy Tekcty. Sentence-BERT  [16] e
Monudikaniero BERT, ontumizoBaHoro s 00UnCICHHS
CEMaHTHUYHOI CXOXKOCTiI MK TEKCTaMH, IO poOUTH HOro
HAJ3BUYAHHO e(EeKTHBHUM JJIs BHUpIMICHHA 33134
MApPHOTO IOPIBHSHHS TEKCTIB Ta BU3HAYEHHS CXOXOCTI
mix HUMH. OcHOBHOIO MeTor0 S-BERT, mo Hasenenuii B
dopmyni 2, me T — TexcroBuit BXin, fgerr — OyHKIisK
tpancopmepa S-BERT Tta v — pesymprar y Burisiai
BeKTOpa (hiKCOBAHOI [IOBXKHMHH, IO BijoOpaxkae 3micT
tekctiB. S-BERT  BukopuctoBye nomaTkoBuii —1map
arperauii (HampuKiIag, cepeaHe abo MaKCHMalbHe
3HAUCHHs) Ui OTPHMAHHS OJHOTO BEKTOpa Ha piBHI
BChOro Tekcry. lle no3Bossie mBUIKO Ta e(pEeKTHBHO
00YHCITIOBAaTH CEMaHTHYHY CX0XKIiCTh MiJK TEKCTaMH.

V= e () )

Opniero 3 ocHOBHUX xapakrepuctuk S-BERT e itoro
3MaTHICTh  TMpAIfoBaTH i3  3aBIAHHAMH  IAPHOTO
MOPIBHSAHHS TEKCTIB, [0 BaXIJUBO [UId 3ajad, Je
NOTPIOHO OILIHUTH CXOXKICTh 200 BIAMIHHOCTI MiX JBOMa
TEKCTAMH. 3aBISKA MOMXJIMBOCTI  BHKOPHCTOBYBaTH
METPHKH, Taki K KOCHHycHa cxoxicTb, S-BERT moxe
OLIIHIOBATH HE TUIBKHM HAsABHICTHL OJHAKOBHX CIIB, a M IX
KOHTEKCTyallbHi 3B’s3kU B peveHHi. e mo3Boste momeri
e(peKTUBHO 3aCTOCOBYBATHCSI ISl 3aBlaHb, TaKUX SK
Kkiacudikamist HacTpoiB ab0 MOMTYK CXOXKHUX MOB1IOMIICHb
B TekcroBux aanux. Kpim Toro, S-BERT e nan3Buuaiino
KOPHCHUM JUISI 3a/1a4 KJIACTEPH3allii, OCKUIBKA CTBOPIOE
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BEKTOPHI penpe3eHTallii, 1o 30epiraroTh CEMaHTUYHI
3B’S13KH MIXK PI3HHMH €JI€MEHTaMH TEKCTY.

Jlns Toro, mo6 MakcUMi3yBaTH e(hEeKTUBHICTh POOOTH
3 Tekcramu, S-BERT moennye nepentpenoBani moneni
Tpanchopmepi, Taki sk BERT wuum DistilBERT, 3
oleparii€lo arperamii, oo J03BOJISE CKOPOTUTH PO3MIp
BUXIHHX  BEKTOPiB, HE BTpayalO4W  BaXKIMBUX
CEMaHTHYHUX OCOONMBOCTEH TEKCTY.

Lle cTBOprOE MOTYXXHHH IHCTPYMEHT /IS aHAIi3y
TEeKCTy, SKHi 3abe3medye BHUCOKY TOYHICTH TIpH
po3B’s3aHHI 3amad kiacupikamii HacTpoiB abo MOMIyKy
MOMIOHWX TeKCTiB. Y TOW e duac, oOpaHM{ Miaxix
JIO3BOJISIE  30€perTd TOYHICTH OOpPOOKM TEKCTIB IpH
3HIDKCHHI 00CATY HEOOXITHMX ISl OOpOOKM JaHUX, IO
pobuth S-BERT npaktnynum Ta eeKTUBHUM y Oaratbox
peasbHUX 3aCTOCYHKaX.

VYnockonanenus moneni  S-BERT  momsrae B
onruMizanii il 37aTHOCTI 10 0OpoOKM BENMMKUX OOCSTIB
TEeKCTOBUX  JIQHWX, 30KpeMa  3aBAsSKH  ajanTanii
arperamiitanx (GyHKIH IS OTPHUMAaHHS OUTBII TOYHHX Ta
peTnpe3eHTaTHBHUX BEKTOPHUX XapaKTEPUCTHK.

VY pe3ymnbTarti, 3aCTOCYBaHHS Ii€i MO JO3BOJIIE HE
TIIBKKA 3HAYHO IMOKPALIUTH TOYHICTh Kiacudikamii abo
Kjacrepusauii, a ¥ CYTTEBO 3HU3UTH BHUMOTH [0
OOYHCITIOBAILHUX PECYPCIB NMPU BHKOHAHHI BEJIMKUX
00CsIriB aHalli3y TEKCTOBUX JaHUX.

TakuM  YWHOM,  3ampPONOHOBAaHUM  miaxim i3
BUKOpucTaHHsAM Mogneni S-BERT BHocuTh 3HAUHMIA
BHECOK, YIOCKOHAJIIOIOYM METOJM CEMaHTUYHOTO aHaTi3y
TeKCTiB, 30KpeMa uepe3 MOKpalleHHS SKOCTI Ta
e(eKTHBHOCTI MOOYIOBH BEKTOPHUX MPEICTABICHb
TEKCTOBUX JNaHHX. Ba)XIMBUMHU acmeKTaMu 1i€l poOOTH €
SIK TEOPETHYHi, TaK 1 MPAaKTUYHI HOBAIii, IO CHPUSIIOTH
MiABUIEHHIO TOYHOCTI Ta 3HM)KEHHIO BUTPAT PECYpCiB
mpu o0poOmi BeNMWKHX O0OCATIB TEKCTy B pEalbHUX
yMmoBax.. biok-cxemy poGotm  mogeni  S-BERT
300paKeHO Ha PUCYHKY 1.

Tomnepe aHst 06poOKa TEKCTY

baza
JTAHHUX

Jlemmaruzaitis
Toxkenizartis

CremMiHT

‘ Bunanenss cTon ciiB ‘
BupaneHnss crnemianbHuxX

30ip naHux wis

aHai3zy
CHMBOIIB
3aBaHTaKEHHS MOJIEi
_Se n_tence-BERT gepes3 3GepeeHns
6i6miorexy Transformers g
HOJAIBIIOTO
IlepeTBopeHHSs TEKCTy Ha BHKOPHCTAHHA
BEKTOP 32 JOIOMOTOI0
Sentence-BERT A_|
|—l Hopwmaiizamist BekTopiB 3a
JOTIOMOroo L2-anropurmy
CTBOpEHHS BEKTOPIB A
(ikcoBaHOT - )
PO3MIPHOCTI JUIs BCIX 1,/ Hepesipka KOPEKTHOCTi
TEKCTOBHX JaHHX CTBOPEHHX BEKTODIB

Pucynok 1 — Biok-cxema pobotu mozeni S-BERT
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OTpHMaBIIN BEKTOPU30BAHUH TEKCT 3 CEMaHTHYHHUM
KOHTEKCTOM HACTYITHUM KpPOKOM Oyzae 3[ifiCHeHHs
MAIIMHHOTO HaBuaHHS 3 Bukopuctanusm XGBoost,
MOTYXHOT OI0MIOTEKM IS MAIIMHHOTO HABYaHHSA, sKa
BHUKOPHCTOBY€ETHCS JUIsl BUPIIICHHS 3aBaHb Kiacudikamii
ta perpecii. OcHoBHOIO mepeBaroro XGBoost € ii
3[0aTHICTh ©(EKTUBHO MpALOBaTH 3 KaTeropiallbHUMHU
O3HaKaMH oe3 HEOOXITHOCT1 TTOTIePETHHOTO
MepeTBOPEHHsT a00 KOIYBaHHSA, IIO 3HAYHO CIIPOLIYE
MATOTOBKY JaHHX 1 MPUCKOPIOE TPOIIEC HABYAHHS.

Kpim Toro, BoHa BUKOPUCTOBYE IIEPEIOBY TEXHOJIOTIIO
TpaZieHTHOTO OYCTIHTY, sIKa 3a0e3Meyuy€e BUCOKY TOUHICTh
i crabinpHicTe Mozeni. XGBooOSt 6azyerscst Ha Meroni
rpagientHoro OyctiHry Ha gepeBax pimenp (Gradient
Boosting on Decision Trees), sikuii € edekTUBHUM i
MOMYJIIPHUM TAXOOM it ToOyaoBu Mojencit. Lleit
MeToJ] Tmepeabadae TOOYIOBY TMOCTIIOBHOCTI JIepPEB
pillleHb, Jie¢ KOXXHE HACTYIHE JIE€PEeBO KOPHUTYE TTOMMUIIKH
MONEePEAHBOTO.

Kareropiansai o3raku B XGB00st 06pobisroTes 6e3
HEOOXiTHOCTI iX SBHOTO TIEPETBOPEHHS B YHCIOBI
3HAYCHHS, 10 3MEHIIIye HMOBIPHICTH BTpaTH iH(opMariii i
Mokpairiye 3arajbHy epexktuBHicTh. XGB0OSt € ocobnnBo
eheKTUBHUM JUIsL  3a7ad, J¢ MOTPiOHO 3MiHCHUTH
KJIacu]iKalilo TEKCTiB, B TOMY YHCII B 3aJadax aHajiizy
HacTpoiB, ciamy, Kiacugikaiii TeMaTHKN TEKCTIB TOLIO.

BpaxoByloun MOXIJIMBICTH iHTErpamii 3 IHIIMMH
TeXHIKaMd OOpOOKM TPHUPOAHOI MOBH, TaKHMH SIK
Sentence-BERT, XGBoost MOXKe OTpPUMYBaTH
BHCOKOTOYHI  BEKTOpHI IIPEACTaBICHHS TEKCTiB 1
e(eKTUBHO BUKOPUCTOBYBATH X JJIS KJIACH(iKaIii.

3a gomomMoror Mogmenei, takux gk Sentence-BERT,
TEKCTOBI JTaH1 TIEPETBOPIOIOTHCS Y BUCOKOSKICHI BEKTOPH,
mo 30epiraroTh ceMaHTWYHY iH(opmamito. Lli BekTOpHm
[16] mepemarothest mo momeni XGBooOSt must mopansimoi
Kiacudikanii. Y 1pOMY JOCTIDKEHHI 3alpONOHOBAHO
YIOCKOHAIEHUH MiaXig [0 Kiacudikamii TEKCTOBUX
JaHUX, IO IHTErpy€e TMOTY)KHUH METOJ] MAaIIWHHOTO
HaBuaHHs — XGBoost, 3 nepenosumu Texnikamu o0poOkn
NIPUPOJHOL MOBHU.

OcCoONIUBICTIO IFOTO TIIXOAY CTA0 BIOCKOHAJCHHS
MoxsmBocTeid  Mmogmemi  XGBoost wepes momaBaHHS
MeTofiB iHTepmperamii, Takux sk SHAP (Shapley
Additive Explanations), 1m0 mo3Bojsge He JMIIe
MIIBUIOUTH TOYHICTH MOJENI, a i 3a0€3MEeYnTH TIIMOOKE
PO3yMiHHSA ii pillIeHb.

Ki1r040BHUM yJJOCKOHAJICHHSIM € 1HTEerpallisi TEXHOJIOTIT
SHAP, ska no3Bonsie 3’sCyBaTH, SK OKpEMi O3HaKH
BIUIMBAIOTh Ha pe3yiabraTh Kiacudikanii. Lle nae
MOXJIMBICTh MOJENl HE JIMIIE TeHepyBaTH TOYHI
MIPOTHO3W, e W BIAKPHBAaTH BHYTPIIIHIO CTPYKTYpY
MPUAHATTS pillleHb, [0 € BAKJIMBUM JUIA 3ajad, Je
IHTEPIPETOBAHICTE PE3YJIBTATIB € KPUTHYHO BaXKIIHBOIO.
3aBnsaku Bukopuctanaio SHAP, Mozens ctae mpo30poro i
i pe3yNbTaTH MOXXHA MOSCHUTH 3 TOYKH 30py BKJIAIY
KOXHOI O3HAKH B KiHIIEBE PIIIICHHS, [0 3HAYHO IIiIBHIIYE
11 HagiHICTh Ta 3ACTOCOBHICTh Y peaIbHUX YMOBAX.

3okpema, 3acrocyBanHs SHAP nmae moxiuBicTh
JNETaJbHO IpoaHali3yBaTH, 4YOMY TICBHI TEKCTOBI
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XapaKTepUCTUKK (HAMPUKIIA, HACTPid, TOHAIBHICTH 200
KOHKPETHI KJIIOYOBI CJIOBA) BiMIrparoTh BAXIUBY POJIb Y
knacuikamii. Ile mo3Bossie He JMINE  IMTiABHIIUTH
TOYHICTh KiacuQikarlii, ane W 3MCHIIUTH HMOBIPHICTh
MIOMUJIOK a0 HemependaueHuX pe3ysbTaTiB, aKe KOXKEeH
eTan  NPUWHATTSA ~ pIlIEHHS MOJAENI CTae  OuUIbII
3pO3YMLIHM.

e ymockoHaleHHS MO3BOJISIE 30€piraTd BHCOKY
MPOAYKTUBHICTh HAaBiTb TIpH pOOOTI 3  BEITUKUMHU
o0caramu naHux. BpockonaneHa wmozaens XGBoost
JIEMOHCTPY€ 3HAYHy CTIHKICTHP OO 3MiH Yy MJaHHX Ta
3abe3nevye BUCOKY TOYHICTh kiacu(ikalii HaBiTh y
CKJIaJIHUX CHUTYyalisiX, MO JO3BOJISAE 3HAYHO PO3IIUPUTH
ctepy 11 3acTOCyBaHHs, 30KpeMa B aHAJITHII TEKCTIB,
MPOrHO3yBaHHI E€MOILIKHOTO CTaHy, ab0 B IHIIHUX
JIOCHI/DKEHHAX, 110 TOTPeOYIOTh JETaJIbHOIO aHaJi3y
TEKCTOBHX JIaHUX.

Inrerpanis SHAP B monens XGBoost 3a0e3mneuye He
TIJTBKH BHCOKY TOYHICTH Kimacuikamii, ane i eQeKTuBHY
IHTepIpeTalilo Pe3ysIbTaTiB, IO J03BOJISIE KOPHCTYBaYaM
Ta IOCHIAHWKAM OUTBII TIHOOKO PO3YMITH MeXaHi3MHU
poboTi Mofeni Ta aAanTyBaTH ii 40 creru(iyHIX BUMOT.
Takox Mozenb mokasye BHCOKY IPOAYKTHUBHICTH HaBiTh
npu  poOOTi 3 BEIUKUMH JIaHUMH, pOOOTY MOJEi
300paKeHO Ha PUCYHKY 2.

Iouarox

3aBaHTAKEHHS
JAHUX Jy1s poOOTH

Hapuanus mozeni XGBoost
\ Tnimianizanis mogeni XGBoost \
v

IliarotoBKa BEKTOPHUX TAHKX

‘ [onepeus 00podka ‘

‘ ®itiuar SHAP mozeni ‘
v

Posnozin gaHux ‘

‘ CTBOpPEHHS MITOK KJIaciB

Tlozin gaHuX Ha HAaBYAIBHI
1 TecTOBI HAbOPU

Po3nineni
JaHi Pesynbrat HaBuaHHA

'

OlliHKa pe3y/IbTATiB HABYAHHS

‘ Onrumizamis rinepoapamerpis ‘
17

ITo6ynoBa epeB pileHb ‘
v

[lepenbdayeHHs Ha TECTOBUX
JaHHX
v

‘ O1iHKa TOYHOCTI ‘

v

OmiHKa CX03KOCTI MiX
TEKCTOBUMH JAHUMH

\ Anani3 MeTpux

3BiT 1Ipo
KIacH(iKariio

v

30epeKeHHs Mozieni

Pucynok 2 — Anroput™ po6oTtr moneni XGBoost
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[icns TpeHyBaHHS MOJEIi HEOOXIAHO OIHUTU 1i
NPOAYKTUBHICTH Ha TecToBoMy Habopi. /[lis wmworo
BUKOPHCTOBYIOTHCS TaKi METPUKH, SIK TOUHICTh, MaTPHLIS
TUTyTaHWHHY, 3BIT MPO KJIacH(iKaIlio.

Ili MeTpuKH IO3BOJSAIOTH OIIHUTH, HACKIIBKU JT0OOpE
MoJIenb Kilacu(ikye TOBIIOMIICHHS 3a iXHIM HAaCTpOEM, i
BU3HAYUTH, Y1 MOJEIIb MOXXE NPaBUIIBHO Mepea0aYnTh
MTO3UTHBHUH, HETraTUBHUIA 200 HEUTpaIbHUN HACTPIM.

Jus  OUTbIl  NMETambHOTO — aHaji3y  pe3yibTaTiB
BHKOPHUCTOBYEThCsE ~ MeTpuka  Sentence  Embedding
Similarity, sika mo3BoJsIE BHMIPIOBATH CXOXICTh MIiX
BEKTOpaMH IOBifoMiIeHb. lle KopucHO ang 3azxad, 0o
BUMAralOTh HE TIIbKH Kiacu(ikaiii, a # BHUIBICHHS
MOIOHOCTI MIXK TEKCTaMH, 1110 MOXYTh OYTH CXOXKHMH 32
3MICTOM, aJie MaTH Pi3Hi HACTPOI.

Taknii  migxig  A03BOJAE  3OIMCHIOBATH — OLIBII
rMOOKMH  aHaii3 TEKCTIB 1 MOKPaIMTH  SIKICTh
knmacuikarii. brok-cxema aJITOPUTMY pobotu

IHTETIEKTYaIbHO1 CHCTEMH 300payKeHa Ha PUCYHKY 3.

ITowaTox

3aBaHTa>KEHHST
JTaHUX

ITi nroroBka
JaHUX

JlaHi miaxoasiTe

Bexropu3ariisi TeKCTy 3
BUKOPHCTAHHSIM MOJECII >
Sentence-BERT
v
Hopwmairizaiiisi BEKTOpiB 3a
norioMororo L2-anropurmy

CTBOpEHHS BEKTOPiB
¢ixcoBaHOI pO3MIpPHOCTI

I—

>  CTBOpEHHS MiTOK KJaciB

IToxin naHuX Ha HaBYAJILHUMN
i TeCTOBUI HabOpU

Yu KOpEeKTHI
MITKU

THimi amizarist Moaesri
XGBoost
v

Ornrrumi3arrist
rirepnapamMeTrpiB Ta

noOyzoBa JIepeB pilieHb
v

. Orrinka Mo et
TpenyBaHHS MOJACII HA

HaBYaILHOMY HaOOPI1 ’

Bisyaumizaris

pe3yabTaTiB
Pucynok 3 — Cxema alropuTMy iHTeIEKTyalbHOT CHCTEMHU

JocimimkeHHs JaTaceTy Sentiment140 3
BUKOpHCTaHHAM MeToziB Sentence-BERT, XGBoost Ta
Sentence Embedding Similarity mosBossie ctBOpHTH
epexTHBHY iH(OpMaIiifHy cucteMy mius Kiacuikamii
MOBIZIOMIICHh 32 HacTpoeM. KirouoBuMH eTanmamu €
nornepeaHs 00poOka TEKCTOBUX JaHUX, BEKTOpU3allis Ta
HOpMaJTi3allisi, HaBYaHHS MOJEJ Ha YHUCIIOBHX O3HaKax I
MIOJTAJTBIIIA OIIHKA MPOAYKTUBHOCTI 33 JOIIOMOTO0 Pi3HUX
METpPUK. BaXKJIMBOIO YaCTHHOIO € TAKOX aHAIII3 CXO0XOCTI
MIiX TMOBIJIOMIICHHSIMH, IO Ja€ MOXIUBICTh MOKPAIIUTH
sKicTh Kiacudikanii 1 3a0e3NeYuTH BHCOKY TOYHICTD
MOJEII.
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4 EKCIEPUMEHTHU

s mocmimpkenHs jgatacery Sentimentl40  Gyso
obpaHo MoBy mporpamyBanus Python 3.12 ra
IHTErpOBaHEe cepenoBuie pO3poOKH PyCharm.
[ToyaTkoBMM eTamoM € 3aBaHTaXEHHS HEOOXiTHOTO
jJaracety, M0 MicTUTh pgani 3 Twitter, nme xoxwue
KOPHUCTYBAIbKe MOBiJOMJICHHS CYITPOBOKYETHCS
MITKOF0, III0 BKa3ye Ha HOro eMoiiHmiA HacTpiil. Jaracet
Sentimentl40 Bkiroyae Taki XapaKTEPHCTUKH: TEKCT
MOBiJOMIICHHsT (TEKCTOBAa O3HaKa — IOBIJOMIIEHHS
3aJIMIICHEe B COLalibHIH Mepexi B NMEBHUH MOMEHT 4acy
poamipom 10 280 CHMBOIIB), CMOINMHUNA HACTpPii
noBiomsieHHs (IiTbOBA O3HAKa), a TAKOX JIOJATKOBI
mapaMeTpH, 30KpeMa 4ac IyOJikaiii Ta iHII MeTaaaHi.
MeTor0 JOCHTIKCHHST € BUBYCHHS B3a€MO3B’ S3KIB MiXK
TEKCTOBHMHU O3HAKAMH Ta CMOI[IfHUM HACTPOEM B
KOHTEKCTi colliabHuX Meaia. OCHOBHOIO METOIO aHalli3y
UX JaHUX € MoOyJoBa MOJENi MAIIMHHOTO HaBYAHHS,
3maTHOl Kiacu(iKyBaTH TIOBIJOMJICHHS 3a HACTPOEM
(mo3uTHBHMH, HETaTHBHHUN ab0 HEWTpaTBHHIA) HA OCHOBI
TEKCTOBOTO 3MICTy.

AHami3 JaHWX JJO3BOJIUTH OINHHUTH €(QEeKTHBHICTH
moOymoBaHoi Mojeni Ta i 3JATHICTE OO TOYHOTO
nepenOayeHHsl e€MOIIHOIO HAcCTPOI KOPHUCTYBayiB Ha
OCHOBI TEKCTOBHX JIaHHX, III0 B CBOIO YEpry MOXe OyTH
KOPUCHUM JUIsl aHalli3y HAcTpOiB y BEIHMKHX oOcsrax
TEKCTIB B pEaTbHOMY 4Yaci. 3aBaHTaXCHHU JaTaceT
300pa)keHO Ha PUCYHKY 4.

“Man Apr 06 22:19:45 PDT 20097, "NO_QUERY,"

o

=, "Mon Apr 06 22:20:16 POT 200

on Apr 06 22:20:17 POT 200
“Man Apr 06 22:20:15 POT 2
“Mon Apr 06 22:20:1% POT 2

OriHKa TOYHOCTI MOJENI ITCJIS HaBYaHHS IIOKa3aja
BHCOKI pe3ynmpTaTd, IO CBIOYNUTH MpO Ii 3HATHICTH
epexTrBHO KiacugikyBaTH TEKCTOBI naHi. Mojenb
nocsiria 3aranbHol TouHocti 90% Ha TecTroBoMy Habopi.
AHali3 OKpeMHX METPHK ISl KOKHOTO KJacy CBiTYUTH
npo 30aaHCcoBaHy MPOAYKTHBHICTb.

Jns  kmacy negative Mopenb MpoJeMOHCTpyBaia
touHicTh 91%, moBHOTY 87% Ta Fl-merpuky 89%. Lle
BKa3ye Ha Te, 10 MOJEJb J00pe 1eHTU(IKYe HeraTHBHI
NPUKJIaAd, XO04a YacTHHAa 3 HUX Oyina knacudikoBaHa
HETIPaBHJIBHO.

Hust xmacy pPositive pe3ynbraTd MOKas3ald TOYHICTH
89%, moBHOTY 92% Ta Fl-metpuky 91%. Monens
JEMOHCTPYE JEIIO0 Kpallly 3IaTHICTh BUABIISATH HO3UTUBHI
KJIacH, TPH IIbOMY 30€piraiodm BUCOKY 30aJlaHCOBaHICTh
MDK TOYHICTIO Ta TIOBHOTOIO.

3BeJIeHI METPHKH II0Ka3aJll CEPEeIHI0O MaKpO-OI[HKY
(macro avg) amst TouHOCTI, IOBHOTH Ta Fl-mMeTpuku Ha
piBai  90%, 1m0  CBiAYUTH PO  PIBHOMIpHY
MPOJYKTUBHICTH MOJIENI [UISl KOXKHOTO KJIacy Ta 3BAKEHY
cepenHio ouinky (weighted avg), sika BpaxoBye 4acToTy
KO)KHOTO KJacy B JaHuX, Takoxk craHoBmwia 90%,
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MIJKPECITIOIYN CTablIbHY pOOOTY MOJIENI HE3aJICKHO Bij
KUIBKOCTI 3pa3KiB KOXKHOTO KJIacy, JaHi MPO TOYHICTh
HABYaHHS, MOBHOTY Ta Fl-MeTpuky 300pakeHo Ha

PHUCYHKY 5.

Pucynok 5 — Inopmanist mpo CTBOpeHy MOAENIH HEHPOHHOT
MepeKi

PesynbraTi Moaeni knacudikaiii IpoJeMOHCTPYBaIN
BHCOKY TOYHICTh 1 30alaHCOBAHICTh Yy MPOrHO3YBaHHI
KiaciB negative i positive. AUC 3nauenns mis ROC-
kpuBoi ctanoBuTh 0,90, 1m0 CBIAYUTH NPO BUCOKHIA
PIBEHb PO3IICHHS MIX KJIacaMu.

ROC-kpuBi moka3yloTh CTabiIbHY NPOAYKTHBHICTBH
MoJIeni npu 3MiHi opory kiacudikanii. Precision-Recall
aHaNi3 JEMOHCTpYe Ui Kiacy Negative 3pocraHHs
tTouHocti (precision) mpu 3menmenni nosHoTu (recall),
nocsrarodd MakcuMymy B 1,0 17151 BHCOKHMX TIOPOTiB.

[loBHOTa 3MEHINYETBCS 13 3HIDKCHHSM IIOpOTY,
JIEMOHCTPYIOYH CTaOLIBHICTh HA MOYAaTKOBUX PIBHAX 1
MIOCTYNOBE 3HIKEHHS IJIsI MEHII PEJIeBAaHTHHX 3pa3KiB.
BiamosiaHo s kmacy positive, MakcMMalibHa TOYHICTE
nocsrayta Ha piBHi 1,0, mo Bkasye Ha BiIMIHHE
BUSIBIICHHS I[bOTO KJIACY B MCBHUX YMOBaX.

[ToBHOTA MOKa3ye crabisbHe 3MEHIIECHHS,
3aJMIIAI0YHCh 3HAYHOIO Ha CepeiHixX piBHAX. YHMCIOBi
3HAUYCHHsI MATPHIl TUIyTaHHHH Ta pe3yibTaté Precision-
Recall anamizy 300pakeHO Ha pHUCYHKY 6, MaTpHUIO
IUTYyTAaHWHU 300paKeHO HA PUCYHKY 7.

PucyHok 6 — Matpuus [iyTaHWHHU Ta pe3yJsibTati Precision-

Recall ananizy
I- 14000t

MaTpuusa HeBignosigHocTer
- 12000(

143570

HeraTtue

- 10000¢(

- 80000

DAKTUYHO

- 60000

- 40000
I 20000
NepepbaveHo

Pucynok 7 — I'padiune BinoOpakeHHsI OTPUMAaHOI MaTPHIIi
Uy TAHUHA
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no3nTHUB

HeraTwe no3nvTUB

I[i pe3ynbraTn MiOKPECHIOIOTh BUCOKWI piBEHb
TOYHOCTI MOZENI MpH Kiacudikalii TEeKCTOBUX AaHUX, IO
0COOJIMBO BaXKJIMBO I 3aBIaHb aHAI3y HACTPOIB, ¢
MpaBWIbHA iMeHTH(DIKALIS IMO3UTHBHUX 1 HETaTHBHUX
BHUCJIOBJIIOBAHb ~Ma€ KPHUTHUYHE 3HAYeHHA. Mojenb
MoKa3ajia  3JaTHICTh  ©()CKTUBHO  TpAIfOBaTH 3
30aaHCOBaHMMH Ha0OpaMHU NaHWX, IO CBIAYUTH MO il
3IATHICTE OOpOONATH PI3HOMAHITHI TEKCTOBI AaHI 0e3
MepeBark OJHOTO KJIacy HaJ IHIINM, [0 € BAKIUBUM IS
peanbpHUX 3actocyBaHb. Bizyamizamiss ROC-kpuBoi Ha
pUCYHKY 8 4ITKO JAeMOHCTpYye, sK Jjo0pe Mojenb
pPO3pi3HAE TBITH 3 PI3HUMH HACTPOSIMH, IO JO3BOJISIE
IIBUJIKO OI[IHUTH 11 €()EKTUBHICTb.

Bucoke 3nauenns AUC (0,90) miarBeppkye, mio
MOJICJIb BOJIOJII€ BIIMIHHOO 3[aTHICTIO J0 Kiacugikalii 3
MiHIMaTbHUMUA XHUOHUMH TMO3UTHBHUMHU T4 HETaTHBHUMU
nomunkamu. [lnoma mig ROC-kpuBoo € iHIUKaTopom
TOTO, SIK 100pe MOJIeTb PO3pi3Hs€e KIAacH, 1 BENUKa IUIONIa
O3Haua€, IO KUTBKICTh XHOHUX pIIIEHh 3HAYHO
3MEHIIICHA.

ROC-kpuBa Ha pHCYHKY 8 WIIOCTpy€, HACKIUIbKH
mo0pe Monenb poO3pi3HAE TBITH 3 HETaTUBHUM 1

TMO3UTUBHUM HACTPOEM.
Kpunea ROC

1.0 4 7

0.6 Re

o
o
L

A Y

YacToTa ICTUHHWX MO3UTHEBIB
o
IS
L
N
hY

0.2 4 #

0.04—¥ ROC (AUC = 0.89)

T T T T
0.0 0.2 0.4 0.6 0.8 10
YacToTa XMBHUX NO3UTUBIB

Pucynox 8 — ROC-kpuBa noziny NO3UTUBHAX Ta HETATHBHHUX
KJIaCiB MOBiZIOMJIEHb KOPHCTYBaYiB

Precision-Recall kpuBa Ha pucyHky 9 meMOHCTpYE, SIK
3MIHIOETHCS CITIBBIIHONMICHHS MIiX TOYHICTIO 1 TIOBHOTOIO
Juis  kinacudikaimii MO3UTHBHUX 1 HETaTUBHHUX TBITIB
3aJIeKHO BijJl TOPOrOBOro 3HA4YEHHs. Bucoka TO4YHICTH
CBIJUUTH TPO Te, IO OUIBIIICTH TBITIB, SIKIi MOJIENb
KiIacuQikye SK TO3UTHUBHI a00 HEraTuBHi, [IHCHO
HaleXxaTrb 10 BigmoBimHOro Kiacy. lle BaknmBo st
VHUKHEHHS ~XUOHO-TIO3UTHBHUX BHCHOBKIB. Brcoka
MOBHOTA BKa3ye, 1[0 MOJENb 3/aTHA 3HAWTH BCi TBITH
BIJIMOBITHOTO HACTPOIO B TECTOBIH BUOIPII, 10 MiHIMI3y€
xuOHO-HeraTuBHI  mpornosu. Jlaracer  Sentiment140
CKJIQIA€ThCA 3 KOPOTKHX TEKCTIB (KOPHUCTYBAIbKUX
noBimomsiens 'y Twitter). Taki pgani wacto MicTsITh
EMOIIIHO HACHYEHI CJI0Ba, CKOPOUYCHHS, eMO/I31 abo iHIII
HeNHIMHI ~ MOBHI  KOHCTPYKIii, 10  YCKJIaJHIO€
wiacubikaniro. Y upoMy Bumaaky Precision-Recall kpusa

OPEN 8 ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

JEMOHCTPY€E, L0 MOAENb e(pEeKTHBHO IpALIOE HaBITh Y

TaKMX yMOBax, 3a0€31e4you Ha/liliHi MPOTHO3H.
Kpuea Precision-Recall

—— Kpusa Precision-Recall

104 7

0.9

0.8

TouHICTB

0.7 q

0.6 q

L.

0.0 0.2 0.4 0.6 0.8 1.0
MoeHOTa

Pucynok 9 — Precision-Recall xpusa

Kani6pyBanpHa kpuBa 300paxkeHa Ha pucyHky 10 e
BXIUBUM 1HCTPYMEHTOM ISl OIIIHKHU y3TOKCHOCTI MiXk
nependadYeHnMH HMOBIPHOCTSMH MOZETI Ta (haKTHIHOIO
YaCTKOIO TIO3UTHUBHUX PE3yIBTATIB y TECTOBIH BHOIpIIi.

Kpuea kanibpysaHHs

1.0 1 —8— Kpusa kanibpysaHHs -

—=- |geanbHa KanibpoBka .

0.8

0.6

0.4

YacTka nosuTuBis

0.2 4

0.0 1

T T
0.0 0.2 0.4 0.6 0.8 10
CepenHsa nepegbayeHa AMOBIPHICTb

Pucynok 10 — KaniOpyBasbHa KprBa IJ1sl OLIHKH Y3rO/KEHOCTI

5 PE3YJIbTATHU
Moyenne  IeMOHCTpPYE  BHCOKY — TOYHICTB  JUIA
nepenbadeHuxX HWMoBipHOCTEH y  miamasoni [0,7579-

0,8490], ne pakTHuHa YacTKa MO3UTHBHUX TICHO KOPEJIOE
3 nependauennsmu 0,9286 1 0,8519 mimnosigno. Ile
BKa3ye Ha HAAIHHICTh MOJIEINI AJISl BIEBHEHUX IPOTHO3IB.

v HIDKHIX iHTepBaax ([0,1449-0,2499])
CIIOCTEPIraeThCsl  HEMOOIIHKA  YaCTKH  MO3HTHUBHHUX
pe3yabTaTiB, IO MOXE BKa3yBaTH Ha HEOOXITHICTh
MOJJAVIBIIIOTO KaJiOpyBaHHS MOJIENI JJIs MOKPAIICHHS il
MPOAYKTUBHOCTI B IIUX Jiana3oHax.

KocuHycHa CXOXICTh € OJHHM 13 KJIFOYOBHX
IHCTPYMEHTIB IS KiTbKICHOTO OIIHIOBAHHS CEMaHTHYHOL

© Batiuk T., Dosyn D., 2025
DOI 10.15588/1607-3274-2025-2-14

162

MOMIOHOCTI MK TEKCTOBUMH JaHUMH. Y JaHOMY
JIOCHI/DKEHHI MU OOYUCIHMIM MAaTPUII0 KOCHHYCHOT
CXOXKOCTI MDK II’AThMa TBITAMH 3 BHKOPUCTAHHSIM
BekTopuzanii Sentence-BERT. 3naueHHs KocHHYCHOT
cxoskocTi Bapirorotecs Bix 0,636 mo 1,000, ne 300paxxkeHo
Ha pucyHkax 11 ta 12,

HaiiBunii  moka3HHKM — CBig4aTh  INPO  BHCOKY
CEMAaHTHYHY CXOXICTh MK BIIIOBITHUMH TEKCTaMH, IO
MOX€E BKa3yBaTH Ha CXOXICTh TEMaTHKH a00 KIIIOYOBHX
BUPA3iB Yy IMX TBITaX.

Pesynmbrat;m  martpumi KOCHHYCHOI ~ CXOXKOCTi
miaATBepMKyI0Th  edexTuBHICTH  Sentence-BERT  y
BUSBJIEHHI CEMAaHTHYHOI MOAIOHOCTI MIX TEKCTaMU.

Bucoki 3HaueHHS U TEBHUX Map TBITIB (HAIpHUKIAL,
Teit 3 i TBiT 4) cBigUaTh PO Te, MO MOAEIH MPABUIHHO
ineHTH(diKye ONM3BKICTH 3MICTy, HaBiTh SKIIO TEKCTH
MalOTh  BIIMIHHOCTI HA piBHI  CHHTaKcucy abo

MOBEPXHEBOI CTPYKTYPH.

Pucynok 11 — MaTpuiisi KOCHHYCHOI CX0XKOCTi
MK NepIIuMHU 5 TBiTaMH

Hwxkui 3nauenns (mampukmax, Teir 2 1 Tsit 5)
MOXYTh BKa3yBaTH Ha TEKCTH, SIKI MEHII MOB’s3aHi
TEMaTUYHO a00 MaloTh CYTTEBI BIIMIHHOCTI y BHpa3ax,
110 € BOXKJIMBUM JIJIs aHAJI3y Pi3HOMaHITHOCTI JaHHX.

TennokapTa KOCWMHYCHOI noaibHocTi
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=
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= - 0.75
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= 0.79 0.70
-

1
TBIiT 1 TBIiT 2 TeiT 3 TBIiT 4

TBITS
Pucynok 12 — TentoBa kapTa KOCHHYCHOI CXOKOCT1
MiX MEPIIMH 5 TBITAMA

Fl-mipa € BaXJIMBUM IIOKa3HMKOM Y 3ajadax
Kiacudikanii, 1o 06’ eJHy€e K TOUHICTB, TaK i IOBHOTY Y
€IMHY METPUKY, 3a0e3MeUyr0ur KOMIUICKCHE PO3YMIiHHS
MPOJYKTUBHOCTI MOJIENI, 10 300pakeHo Ha pUCYHKY 13.
Y upomy mocmimkeHHi Oyno omineHo F1-mipy mis pisHEX
MOPOTOBHX 3HaueHb y miamazoHi Big 0 mo 1 3 xpokxom
0,0204. Haituma F1-mipa, 0,9074, nocsrHyta s
noporiB Bin 0,306 no 0,673, Bkasye Ha eQeKTUBHY
NPONYKTUBHICT, MoOJeNni B 1poMy jiamazoni. lle
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HiATBEPIKYE 3AATHICTH MOJICNI TOYHO iCHTU(IKYBATH K
MO3WTHBHI, TaK 1 HEraTHMBHI KJIack B yMOBax
30aJIaHCOBAHOT'O CITIBBIIHOIIEHHS. TOYHOCTI ¥ MOBHOTH.
30epekeHHs1 BUCOKOTO 3HaYeHHs F1-Mipu y cepenHbomy
nianaszoni moporie (0,306-0,673) cBim4uTH MpPO BUCOKY
CTIHKICTh MOZENI JI0 3MiH IOPOTOBHX 3HAY€Hb, L0 €
BaKJIMBUM acIIEKTOM i1 HaIiHHOCTI.

TpeHa F1-mipn, TOYHOCTi Ta NOBHOTK

10 =mmmmmmmmmmmm <
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Pucynok 13 — Tpenau F1-mipy, To4HOCTI Ta HOBHOTH

KymynstuBHuii HPUPICT € KJIFOUOBOIO
XapaKTEePUCTUKOIO, IO JO3BOJISE OLIHUTH IPOrPECHBHY
3MiHY  NPOAYKTHUBHOCTI  MOAeNi  HpH aHaizi
kimacudikamiifHuX 3a1aq.

Y npoMy jgochipkeHHI Ha pUCyHKY 14 Oyio
PO3IJISIHYTO — IMOCHIZOBHE  HAKOMHWYCHHS  MPaBHJIBHO
KIacu(iKOBaHUX TPUKIANIB IS BU3HAYCHHS ITHHAMIKH
e(EKTUBHOCTI MOJIEII.

CrabinpHUN JTIHIHHUN pICT y cepeaHhOMY iama3oHi
MIKPECTIOE TOCHIAOBHICTh Ta HAMIWHICT MOZENi, a
(opMyBaHHS TIATO y BEPXHBOMY Jiala3oHi CHTHAJI3ye
PO JIOCSATHEHHS MEXI MOJMJIMBOCTEH MOAENi, IO €
THUITOBHUM JUJISI 337124 13 BUCOKUM CTYIIEHEM CKJIQJIHOCTI.

KpuBa HakonuyeHux gaHux
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Pucynok 14 — KymynsatuBHa KprBa IpUpOCTY

OTpuMaHi  pe3ynbTaTd  CBigUaTh
MPOAYKTUBHICTE MOZETHI HA OCHOBI

PO BHCOKY
aHamizy pi3HUX
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METPHK. MaTpulsi IUIyTaHUHUW JIEMOHCTPYE TOYHICTh
knacudikanii Mix kmacamu, ROC-kpuBa migTBEepIKy€
fanaHc MiX YyTIHBICTIO Ta crienudivHicTIO, a Precision-
Recall kpuBa Bkasye Ha 3aaTHICTH Mopem e(EeKTHBHO
MPAIfOBAaTH 3 He30aIaHCOBAaHUMH JIaHHMHU.
KamiOpyBanbHa KpuBa BigoOpaskae BiANOBITHICTH
nepeabadyeHux HAMOBIPHOCTEH (akTHYHUM pe3yJbTaram,

TONI SIK MAaTPUI KOCHHYCHOI CXOXOCTI UIFOCTpYeE
CEMaHTHYHY OJM3bKiCTh TekcTiB. Tpermum F1-mipw,
TOYHOCTI Ta TOBHOTH MiIKPECIIOIOTh CTAaOUIBHICT
MOJeNi Ha pI3HHX eramax poOoTH, MmO poduth ii
OPUIATHOIO Ul  LIMPOKOrO  CIeKTpa  3aBJaHb
knacuikartii.
6 OBTOBOPEHHS

Byno 3xilicHeHO MOPIBHAHHS TPHOX PI3HUX MiAXOIIB

JO aHaji3y TEeKCTOBHX MHaHHMX, KOXEH 3 [KuX

BUKOPHCTOBYE KOMOiHamii pi3HUX MeToiB 0OpoOKM Ta
mognemoBanns: TF-IDF  + onehotencoding + cosine
similarity, BERT + XGBoost + sentence embedding
similarity, ta S-BERT + XGBoost + SHAP + sentence
embedding similarity + lambda.

Mepmmit migxig, TF-IDF + onehotencoding + cosine
similarity, e xracMuYHMM METOIOM JUIsL TEKCTOBOI
knmacuikamii, SKUH HAa OCHOBI YacCTOTH TEPMIHIB B
JIOKYMEHT1 CTBOPIOE TIPOCTI BEKTOPHI IIPEACTaBICHHS
CIIIB, IO JTO3BOJISIE OIIHUTH MOLIOHICTE MIXK TEKCTAaMH 3a
JTOTIOMOTOI0 KOCHHYCHO{ MipH.

He3Bakarouu Ha CBOIO MPOCTOTY 1 €()EeKTHBHICTD IS
HEBCJIIMKAX HAOOpIB [aHWX, IeW MiIXiM Mae 3HaYHi
0OMEXeHHSI, OCKIIbKH HE BPaxoBY€ KOHTEKCTY CIIB Ta IX
B32€EMO3B’SI3KIB Y TEKCTI.

Kpim Ttoro, meromu onehotencoding ta TF-IDF
CTBOPIOIOTh BEJHKI BEKTOPHI TPOCTOPU [UIS BEIUKUX
HAOOpIB [aHMX, IO MOXE MPU3BECTH [0 3HIKEHHS
MPOIYKTUBHOCTI MO/, OCOOJMBO KOJU HOSTHCS PO
00pOOKY CKIaTHIIINX MOBHAX KOHCTPYKIIiH.

Hpyruii miaxin, sikuit Bkaoyae BERT + XGBoost +
sentence embedding similarity, BukopucToBye mepemosi
MeToau TpaHchOopMepiB I MPEACTABICHHS TEKCTIB Yy
BUTJISIII  BEKTOPIB, 10 30epiraloTh KOHTEKCTYaJIbHY
iHpopmariro ciiB. BERT 3HauHO mokpamiye pesysnbrar,
OCKUTBKH 3/IaTE€H YCyBaTH 0araTo HEIOJIKIB KIACHYHUX
MeTOJIB BekTopm3amii, Takux sk 1F-IDF, BpaxoByroun
CEMaHTWYHI 3B’A3KHM MDK CJIOBAMH Ta  IXHIMH
KoHTekcTaMu. Bukopuctanas XGBoost sx momenmi mis
knacudikamii  103Bosie  eEeKTUBHO OOpOONATH [aHi,
3HIUKYIOUM PH3HMK [EPEHABYAHHS 3aBJSKH BOYIOBAHHM
MeTomaM perynspusanii. [IpoTe, meit miaxix Bce me Mmae
MeBHI 0OMeXeHHS Mpu 00poO1Ii BEIUKUX OOCSTIB JaHUX,
ockinpkn Bukopuctanas BERT s remepamii BexTopis
NnoTpedye 3HAYHUX OOYMCIIOBAILHUX PECYpPCIB, IO MOXE
Oyt mpobmemMaTHYyHMM TpU MaciuTaOyBanHi. Ha
pucyHKy 15 300pakeHO MOpPIBHSAHHS Yacy BHUKOHAHHS
Mojenell, Ha PpHCYHKY 16 300pakeHO MOpIBHIHHS
BUKOPHCTAHHS 1AM SITi MOJICTICH.
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NepiBHARKA Yacy BUAOHEHHA

Yac oumaHaHH (CeRpn|

TH-IF + Kocrys BEAT + CatBoost SBERT + CatBoost + SES

Pucynok 15 — ITopiBHSHHS Yacy BUKOHAHHS

MopieHAHHA BHKOPUCTEHHA NaM'ATI

TF-IDF + Koomeye

BERT + Catdoost

Pucynok 16 — ITopiBHSIHHS BUKOPUCTaHHS ITaM’ SITi

SBERT + CatBoost + SES

Ocraunniin migxig, S-BERT + XGBoost + SHAP +
sentence embedding similarity + lambda, npencrasse
co0010 OB CKIIA/IHY Ta aJalTOBaHy A0 pPealbHUX YMOB
mogens.  S-BERT  (Sentence-BERT)  BukopwucrtoBye
Momudikanito BERT, skxa nosBomse  edekTuBHO
MIpaIfoBaT 3 MapamMM TEKCTiB, IO /A€ 3MOTY IIBHJIIC
00poONsATH MaHi Ta TeHEepYBAaTH BHUCOKOSKICHI BEKTOPHI
NpPENCTABICHHS Ul 3a1a4  TOpIBHSAHHA  TEKCTiB.
Buxopucranas XGBoost 3 momoBHenmsm  SHAP
JO3BOJISIE OTPUMATH IIPO3OPICTH MOJENI dYepe3 OLIHKY
B)XJIMBOCTI O3HAK, II0 € BAXIMBUM I PO3YyMIiHHS, 5K
MOJIeIb TPUAMAE CBOT PIllICHHS.

Kpim Toro, inrterpamiss meroay lambda monmomarae B
ajanTamii 0 BENMKHUX OOCSTIB JaHUX 1 MiJBUILYE
3arajbHy  NpPOJNYKTUBHICTH  MOJENi 32  PaxyHOK
BJIOCKOHQJICHOTO  HaJjlalITyBaHHS  IapaMmeTpiB  Ta
THYy4YKOCTi B 00poOmi TekcriB. LleW migxixm mae 3HA4HO
Kpally TOYHICTh TIIOPIBHAHO 3 IHIIMMH dYepe3 HOro
3[aTHICTh €(EKTHBHO MPALFOBATH 3 BEIMKUMH 00CATaMU
JAHUX, MIHIMi3YI09H 9ac 00poOKH Ta 30epiratodm BUCOKY
TouHicTh Knacudikauii. Ha pucynky 17 300paxeHo
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MOPIBHSHHA Yacy po3Mipy Mojenei, Ha pUCyHKy 18
300pa)KeHO MOPIBHSHHSA TOYHOCTI MOJIEIICH.

Mo poaMipy Mopeni

200

175

ns

Poamin Moneni (MR

TFIDF |+ Kpowige SBEAT | Catfoost + 5FS

Pucynok 17 — IopiBHAHHS po3Mipy Mozeni

EEAT | CatAoost

TMopIBHARHA TOMHOCT

TaMHIETE

TFIDF + Kockie BERT | CatBans: SBERT | CatBoast | 58S

Pucynok 18 — [TopiBHSIHHS TOYHOCTI

OcnoBHoto nepeBarow miaxony S-BERT + XGBoost
+ SHAP + sentence embedding similarity + lambda e
HOro 3[aTHICT JI0 MacITa0yBaHHS i THYYKOCTI. 3aB/sSKU
BukopucranHio  S-BERT,  skuit €  mBuamoro
Momudikariero BERT mis 3amau mopiBHSHHS TEKCTIB, i
SHAP muist inTepniperanii pe3yabTaTiB, HeH MiaXix Moxe
OyTn BuUKOpHCTaHWI Ui OOpOOKM BENMKHX HaOOpiB
nmaHux 0e3 BTpaTu TodHOCTI. Ile pobuts #oro imearbHUM
JUTS 3aCTOCYBaHb, J¢ MOTPiOHO 0OPOOIIATH BEMUKHUIT 00CsT
TeKCcTOBOI iHpopmamii Ta 3abe3medyBaTH HE TIUIBKU
BHCOKY TOYHICTb, ajie i Mpo30picTh pOOOTH MOJEI.

Orxe, S-BERT + XGBoost + SHAP + sentence
embedding similarity + lambda e wnaiiepexTuBHimIIM
MIIXOI0M Cepell TPhOX, 3aTHUM 3a0e31eYnTH HalKpairy
TOYHICTh Ha BEJIMKHUX Habopax nanux. Lle cBimunTh 1po
BOXJMBICTh ~ BUKOPHCTaHHS  rauOmmx 1 Ok
aJanToBaHMX [0 crenudidyHuX 3agad  Monesedl  y
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NOEHAHHI 3 METOJaMM IHTeprpeTaunil pe3yJbTaTiB IJist
3a0e3ne4yeHHs Ha{lfHNX 1 TOUHUX Pe3yJIbTaTIB.

BUCHOBKH

Y nmaHoOMy JIOCHIDKEHHI BHpIIIEHO IpodieMy
e(eKTUBHOTO aHali3y TEeKCTOBHX JaHMX Y 3ajadax
krmacudikamii eMoIiifHOTO 3a0apBICHHS TEKCTiB, IO €
KPUTUYHO BRXIUBHM Yy CYYaCHHX YMOBaX MOCTIi{HOTO
3poctaHHs 00csTy iH(MOpMAIli B COIIATEHUX MepekKax.
3anponoHOBaHa METOJOJOTISA IOETHYE  MOKIHMBOCTI
TpancopmepHoi  apxitekTypu Sentence-BERT s
OTPUMAaHHS KOHTEKCTyaJibHO 30aradueHux BEKTOPHHUX
NPE/ICTaBICHb TEKCTIB 13 MOTYXHICTIO TPajiiEHTHOTO
oyctunry XGBoost, mo 3abe3neuye BUCOKY TOYHICTh Ta
y3arajbHIOKUY 3aTHICTh Ki1acudikarrii.

HonmatkoBo Oyno 3actocoBano Mmeton SHAP mns
TTOSICHEHHS! IPUUHATHX MOJICNIBHUX PillleHb, IO JO03BOJISIE
OLIHUTH BIUIMB OKPEMUX O3HaK Ha pe3yJibTaTu
mependadeHh Ta IMIBUIIATH JOBIpY 10 MoOJem y
MPAaKTHYHHUX 3aCTOCYBaHHsX. KpiM TOro, BUKOpHUCTaHHS
merpukn Sentence Embedding Similarity mossommio
e(eKTUBHO BUSBIATH INPUXOBAHI CEMAHTHUYHI 3B’ S3KH
MK TeKCTaMH, [0 BiIKPHBA€E MOMIJINBOCTI VIS TJIMOIIOTO
aHaJi3y KOHTEHTY.

HaykoBa HOBM3Ha OTpMMaHHMX pe3yJbTaTiB IOJISrae
B YIOCKOHAJCHHI METOMIB TEKCTOBOI Kiacuikamii
[UITXOM KOMOIHYBaHHS METOJIIB MTHOOKOTO HABYaHHS Ta
aHcamOJIeBUX aNropuTMiB. Briepmie mponemMoHCTpoBaHO,
mo ixTerpamis  Sentence-BERT ta XGBoost i3
3aCTOCYBAHHSAM IHTEPIPETALIHHUX METO/IB J03BOJISIE HE
JUIIE MiABWIMUTH TOYHICTh KIAacU}iKaIil TEeKCTiB 3a
eMOLIHIM 3a0apBICHHSM, ajie i 3pOOUTH MOIETH OUTBII
MIPO30POI0 sl KOpUCTYBadiB. L{e 0coOIMBO BaXXIIMBO ISt
KPUTHYHHUX 3aCTOCYBaHb, TaKUX SK aHAI3 IPOMAJICHKOT
JYMKH, aBTOMaTH30BaHa MOJIepallisi KOHTEHTY Ta CUCTEMH
HIATPUMKM ~ YXBaJEHHS  pillleHb, Ji¢ aBTOMAaTHYHE
HOSICHEHHS MOJIEJI € KITFOUOBUM (PaKTOPOM.

Buxopucranus Sentence-BERT y mnoennanui 3
knacugikaropom XGBOOSt Takok € NEepCIIEKTUBHUM IS
MOOYZOBH IHTENEKTYaJIbHAX CHUCTEM DPEKOMEHJAIlH, e

aHali3  eMoIiifHoro 3abapBIEHHA BIATYKIB  MOXeE
pormomaratd  y  (OpMyBaHHI  IMEPCOHATI30BAHUX
TIPOTIO3HIIIH.

3anpornoHOoBaHMN MiAXiJ MPOAEMOHCTPYBAB BHCOKY
TOYHICTH 1 CTaOINBHICTh PE3yNbTaTiB HaBITh IPU aHAII3i
BEIMKNX MAacCHBIB [aHHWX, IO CBITYUTH TIPO HOTO
MaclmTaboBaHICTh Ta MPUAATHICTH JUIS BUKOPHCTaHHS B
peanbHUX yMoBax. OIHMM 13 BaXKJIMBHX AaCICKTIB
JOCII/DKEHHST € OIliHKa poOOTH MOJIeNli Ha Pi3HUX
MOPOTOBHX 3HAYECHHAX KiacHdikalii, Mo 1ajo 3MOry
JOCSITTH  ONTUMaJIbHOrO OajlaHCy MK TOYHICTIO Ta
MIOBHOTOIO, 3a0e3Mevyloun THYYKICThb y HaJlAIITyBaHHI
MOJEi 3aJIeKHO BiJl KOHKPETHHX 3aBJIaHb.

[IpakTryaa HiHHICTE POOOTH MOJSTAE Y MOMKIIUBOCTI

BUKOPUCTaHHS  3alpOIOHOBAHOI  METONONOTIl  Juis
LIMPOKOrO CIEKTpa 3ajgay, [0 BHMAaraioTh aHali3y
TOHAJBHOCTI TEKCTiB. 30KpeMa, BOHAa MOXe OyTH

e(eKTHBHO 3acTOCOBaHA y cdepi aHami3y COIiaIbHUX
MEepEex UIsl OLIHKK HACTPOIB KOPHCTYBAUiB Ta BUSIBICHHS
© Batiuk T., Dosyn D., 2025
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TEHJEHLIl Yy CYCHUNBHUX JHCKYyCisiX. BaxmuBum
HaINpsIMKOM TIOJINIBIINX JIOCHI/PKEHb € TaKOX aJarTarlis
Mojieni o poboTu 3 He30aJaHCOBAaHMMH Habopamu
JlaHWX, [0 € TMOUIMPEHOI0 IpobJeMor0 y 0araTbox
peaNbHUX CLEHAPIsIX aHalli3y TEeKCTOBOI iH(pOpMaIlii.
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ABSTRACT

Context The growth of text data in social networks requires the development of effective methods for sentiment
analysis that can take into account both lexical and contextual dependencies. Traditional approaches to text processing
have limitations in understanding semantic relationships between words, which affects the accuracy of classification.
The integration of deep neural networks for text vectorization with ensemble machine learning algorithms and methods
for interpreting results allows improving the quality of sentiment analysis.

Objective. The aim of the study is to develop and evaluate a new approach to text message sentiment classification
that combines Sentence-BERT for deep semantic vectorization, XGBoost for high-accuracy classification, SHAP for
explaining the contribution of features, sentence embedding similarity for assessing semantic similarity, and A-
regularization to improve the generalization ability of the model. The study is aimed at analyzing the impact of these
methods on the quality of classification, identifying the most significant features and optimizing parameters.

Method. The study uses Sentence-BERT to transform text data into a vector space with deep semantic connections.
XGBoost is used for sentiment classification, which provides high accuracy and stability even on unevenly distributed
datasets. The SHAP method is used to explain the contribution of features, which allows us to determine which factors
have the greatest impact on the prediction. Additionally, sentence embedding similarity is used to compare texts.

Results. The proposed approach demonstrates high efficiency in mood classification tasks. The ROC-AUC value
confirms the ability of the model to accurately distinguish between classes of emotional coloring of the text. The use of
SHAP ensures the interpretability of the results, allowing us to explain the influence of each feature on the
classification. Sentence embedding similarity confirms the efficiency of Sentence-BERT in detecting semantically
similar texts, and A-regularization improves the generalization ability of the model.

Conclusions. The study demonstrates scientific novelty through a comprehensive combination of Sentence-BERT,
XGBoost, SHAP, sentence embedding similarity, and A-regularization to improve the accuracy and interpretability of
sentiment analysis. The results obtained confirm the effectiveness of the proposed approach, which makes it promising
for application in public opinion monitoring, automated content moderation, and personalized recommendation systems.
Further research can be aimed at adapting the model to specific domains and improving interpretation methods.

KEYWORDS: Machine learning, feature normalization, Transformers, confusion matrix, Sentence-BERT, text data
classification.
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ABSTRACT
Context. This study addresses the problem of developing a new metric for evaluating the quality of synthesized images. The rel-
evance of this problem is explained by the need for assessing the quality of artificially generated images. Additionally, the study
highlights the potential of biomedical image synthesis based on diffusion models. The research results can be applied for biomedical
image generation and quantitative quality assessment of synthesized images.
Obijective. The aim of this study is to develop a combined metric and an algorithm for biomedical image synthesis to assess the

quality of synthesized images.

Method. A combined metric Mc for evaluating the quality of synthesized images is proposed. This metric is based on two exist-
ing metrics: M;s and Mg,p. Additionally, an algorithm for histopathological image synthesis using diffusion models has been devel-

oped.

Results. To study the M5, Mgp, and Mc metrics, histopathological images available on the Zenodo platform were used. This da-
taset contains three classes of histopathological images G1, G2, and G3, representing pathological conditions of breast tissue. Based
on the developed image synthesis algorithm, three classes of artificial histopathological images were generated.

Using the Mys, Mg p, and Mc metrics, quality assessments of the synthesized histopathological images were obtained. The devel-
oped metric will form the basis of a software module for image quality assessment using metrics. This software module will be inte-

grated into CAD systems.

Conclusions. A combined metric for evaluating the quality of synthesized images has been developed, along with a proposed al-
gorithm for biomedical image synthesis. The software implementation of the combined metric and image synthesis algorithm has

been integrated into an image quality assessment module.

KEYWORDS: metric, IS metric, FID metric, histopathological images, deep neural networks, diffusion models, Stable Diffu-

sion.

ABBREVIATIONS

GAN is a generative adversarial network;

CNN is a convolutional neural network;

VT is a Vision-Transformer;

Zenodo is a general-purpose open repository devel-
oped under the European OpenAIRE program and oper-
ated by CERN;

G1 is a class of images of non-proliferative mastopa-
thy;

G2 is a class of images of proliferative mastopathy;

G3 is a class of images of fibrocystic mastopathy;

IS is a distance based on the Google Inception V3 im-
age classification model;

FID is a Fréchet inception distance;

HD is a Hausdorff Distance;

HI is a histopathological image;

U-Net is a network with U-shaped structure;

UF is an uncertainty Fréchet metric;

ClIVis is a clustering internal validity Indices;

VQ-VAE is a vector Quantized-variational autoen-
coder;

FAED is a Fréchet AutoEncoder distance;

MMD is a maximum mean discrepancy;
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MMD GAN is a Maximum Mean Discrepancy for
generative adversarial network;

KID is a Kernel Inception Distance;

QMC Quasi-Monte Carlo method,;

PyTorch is an open-source machine learning frame-
work Python Torch;

TensorFlow is an open-source platform and frame-
work for machine learning, which includes libraries and
tools based on Python and Java;

Clean-FID is a metrics with pre-processing of images;

CLIP is a Contrastive Language-Image Pre-training

CLIP-MMD is a Maximum Mean Discrepancy metric
based on CLIP model;

CMMD is a metric based on CLIP embeddings and
the maximum mean discrepancy distance with the Gaus-
sian kernel;

ACCURACY is a metric that determines the propor-
tion of correct predictions made by a model out of the
total number of predictions.

NotlmageNet32 is a synthetic dataset;

CIS is a Conditional Inception Score;

CFID is a Conditional Fréchet Inception Distance;

Wasserstein-1 is an improved of Wasserstein metric;
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SSIM is a structural similarity index measure;

PSNR is a peak signal-to-noise ratio is ratio between
the maximum possible power of a signal and the power of
corrupting noise;

AUC is an area under the curve;

MS-SSIM is a Multi-Scale SSIM;

PRECISION is an accuracy of a model in predicting
the positive class.

RECALL is a metric, that reflects the model’s ability
to identify all actual positive cases.

F1-score is an average of precision and recall;

LPIPS is a Learned Perceptual Image Patch Similar-
ity;

GMM-GAN is a Graph-based Manifold Matching
GAN;

MAE is a Mean Absolute Error;

UMMC is a University Malaya Medical Centre;

WSl is a whole slide image;

H&E is a hematoxylin and eosin;

IHC is an immunohistochemistry;

ER-IHC is an Estrogen Receptor Immunohistochemis-
try;

ER is an estrogen receptor;

PGR is a progesterone receptor;

HER2 is a human epidermal growth factor receptor 2;

PR is a progesterone receptor;

K167 is a marker of proliferation Ki-67;

TIFF is a file format for storing raster graphics im-
ages;

JPG is a joint photographic experts’ group;

MIRAX is a Carl Zeiss MIRAX slide scanner system
file format;

CPU is a central processing unit

GPU is a graphics processing unit;

CUDA is a Compute Unified Device Architecture;

CAD stands for Computer-Aided Diagnosis;

RAM is a Random Access Memory;

VRAM is a Virtual Random Access Memory;

GB is a gigabyte;

GOOGLE COLAB is a free cloud-based platform pro-
vided by GOOGLE that allows users to write and execute
Python code directly in their browser.

NOMENCLATURE

I, is a set of real histopathological images;

I is a training set of histopathological images;

lest IS @ test set of histopathological images;

I. is a set of images based on diffusion models,

M;s is a metric based on inception score;

Mep is @ metric based on Fréchet inception distance;

Mc is a a combined metric;

t is a time step index; t is selected from the range
te[0,T];

Zoc is a set of histopathological images into the latent
space at timestep t=0;

o; is a coefficient that determines the noise rate at
timestep t;

T is a total number of timesteps;
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& is a value of random Gaussian noise at timestep t;
& is an estimated noise value at timestep t;

o is a coefficient that determines the noise level at

the previous timestep t;

B¢ is a coefficient controlling the rate of noise reduc-
tion at timestep t;

Z,c set of histopathological images into a latent space
attimestept=T,;

Icp is a set of images after encoder transforms Z;¢;

My, ..., M, are metrics;

X1, ..., X, are sets;

N (E, D) is a normal distribution;

E is a mean;

D is a variance;

M (x, y) is a given metric that measures the distance or
dissimilarity between points x and y in a certain space;

s is a scaling factor applied to the metric;

m is a truncation parameter that limits the metric val-
ues;

a is a constant;

v is a translation parameter;

p is a fixed element from the set X;

p and B are scaling coefficients;

U, Mo are mean feature vectors for real and generated
images;

X, Xg are covariance matrixs for real and generated
images.

Tr is a trace of the matrix;

E, is an expected value over the distribution of x;

p (x|y) is a probability distribution of class y for im-
age x;

p(y) is a marginal probability distribution over all
classes;

Dy is a Kullback-Leibler divergence.

M FID,;, is a minimum value of the Mg,p metric;

M FID, is a maximum value of the Mg,p metric;
Mg, .~ isaminimum value of the M,s metric;
Mis, . isamaximum value of the M;s metric;

M is a normalized value of the Mys;

M/, is a normalized value of the Mg p;
a is a weight of a metric, with o €[0,1] .

INTRODUCTION

Biomedical images are structural and functional repre-
sentations of human and animal organs designed for dis-
ease diagnosis and the study of the anatomical and physi-
ological state of the body. Medical images used for dis-
ease diagnosis are obtained from digital radiology, com-
puted tomography, nuclear magnetic resonance, ultra-
sound, microscopy, etc. For the diagnosis of oncological
diseases, microscopic color images are used, including
cytological, histopathological, and immunohistochemical
images. Oncological diseases are a global issue, signifi-
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cantly affecting countries such as the European Union, the
United States, and Ukraine [1].

This article examines HIs of breast cancer, which has
the highest mortality rate among women [2].

Existing datasets of HIs are limited due to objective
reasons. Currently, deep neural networks of the CNN
(Convolutional Neural Network) type are used for diag-
nosis [3]. Training neural networks requires large data-
sets. A solution to this problem is the synthesis of artifi-
cial Hls. The synthesis of artificial images is based on real
His.

In a short period, the following approaches have been
used for medical image synthesis:

1. Autoencoders and fully convolutional networks [4].

2. U-Net and GANs architectures [5].

3. VT architectures.

4. Diffusion models [6].

Thus, at present, the use of diffusion models is a rele-
vant direction in medical image synthesis.

The generated images must be quantitatively evalu-
ated. For this purpose, metrics are used to assess the simi-
larity between the generated image and the real one. An-
other important task is to evaluate the diversity of the
generated images. The most widely used metrics for these
tasks are Inception Score (I1S) and Fréchet Inception Dis-
tance (FID) [8, 9].

The subject of the research is the process of HI gen-
eration and quality assessment based on metrics.

The object of the research is metrics for evaluating
the quality of synthesized images.

The purpose of the research is to develop a com-
bined metric for assessing the quality of synthesized Hls.

1 PROBLEM STATEMENT
Let a set of real Hls I, be given. We divide this set into
two subsets: I} and i, and

lr =1 U lest -

To expand the training set I, we generate a set of
images I based on diffusion models, such that:

o> 1.

For image quality assessment, two metrics are used:
Mis, Meip.

Each of these metrics has its own advantages and dis-
advantages. Therefore, it is necessary to develop a com-
bined metric M¢ that incorporates both M;s and Mg p.

Thus, the objectives of this study are:

1. Development of the combined metric Mc.

2. Development of an algorithm for synthesizing HlIs
based-on diffusion models.

3. Conducting computational experiments to evaluate
the quality of generated images using M;s and Mg,p met-
rics and comparing the experimental results with the Mc
metric.
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2 REVIEW OF THE LITERATURE

The study [9] addresses the problem of evaluating
ClIVIs for synthetic and real datasets. The novel UF index
enables the assessment of clustering quality while consid-
ering uncertainty. The authors improved the accuracy and
adaptability of clustering metrics, particularly for datasets
with non-convex structures or high noise levels.

The authors of [10] focus on evaluating the quality of
generated images in GANs. They point out that existing
metrics, which are trained on ImageNet for feature extrac-
tion, may be inadequate for other data domains. Addition-
ally, these metrics can be sensitive to noise and image
distortions and do not always reflect human perception of
image quality. To address these issues, the researchers
proposed the FAED method, which incorporates VQ-
VAE to achieve better clustering and local feature repre-
sentation compared to traditional evaluation methods.

In [11], the authors introduce the FID metric as an al-
ternative to the IS, arguing its advantages in measuring
the similarity between the distributions of real and gener-
ated images. The study demonstrates that FID correlates
better with human perception and is more sensitive to
changes in image quality than IS.

The study [12] examines the training and performance
of GANs using the MMD metric, leading to the develop-
ment of MMD-GAN. The authors compare 1S, FID, and
their newly proposed KID. They acknowledge that FID is
widely used as the primary evaluation tool, as it better
captures the distribution of real and generated images
compared to 1S. However, they highlight FID’s bias in
small sample sizes, which can lead to inaccurate model
comparisons. As an alternative, they propose KID, which
serves as an unbiased estimator and is less dependent on
feature distribution shifts.

The researchers [13] demonstrate that the IS and FID
are biased metrics. The values of these metrics, when
computed on finite sample sizes, differ from their true
values, which can only be obtained with an infinite sam-
ple size. To address this issue, the authors propose the use
of the QMC method to improve the estimation of FID and
IS on finite datasets.

The study [14] investigates the impact of low-level
image processing on the evaluation of generative models,
particularly the influence of image resizing and compres-
sion techniques on the calculation of FID and IS metrics.
The authors show that standard FID implementations in
PyTorch and TensorFlow introduce artifacts due to incor-
rect smoothing during downscaling, affecting the accu-
racy of the metric. As a solution, the authors propose the
Clean-FID evaluation, which eliminates these artifacts by
ensuring consistent pre-smoothing and avoiding quantiza-
tion errors, leading to more reliable quality assessments of
generated images.

The authors of [15] argue that the FID metric has sig-
nificant limitations, including incorrect assumptions about
the normality of feature distributions, low efficiency with
small sample sizes, and poor alignment with human per-
ception of image quality. As an alternative, they propose
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the CMMD metric, which is based on CLIP embeddings
and the MMD method.

The key issue addressed in [16] is the volatility of FID
and IS metrics and their limited ability to accurately com-
pare similar generative models. The authors introduce a
new evaluation protocol that relies on the creation of a
synthetic dataset NotlmageNet32 and the use of KL di-
vergence for more objective model comparisons.

The study [17] focuses on the evaluation of generative
models in the case of conditional image generation. The
authors propose two new metrics: CIS and CFID, which
decompose the evaluation into within-class and between-
class components, allowing for a more refined assessment
of generative models.

The research conducted by [18] examines the training
of generative models for unsupervised learning, specifi-
cally the challenges in measuring the closeness between
real and generated data distributions. The authors intro-
duce a new metric, Wasserstein-1, which addresses train-
ing instability and mode collapse issues in GANS, provid-
ing a more stable and theoretically grounded approach to
generative model evaluation.

The study [19] analyzes various deep learning-based
generative models, including CNNs, GANSs, Transform-
ers, and Diffusion models, highlighting their applications,
architectural differences, and effectiveness in medical
image synthesis. The performance evaluation focuses on
medical image quality metrics, such as SSIM, PSNR, and
segmentation accuracy in downstream tasks.

The article [20] investigates the problem of automatic
metastasis detection in breast HIs, examining the impact
of color variation on CNN performance. The study’s pri-
mary objective is to minimize the effect of staining vari-
ability and improve classification accuracy through en-
semble learning and color normalization techniques. The
evaluation metrics used include Accuracy, AUC, Sensitiv-
ity, Specificity, and Kappa coefficient.

The research [21] aims to address the insufficient and
imbalanced volume of medical data for breast tumor clas-
sification using ultrasound and mammaography. The use of
GANs allows for the generation of synthetic images,
which helps reduce overfitting and enhance the perform-
ance of deep neural networks in diagnostic tasks. The
evaluation of synthetic images is conducted using metrics
such as KID, SSIM, and MS-SSIM.

The article [22] focuses on automated classification of
histopathological medical images for early breast cancer
diagnosis using deep learning. The primary evaluation
metrics utilized by the authors include Accuracy, Sensi-
tivity, Specificity, F1-score, and AUC.

The authors of [23] investigate the limited availability
of large-scale annotated medical image datasets, which is
a critical factor in training deep models for medical imag-
ing. They propose a method for generating ultrasound
images using semantic information to enhance realism. In
addition to FID, the authors apply PSNR, MS-SSIM, and
LPIPS to more accurately measure the similarity of tex-
ture features between synthetic and real images.
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The study [24] addresses the challenge of cross-
modality medical image generation, which is crucial for
diagnostics when certain image types are unavailable. The
authors introduce the GMM-GAN, which leverages graph
neural networks to improve the quality of synthetic im-
ages and ensure their alignment with real medical data.
The evaluation is conducted using MAE, PSNR, SSIM,
and MS-SSIM.

The article [25] focuses on the automated synthesis of
medical images in the absence of paired data, which is
critical when obtaining multimodal images is restricted.
Besides FID, the authors utilize Dice Score, HD, MAE,
PSNR, and SSIM to assess the quality of the generated
images.

The review study [26] analyzes the application of
GANs in digital pathology and HI processing. The article
discusses key challenges such as color normalization,
resolution enhancement, and artifact removal. Addition-
ally, the study highlights the need to improve consistency
across images obtained from different laboratories. The
evaluation is based on SSIM, PSNR, Dice Score, and HD,
focusing on the quality assessment of synthetic images
used by pathologists.

The study [27] applies CNNs and pre-trained models
for the classification of oral cancer images. The authors
evaluate the performance of their models using standard
classification metrics, including Accuracy, Recall, Preci-
sion, F1-score, and AUC.

The study [28] explores various methods for evaluat-
ing image segmentation quality. The authors review tradi-
tional and modern approaches to segmentation assess-
ment, emphasizing objective and subjective evaluation
criteria. The paper highlights the importance of quantita-
tive metrics such as Precision, Recall, and SSIM, which
are commonly used to validate the performance of seg-
mentation algorithms. The study contributes to the ongo-
ing development of reliable evaluation techniques in im-
age processing, particularly in medical imaging applica-
tions.

The article [29] investigates GANs for biomedical im-
age synthesis, proposing a method for automatically
searching for optimal GAN architectures. The authors
discuss the challenges associated with GAN architecture
selection and present an approach that optimizes models
for high-quality image generation. The study also evalu-
ates the performance of different architectures using FID,
SSIM, and IS to ensure the realism and diversity of the
generated images.

The research [30] introduces a deep learning-based
method and software for biomedical image generation and
classification in small sample settings. The authors ad-
dress the data scarcity problem in medical imaging by
developing a model that enhances image synthesis and
classification accuracy. The paper focuses on GAN-based
data augmentation, improving classification performance
using CNNs and Transformer models. The evaluation is
conducted using Accuracy, F1-score, AUC and SSIM to
measure the effectiveness of both synthetic image genera-
tion and classification accuracy. The results demonstrate
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significant improvements in small-sample learning sce-
narios, making the approach highly relevant for biomedi-
cal applications.

3 MATERIALS AND METHODS

The development of the combined metric and the
evaluation of generated HIs consist of the following stag-
es:

1. Preparation of the dataset of HIs of breast pathol-
ogy.

2. Development of an algorithm for generating Hls
based-on diffusion models.

3. Design of a combined metric based on FID and IS
metrics.

4. Conducting computational experiments using Hls.

This section describes steps 1, 2, and 3.

For machine learning purposes, researchers utilize
public biomedical image datasets.

The ACROBAT dataset [31] consists of 4212 WSI
from 1153 patients diagnosed with primary breast cancer.
The images were obtained from tissue samples stained
with H&E, as well IHC staining for ER, PGR, HER2, and
K167 markers. Each patient has one H&E image and be-
tween one to four IHC images. The images were digitized
at 10x magnification using Hamamatsu NanoZoomer
S360 scanners.

The dataset was collected as part of the “Cancer His-
topathology Image Epidemiology Project” (Sweden) and
is used for the development of computational pathology
methods. It is divided into: training set: 3,406 images,
validation set: 200 images, test set: 606 images. The data-
set is available in TIFF format and includes metadata with
detailed information about each image.

The UMMC ER-IHC Breast Histopathology Whole
Slide Image and Allred Score dataset [32] contains 37
whole-slide histological images, obtained in collaboration
with the UMMC. The images were stained using IHC for
ER and digitized using a 3DHistech Pannoramic Desk
scanner at 20x magnification, with a resolution of 80000
x 200000 pixels.

Each image was annotated by pathologists, and the da-
taset is available in MIRAX format, accompanied by
thumbnail images with annotation overlays.

For machine learning in image classification, the au-
thors have created and published a dataset of cytological

and histological images [33]. This dataset consists of: 73
cytological images, 68 histological images.

The images were obtained from tissue samples stained
with H&E. Additionally, IHC images for ER, HER2,
K167, and PR markers were acquired. Each patient has
one H&E image and between one to two IHC images.

The images were digitized at 10x and 20x magnifica-
tion using a Nikon Eclipse Si laboratory-grade micro-
scope. The dataset, along with diagnostic information,
was collected at the Interdepartmental Educational and
Research Laboratory of Ternopil National Medical Uni-
versity named after 1.Y. Horbachevsky (Ukraine, Terno-
pil). The dataset is available in JPG format, with metadata
including: patient age, cancer stage. The cytological im-
ages are categorized into three classes: melanoma, non-
proliferative fibrous mastopathy, cystic mastopathy. The
histological images belong to the class of invasive ductal
carcinoma.

Mastopathy is one of the most common pathologies of
the mammary glands in women of reproductive age.
While this condition is generally benign, in certain cases,
it is associated with an increased risk of malignant tumor
development. This characteristic makes mastopathy a
critical subject for early diagnosis and regular monitoring.

The dataset contains histological images with a resolu-
tion of 3664 x 2748 pixels, stained with H&E. The total
number of images is 369. The images in the dataset (Fig.
1) belong to three classes: non-proliferative mastopathy,
proliferative mastopathy, fibrocystic mastopathy.

The number of images in each class:

— non-proliferative mastopathy: 37;

— proliferative mastopathy: 45;

— fibrocystic mastopathy: 23.

The preprocessing of Hls is aimed at enhancing image
quality, reducing variations, and removing artifacts,
thereby improving the accuracy and reliability of analysis
results.

Initially, color normalization was performed to mini-
mize variations caused by different staining and scanning
conditions. This was achieved through color standardiza-
tion and intensity normalization methods. Next, noise
filtering was applied, specifically using a median filter to
reduce unwanted artifacts.

Figure 1 — Image Types in the Dataset: a — non-proliferative mastopathy; b — proliferative mastopathy; ¢ — fibrocystic mastopathy
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Since the initial dataset is relatively small, the next
step involves expanding the sample for all three classes
using the Stable Diffusion model.

For the synthesis of Hls, diffusion models were util-
ized within the Stable Diffusion environment [34]. The
Stable Diffusion framework consists of two deep neural
networks: Primary Network and Hypernetwork.

The Primary Network is trained on a large dataset of
images and stores the parameters (weights) for the general
dataset. The training process using HI datasets takes place
within the Hypernetwork environment, which adjusts the
weights of the base model.

The image generation algorithm in both networks is
based on diffusion models and consists of the following
steps:

1) training on the HI dataset within the Hypernetwork
environment;

2) noise addition process (diffusion) applied to the ini-
tial dataset I;;

3) denoising process (reverse diffusion) to generate
high-quality synthetic images.

Let’s detail the steps. We perform the transformation
of the set of HIs into the latent space:

IC — Zoc.

Based on Zgyc, the noise value is computed at each
timestep t as follows:

Zt :\/a_tzoc +tyl-oge,

where: & ~N (0, 1), N(0,1) is the normal distribution
with mean E = 0 and variance D = 1.
The denoising value is computed as follows:

(B
)

After completing the denoising process (after t=T
timesteps), the vector Z;c is formed in the latent space.
Then, the encoder transforms Z;c into the set of images
lco, where Icp > Ic. The quality of the generated im-

ages is evaluated using M;s and Mg,p metrics.

There are various ways to derive a new metric from an
existing one. Let M; be a given metric on a set X. Then, a
new metric can be constructed based on M; through trans-
formations.

Alternatively, given multiple metrics My, ..., M,, de-
fined on sets Xy, ..., X,, we can obtain a new metric on the
extended set Xy, ..., X.

Consider two metrics M; and M, on the set X.

A metric transformation is a new metric obtained as a
function of the existing metrics M; and M, on X.

The general matrix transformations are as follows
[35]:

1) Scaled metric:
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sM(x,y),s>0.
2) Truncated metric:
min{mM(x, y)}.
3) Discrete metric transformation:
max {a, M (x, )}, X #V.
4) Translation metric:
M (X, y) + V.

5) Normalized metric transformation:

M (X, Y)
1+M(x,y)

6) Biotope metric:

M (X, Y) _
M (X, p)+M(y, p)+M(Xx,y)

Mp(X7y):

7) Maximum metric transformation:
max{M1(x, y), M2 (x, )}
8) Metric cone transformation:

“Ml(x7 y)+BM2(X, y) .

In the article, the 8th transformation is used.

To evaluate the quality of generated images, two
common metrics are utilized: Mgp and Mys.

The distance calculation between real and generated
images is performed using the following formula:

1
T e +Tr[2r +2g —2(ZrZg )ZJ

The M;s metric is defined by the following formula:
Mis =eXp(Ex(DKL(p(X Iy) I p(y)))).

The Kullback-Leibler divergence Dy, is calculated as
follows:

D | _ Ix)log P 1%
kL (PO I 1 p(Y)) %p(y x) log o)

The goal is to combine these two metrics.
The Mgp and M,s metrics have different ranges and
interpretations. A lower Mg p value indicates that the gen-
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erated image is more similar to the real one. A higher M;s
value suggests that the generated images are better repre-
sented across different classes.

To combine these metrics, normalization must be per-
formed.

The normalized value of the Mg,p metric is computed
as follows:

Mep ~Mep,,,

N
Mgp =

Mep,,, ~MFiD

min
For the Mg metric, the normalization formula is:

Mis —Mg
Mis.. —M

max ISmin

min

N
Mis =

Thus, the combined metric is defined as:
Mc = (- a)MPip +aM s .

4 EXPERIMENTS

In this paper, two types of experiments were con-
ducted: 1. Synthesis of HIs of three classes based on real
images in the Stable Diffusion environment. 2. Evaluation
of the quality of the generated images using the IS, FID
metrics and the combined metric.

For conducting computer experiments on HI synthe-
sis, the Stable Diffusion Web Ul software tool by Jarvis
Labs was used. The computational resources utilized for
this process were: GPU: 1 x A6000 Ampere (CUDA
12.3), CPU: 7 cores, RAM: 32 GB, VRAM: 48 GB.

This configuration ensures high performance for gen-
erating synthetic images.

Stable Diffusion version specifications: version:
v1.9.4; python: 3.10.14; torch: 2.1.2+cul21; xformers:
0.0.23; postl; gradio: 3.41.2; checkpoint: 5493a0ec49;
model: v1-5-pruned-emaonly.safetensors.

Before starting the experiment, small real datasets
were expanded using affine transformation algorithms,
implemented via the Rudi library [36] in Python.

The Rudi library is used for automated augmentation
(generating variations) of cropped images. The following
augmentation operations were performed: transformation
probability, rotations, scaling, distortion intensity.

During the experiment, three extended datasets repre-
senting different image classes were used: his-
to_fibrocystic_cystic_mastopathy, non-proliferative, pro-
liferative. After expansion, the number of images per
class ranged from 119 to 165.

Training was conducted for 10000 steps per dataset,
corresponding to 60 to 84 epochs, depending on the num-
ber of images in the dataset. Total training time per class:
43 minutes. Time per step: 0.26 seconds. Epoch duration:
31 to 42.9 seconds, varying due to dataset size differ-
ences.

The generation of synthetic images was performed us-
ing a specialized sampling approach, ensuring high detail
and realism in the results. Synthesis of 4000 images per
class took approximately 3 hours and 20 minutes.

Figure 2 presents original and generated images for
the first class (histo_fibrocystic_cystic_mastopathy),
demonstrating the quality of the obtained results.

Figure 3 presents examples of real and generated im-
ages for the class (proliferative).

Figure 4 presents examples of real and generated im-
ages for the class (non-proliferative).

Original

Steps 2500 5000

Generated

10000

Figure 2 — Examples of real and generated images for the class (histo_fibrocystic_cystic_mastopathy)
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Original

Steps 5000 7500 10000

Generated - ‘ - ﬁ‘ .
Figure 3 — Example of real and generated images for the class (proliferative)

- . .

Steps 2500 5000 7500 10000

Generateed .

Figure 4 — Example of real and generated images for the class (non-proliferative)

After generation, the synthesized images were com-
pared with the training images based on metrics calcu-
lated in Google Colab.

The data was stored in tables containing information
on the number of iterations, metric values, and normalized
indicators.

Based on the conducted experiments, the following
were constructed:

1. Graphs of metric value changes during training

(M., MY, Mc as a function of iterations).
2. 3D graphs showing the relationship between M,
M}, and M} for different values of the parameter a.
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The graphs were plotted in the Google Colab envi-
ronment. Figures 5a and 5b present the graphs of the IS
and FID metric dependencies on the number of iterations
for three classes: G1, G2 and G3.

N

Figures 6a and 6b present the dependencies of Mf,

and M on the number of iterations for the three classes:

G1, G2 and G3.

Figure 7 presents the graph of the dependence of Mc
on the number of iterations for class G1. Similarly, graphs
of the dependence of Mc on the number of iterations for
classes G2 and G3 are provided.
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FID vs Iterations IS vs Iterations

2000 4000 6000 8000 10000 2000 4000 6000 8000 10000
Rerations terations

a b
Figure 5 — a — Dependence of IS on the number of iterations; b — Dependence of FID on the number of iterations

FID_N vs Iterations IS N vs Iterations
10 — & 10
G2
— 53
08 0.8
06 0.6
ZI 2.
g2 I3
0.4 0.4
032 \ 0.2
6.0 _:-‘:.[__/_/ 00
2000 4000 6000 2000 10000 2000 4000 6000 8000 10000
terations Ierations
a b

Figure 6 —a — Dependence of M\, on the number of iterations; b — Dependence of M on the number of iterations

M_C vs Iterations (G1)

— alpha=0.1
Apha=0.5
—— Alpha=1

0.8

0.6

MC

04

0z

0.0

2000 4000 6000 BOOD 10000
merations

Figure 7 — Dependence of Mc on the number of iterations

Figure 8 presents a 3D graph of the dependence of Mc
on the number of iterations for class G3. Similar depend-
encies are shown for other classes.
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Surface Plot of M_C vs FID M and IS_M with Different Alphas (G3)
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Figure 8 — Dependence of Mc on the number of iterations (class G3)

5 DISCUSSION

Modern classifiers are built on deep neural networks.
The required classification accuracy is achieved through a
large dataset of input images and prolonged neural net-
work training. However, biomedical image datasets are
limited due to objective constraints in obtaining biomedi-
cal images. Therefore, an urgent task is the generation of
synthetic biomedical images based on real ones. The
study [34] demonstrates that a promising approach for
biomedical image generation is the use of diffusion mod-
els and modern generative tools such as Stable Diffusion.
In this work, diffusion models are utilized for generating
His.

The second crucial task is the evaluation of the gener-
ated images. Typically, artificial image evaluation relies
on metrics and their modifications. The Mgp metric com-
putes the similarity between real and generated images,
while the M;s metric measures the diversity of images in
the generated dataset. Ideally, the Mgp metric should in-
dicate minimal distance between real and generated im-
ages, whereas the M;s metric should reflect maximum
diversity in the synthesized dataset. This necessitates the
combination of these metrics, leading to the development
of the combined metric Mc, which allows for adjusting
the influence of M5 and Mg p on the quality assessment of
generated images.

The initial biomedical image dataset consisted of three
classes: G1 -37 images, G2 — 45 images, and G3 — 23
images. Using affine transformations, the dataset was
expanded to 165 images in each class. Based on Stable
Diffusion, 4000 images were generated for each class.

The total training time was 43 minutes per class. The
synthesis of 4000 images took approximately 3 hours and
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20 minutes for each class. The numerical parameters of
the conducted experiments are as follows:

1. For class G1: Mgpp .~ =028, Mg~ = 2.46;
Mgp,, =094 Mg =426

2. For class G2: Mgp .~ =025 My = 175
Mgp,, =106, M, =3.54.

3. For class G3: Mgp = 046, Mg = 2.56;

M FIDpax = 203, M Ismax =5.94.

As shown in Figures 5a, 5b, 6a, 6b, and 7, approxi-
mately 2500 iterations are sufficient to achieve the re-
quired quality of generated images. This trend is observed
for the M5, Mgp, and M¢ metrics.

The developed combined metric will be integrated into
the image quality assessment module based on metric
evaluation. The metric module will be one of the compo-
nents of the CAD software system.

CONCLUSIONS

This paper addresses the problem of evaluating the
quality of synthesized images. To this end, a combined
metric Mc was developed, based on the M;s and Mg,p met-
rics. Additionally, an algorithm for biomedical image
synthesis using diffusion models was proposed. The syn-
thesized biomedical images of three breast pathology
classes were evaluated using the M;s, Mgp, and M¢c met-
rics.

The training and generation time for Hls using diffu-
sion models was reduced by an order of magnitude com-
pared to GANSs. High-quality synthetic images were ob-
tained for each histopathological class (G1, G2 and G3),
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demonstrating good performance in terms of the My,
Mep, and Mc metrics.

The scientific novelty of this study lies in the devel-
opment of a combined metric for evaluating the quality of
synthesized images.

The practical significance of this research includes
the development of a HI synthesis algorithm, generation
of Hls for three classes, and the execution of computa-
tional experiments to assess the quality of the synthesized
images.

Future research directions involve exploring new
biomedical image synthesis algorithms based on diffusion
models and fuzzy metrics for quality assessment of syn-
thesized images.
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YJIK 004.932

KOMBIHOBAHA METPUKA JIJIS1 OIIHKU AKOCTI CHUHTE30OBAHUX BIOMEIUYHUX 30BPAKEHD

Bepe3pkuii O. M. — n-p TexH. Hayk, npodecop, mpodecop kadeapu KoM roTepHOl imkeHepii 3axigHOyKpalHCHKOIo
HAIIOHAJILHOTO yHiBepcuTeTy, TepHominb, YKpaina.
Bepe3bkuii M. O. — acmipaHT Kadenpu KOMITIOTEpHOI iHkeHepil 3aXigHOYKpaiHCHKOTO HAIiOHATBHOTO YHIBEPCHTETY,

Tepuomins, YkpaiHa.

Jomoposcbkuii M. O. — MaricTp 3 KoMIT I0oTepHOI iHkeHepil 3axiTHOYKpaTHCPKOTO HaliOHAJIBHOTO YHIBEPCHUTETY, TepHOIILIb,
VYkpaina.

Jaumuacesknii II. B. — n-p dinocodii 3 xoMm’roTepHux Hayk, BHKIagad Kadenpu KOMITIOTEpHOI iHeHepil 3axiTHOYK-
paiHCBbKOTO HalliOHAIBHOTO YHiBepcuteTy, TepHominas, YkpaiHa.

Mensnuk I’ M. — KkaHI. TeXH. HayK, AOLEHT Kadeapu KOMIT'IOTEPHOI iHKeHepii 3axiJHOYyKpaiHChbKOTO HalliOHAIBHOTO
yHiBepcutery, TepHomins, YkpaiHa.

AHOTANIS

AKTyalbHiCTB. Y CTaTTi JOCIIDKEHO NIPoOIeMy po3poOKH HOBOI METPHKH JUIS OLIHKH SIKOCTI CHHTE30BAHHX 300paKCHB.
AKTYaJbHICTh TPOOJEMH TMOSCHIOETHCS HEOOXIMHICTIO OI[IHKHM SIKOCTI INTYYHHX 300pakeHb. KpiM 1poro y po0OoTi MokazaHo
HEePCHEKTUBHICTh CHUHTE3y OlOMEIMYHHMX 300pa)KeHb Ha OCHOBI u(y3idHMX Mojeinell. Pesynbratn mOCTIIKEHHS MOXYTh OyTH
BUKOPHUCTaHI Il CHHTE3y OiOMeIMYHUX 300paXKeHb Ta KibKiCHOT OLIHKH SIKOCTI CHHTE30BaHUX 300paKeHb.

Meta po6oTm — po3poOka KOMOIHOBAHOI METPUKH Ta ajJrOPUTMY CHHTE3y OIOMEIMYHHUX 300paXkeHb Ui OL[HKU SIKOCTI
CHHTE30BaHUX 300paKEHb.

Metoa. V crarti po3pobieno komGinoBany MeTpuky Mc st omisky sikocTi cuHTe30BaHuX 300paxens. s MeTpuka Gasyerbes
Ha OCHOBI 1BOX MeTpuK M)s, Mpp. Takox po3poGIEHO AIrOPUTM CUHTE3Y TiCTONATOIONIYHUX 300paKeHb Ha OCHOBI qudy3iiHuX
MoJIeJIei.

Pesyabratu. J{na pocnimkenns metpuk Mis, Mgp i Mc BukopucTano ricromaronoriuni 300paxeHHs, SKi 3HAXOAATHCSA Ha
miatdopmi Zenodo. Lleii dataset mictuts Tpu xmacu G1, G2, G3 rictomaTonoriyHnx 300pakeHb MATOJOTIYHUX CTAHIB MOJOYHOT
3a03u. Ha 0CHOBi po3p0O0ICHOTO aNropuTMy CHHTE3Y 300pakeHb OTPIMAHO TPH KJIACH IITYYHUX TiCTOMATOIOTTYHUX 300PaKEeHb.

Ha ocnosi merpuk Mjs, Mgp i Mc oTpuMano OWiHKM SIKOCTI CHHTE30BaHMX TiCTONATONOTIYHMX 300paxeHb. Pospobiena
METpHKa BiliZic B OCHOBY MPOTPaMHOTO MOIYJIS Ui OLHKH SKOCTi 300pakeHb Ha OCHOBI MeTpuK. Lleit mporpamumii Moxyns Oyxae
inrerposanuii y CAD.

BucnoBkn. Po3poGieHa koMOiHOBaHa METPHKA JUIsl OLIHKHU SKOCTI CHHTE30BAaHMX 300pa)KeHb 1 3alpONIOHOBAHUH alTOPUTM
cuHTe3y OlomeanyHux 300pakeHs. [Iporpamua peaizariisi KOMOIHOBaHOI METPHKH 1 aJITOPUTMY CHHTE3y 300pakeHb IHTEIPOBaHi y
MOJTYJIb OIIIHKHU SIKOCTi 300paKCHb.

KJIIOYOBI CJIOBA: metpuka, merpuku IS, FID, ricromaromnoriuni 300pakeHHs, rHOOKI HeHpoHHI Mepexi, andy3iitai
mozeni, Stable Diffusion.
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ABSTRACT

Context. Developing a geospatial multi-agent system for optimizing transportation networks is crucial for enhancing efficiency
and reducing travel time. This involves employing optimization algorithms and simulating agent behavior within the network.

Objective. The aim of this study is to develop a geospatial multi-agent system for optimizing transportation networks, focusing
on improving network efficiency and minimizing travel time through the application of advanced optimization algorithms and agent-
based modeling.

Method. The proposed method for optimizing transportation networks combines foundational structure with advanced
refinement in two stages: pre-processing and evolutionary strategy optimization. In the first stage, a Minimum Spanning Tree is
constructed using Kruskal’s algorithm to establish the shortest, loop-free network that connects all key points, accounting for natural
obstacles and existing routes. This provides a cost-effective and realistic baseline. The second stage refines the network through an
evolutionary strategy, where agents representing MST variations are optimized using a fitness function balancing total path length,
average node distances, and penalties for excessive edges. Optimization employs crossover to combine solutions and mutation to
introduce diversity through edge modifications. Repeated over multiple epochs, this process incrementally improves the network,
resulting in an optimized design that minimizes costs, enhances connectivity, and respects real-world constraints.

Results. The results of applying the evolutionary strategy and minimum spanning tree methods were analyzed in detail.
Comparing these methods to benchmarks like Tokyo’s railway network and the Slime Mold algorithm revealed the advantage of
using the evolutionary approach in generating optimal paths. The findings emphasize the need for integrating advanced algorithms to
further refine path optimization and network design.

Conclusions. The research successfully developed a geospatial multi-agent system for optimizing transportation networks,
achieving its objectives by addressing key challenges in transport network planning. A detailed analysis of existing solutions revealed
the dynamic and complex nature of transportation systems and underscored the need for adaptability to environmental changes, such
as new routes or obstacles. The proposed approach enhanced the minimum spanning tree with an evolutionary strategy, enabling
flexibility and rapid adaptation. Results demonstrated the system’s effectiveness in planning optimal intercity transport networks.
Future work could refine environmental assessments, improve route cost evaluations, expand metrics, define new performance
criteria, and integrate neural network models to further enhance optimization capabilities, particularly for urban networks.

KEYWORDS: geospatial multi-agent system, optimization of transportation networks, evolution strategy.

ABBREVIATIONS T(v) is the number of triangles that include the vertex
MST is a minimum spanning tree; v
CS is a capital particle; "L . _
TF is a target food: ky is the -number of nelghb(?rs of th.e vertex;
ES is an Evolution Strategies. Niyiangles 1S the number of triangles in the graph;
NOMENCLATURE N groups 1S the number of groups of size 3.

E'c E isthe condition for satisfying the goal
dG'(u,v) is the shortest path distance between nodes
u and v in G';

INTRODUCTION
The optimization of transportation networks is
. S increasingly crucial as cities grow and demand for
A IS a-penalty weight; efficient systems rises. A geospatial multi-agent system
d(e) is the length of the edge; offers a promising solution to streamline these networks,
I(p;, p;) is the shortest route between points p; and  improving efficiency and reducing travel times. Research
has made progress in optimizing transportation, but

. within the network; A .. -
P challenges remain. Traditional methods struggle with the

S is the set of all shortest paths between all points; complexity of real-world systems, where factors like
W is the weighting factor that controls the traffic density, geography, and transport types interact.
importance; Data preprocessing is another hurdle. Integrating
L is the total graph distance; geospatial information from various sources requires
Davr is the average value of the minimum distances Significant Effort, d9|aying implementation and redUCing

effectiveness. Another key issue is adaptability.

between any pair of points in the network; Transportation  networks are dynamic, constantly

S is the penalty; influenced by infrastructure changes and shifting traffic
© Boyko N. 1., Salanchii T. O., 2025
DOI 10.15588/1607-3274-2025-2-16 OFEN (g ) ACCESS

182



p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

patterns. An effective system must adapt quickly to these
changes. However, many theoretical models fail to
translate into practical, operational systems, limiting their
real-world application. This work proposes an
evolutionary strategy to transform the MST into an
optimized network. The algorithm’s effectiveness was
tested against the Slime Mold algorithm [23] and Tokyo’s
railway system, showing promising results. Though the
approach holds potential, more research is needed to
refine the system’s adaptability, streamline data
processing, and enhance scalability for broader use.

Object of the study: interaction process and
dynamics of vehicle movement within transportation
networks, considering the topology of urban areas and
optimal routes.

Subject of the study: algorithms for analyzing and
optimizing resource allocation in geospatial multi-agent
systems aimed at improving the efficiency of
transportation networks in cities.

The aim of this study is to develop a geospatial
multi-agent system that optimizes transportation networks
by addressing key challenges such as data preprocessing,
adaptability, and complexity. By applying evolutionary
strategies to transform the minimum spanning tree into an
optimal network, this research seeks to improve
transportation efficiency and flexibility. The findings aim
to contribute to the development of more effective and
scalable solutions for real-world transportation systems.

Tasks of the research:

— Analyze existing methods for
transportation networks and geospatial systems.

— Develop a new multi-agent system algorithm that
accounts for the geospatial features of transportation
networks and agent capabilities for movement
optimization.

— Model and simulate the system using test data to
assess its effectiveness and reliability.

— Analyze the results and compare them with existing
transportation optimization methods to confirm the
advantages of the developed system.

The advantages of modeling transportation network
optimization lie in the ability to predict traffic flow,
identify critical congestion points, and propose effective
strategies to improve overall system efficiency. Such
models can account for various factors, including traffic
density, infrastructure, and agent behavior, allowing for a
deeper understanding of the dynamic interactions within
transportation systems. They are invaluable tools for
decision-making, offering insights that can guide the
design and implementation of smarter, more efficient
transport solutions.

The relevance of this study is explained in the growing
need to optimize transportation networks due to
increasing  urbanization, traffic  congestion, and
environmental concerns. As transportation systems
evolve, traditional methods of management become less
effective, highlighting the importance of developing
innovative approaches like geospatial multi-agent

© Boyko N. 1., Salanchii T. O., 2025
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systems. This research is timely, as it addresses both the
practical need for improved traffic management and the
scientific challenge of simulating complex, real-world
transportation dynamics.

Understanding and optimizing transportation networks
is critical not only for reducing travel time but also for
minimizing environmental impact and for enhancing
public well-being. The outcomes of this research will
have direct implications for urban planning, traffic
management, and sustainability efforts, contributing to the
development of smarter cities with more efficient,
adaptive, and environmentally friendly transportation
systems.

The focus of the research is on identifying the
relationships between various elements of urban
transportation networks, such as traffic patterns,
infrastructure, and agent behavior, as well as determining
the factors that contribute to inefficiencies or congestion
in these systems. The object and subject of the research
reflect the core aspects investigated within this study to
optimize transportation networks and enhance their
efficiency in urban environments.

This research is significant as it aims to enhance the
optimization of transportation networks, a vital element of
modern infrastructure that facilitates the efficient
movement of people and goods. Addressing the
challenges associated with these networks is essential for
promoting economic growth and safeguarding public
health. This study proposes the development of a
geospatial multi-agent system as a new solution for
transportation network optimization. Such systems enable
the modeling of complex agent interactions while
accounting for the unique characteristics of each network.

Transport networks are inherently dynamic and
complex, making traditional management methods
increasingly ineffective. The application of geospatial
multi-agent systems is particularly relevant in this
context, as they offer the ability to simulate and analyze
multiple factors simultaneously. For instance, traffic
density, diverse modes of transportation, and geographic
constraints can all be incorporated into the system’s
framework.

Despite notable progress in the field, as highlighted in
recent studies [5, 7], significant challenges remain. One
major issue is the high complexity involved in system
development, stemming from the need to integrate
numerous variables and adapt to real-world conditions.
Additionally, substantial efforts are required for data
preprocessing, including the  aggregation and
transformation of geospatial data from various sources.
This often results in inefficiencies and complicates the
practical implementation of these systems.

Another key challenge is the adaptability of the
system. Transportation networks are constantly evolving -
new roads are built, traffic patterns change, and weather
affects old roads. Thus, the system must be flexible
enough to respond swiftly to these changes. Furthermore,
many studies tend to focus on theoretical frameworks
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without addressing practical considerations, which limits
their applicability in real-world scenarios.

To address these challenges, this research introduces
an evolutionary strategy to transform a minimal spanning
tree into an optimized transportation system. The
proposed approach is evaluated by comparing its
performance to the Slime Mold algorithm [23] and
Tokyo’s railway network, demonstrating its potential as
an effective and innovative solution. While the
development of such systems presents several hurdles, it
holds immense promise for creating adaptable, efficient,
and practical transportation networks.

1 PROBLEM STATEMENT
The problem of optimizing a transportation network
can be described using graph theory, where the network is
represented as a graph G = (V,E). Here, V denotes the

set of nodes (e.g., cities or junctions), and E represents
the set of edges (e.g., potential routes) with weights
w(e), which correspond to costs such as distance, time,

or construction expenses.
The goal is to determine a subgraph G'=(V, E') that

satisfies several objectives:

1. Minimizing Total Path Length: the network should
have the lowest possible total cost, calculated as the sum
of weights of all selected edges in E .

min( Y w(e)).

eecE’

2. Ensure Connectivity: G' must form a connected
subgraph such that every pair of nodes (u,v)eV is

reachable.

3. Optimize Average Shortest Path Length: Minimize
the average shortest path length between all pairs of
nodes:

. 1
TN dG' i .
TV T D S Y

4. Restrict Excessive Edge Addition: Impose a penalty
P for adding extra edges beyond a defined threshold k :

P(E") = . *max(0,| E'| - |V | +k) .

These goals are expressed in a single optimization
function that balances the total path length, connectivity
efficiency, and penalties for excessive edges.
Additionally, constraints are applied to ensure the
network respects real-world factors such as geographical
obstacles, infrastructural limitations, and dynamic
changes in environmental conditions.

This formulation allows for the adaptive and efficient
design of transportation networks under dynamic and
real-world constraints.
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2 LITERATURE REVIEW

Optimization methods are critical in addressing
modern challenges in network systems, transportation,
and urban planning. This summary highlights the most
relevant recent studies on optimal transport and network
optimization, focusing on their practical applications,
advancements, and limitations.

In research [2], “Imitation-regularized optimal
transport on networks: provable robustness and
application to logistics planning”, the authors address
disruptions in network systems with a method called
Simulation-Regularized Optimal Transport (I-OT). This
approach enhances system resilience and provides
practical applications in logistics planning using real-
world data. However, the study assumes that networks are
Markovian, a simplification that might not always hold
true. Additionally, it does not examine the stability of I-
OT solutions concerning Schrédinger’s bridge problems,
nor does it compare I-OT with other transport planning
methods, leaving questions about its relative performance
unanswered.

Study [3], “Heuristic Optimal Transport in Branching
Networks” introduces an efficient heuristic algorithm for
large-scale transport problems. This algorithm reduces
computation time significantly, adapts well to various
network topologies, including those with multiple
sources, and sinks. Nonetheless, the reliance on heuristic
approximations can compromise solution accuracy,
creating a trade-off between speed and precision.
Furthermore, the method may struggle with transport
tasks involving nonlinear cost functions or complex
constraints, limiting its applicability.

Research [4], “Optimal intervention in traffic
networks” proposes a topological optimization-based
method for route planning in construction projects,
focusing on reducing congestion and improving real-time
infrastructure planning. The study demonstrates its
efficiency through use cases but highlights a critical
limitation: the high computational resources required for
the optimization process. This drawback could result in
complicated practical adoption, especially in scenarios
with limited computational infrastructure.

In article [5], “Network centrality guided multi-
objective particle swarm optimization for transport
optimization on networks”, the authors present a multi-
objective  particle swarm  optimization algorithm
incorporating Gaussian mutation to balance exploration
and exploitation effectively. The algorithm performs well
in achieving convergence to Pareto fronts and identifying
optimal solutions. However, its high computational
complexity raises concerns for large-scale applications.
Additionally, the lack of comprehensive comparisons

with other state-of-the-art methods and real-world
validations limits its generalizability and practical
relevance.

These studies illustrate the advancements and trade-
offs in applying optimization techniques to real-world
problems. While promising, future research must address
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scalability, robustness, and broader applicability to realize
their full potential.

Table 1 provides research analysis of related
publications that were selected from few sources: Scopus
and ArXiv.

Table 1 — Review of related papers

convenience, the data was converted into a pandas
DataFrame, facilitating integration with analytical tools
and evolutionary algorithms. Converted dataset contains
the geographic coordinates (latitude, longitude) and
coordinates (x, y) of subway stations, enabling efficient
modeling and analysis of Tokyo’s transportation
infrastructure. An example of the transformed data is
displayed on Table 2.

Table 2 — Example of a modified data set

node lon lat X
0 118, 86 32,04 201 163
1 118,78 32,05 116 174
2 118, 98 32,09 320 208
4 118,79 32,04 127 166

. Methodolo- Pros of the Cons of the
Link
aqy methodology methodology
. . Enhances resilience of Assumes Markovian
Simulation- . networks (not always
- network systems; S
regularized Lo - valid); lacks
2] optimal practical in logstics comparative analysis
P planning with real- mp yst
transport world data with other methods;
limited stability insights
Heuristic Efficient for large- |Compromises accuracy
3] algorithm for |  scale applications; |for speed; less effective
branching adaptable to varied for nonlinear costs or
networks topologies complex constraints
Topological | Reduces congestion; Requires S|g_n|f|cant
ML o computational
optimization effective in A
[4] . . resources, limiting
for real-time infrastructure SR
. practicality in resource-
planning development - -
constrained scenarios
Particle Balances exploration High com_quatlonaI
. N complexity; lacks
swarm with and exploitation; -
[5] - - broader comparisons
Gaussian efficient Pareto
. and real-world
mutation convergence S
validation

Summing up the results presented in Table 1, the
analysis highlights the significance of optimizing
transportation networks and logistics systems using
innovative methodologies. The reviewed studies
emphasize the relevance of resilient and efficient
approaches to address modern challenges in network
planning. While the methodologies demonstrate notable
advancements in efficiency, adaptability, and real-world

applicability, certain limitations persist, such as
computational  complexity, reliance on  specific
assumptions, and the need for comprehensive

comparative analyses. These findings underscore the
importance of further research to refine these methods and
enhance their scalability and robustness for practical
applications.

3 MATERIALS AND METHODS

This study explores a promising approach to
optimizing transportation networks using bio-inspired
algorithms and geospatial data. The focus is on
developing efficient, resilient, and adaptive systems
capable of addressing the complexities of urban
environments. To evaluate the proposed method, the
Slime Mold Algorithm [23] was employed as a
benchmark due to its ability to model self-organizing
network behavior.

To test these methodologies, we used a modified
dataset derived from the open-source Slime Mould project
[23]. This dataset includes geographic coordinates
(latitude and longitude) and Cartesian coordinates (X, y) of
Tokyo subway stations, formatted in GeoJSON. For
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A map of the subway system, with stations marked as
nodes and connections represented as edges is provided
on Figure 1.
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Figure 1 — Map of subway station locations in Tokyo

The slime mold algorithm is inspired by the natural
behavior of Physarum polycephalum and simulates the
organic growth of transport networks. This method
mimics how slime molds optimize paths to connect
resources efficiently. By balancing efficiency and
resilience, the algorithm generates adaptive road networks
capable of withstanding environmental or infrastructural
changes.

The networks designed using the slime algorithm are
characterized by their speed and cost-effectiveness, as
well as their ability to self-regulate. This makes them
particularly well-suited for dynamic environments that
require ongoing optimization.

When it comes to road network design, the slime
algorithm excels in achieving a balance between
efficiency and resilience. It prioritizes minimizing
distances while also ensuring that the network can
withstand failures and adapt to shifts in the environment
or infrastructure.

As a result, these networks are not just fast and
economical; they also possess the capability to self-
regulate, even in adverse conditions. This unique
combination of features makes the slime algorithm a
powerful tool for creating robust road networks.
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Utilizing the self-organizing principles found in slime
mold, this algorithm facilitates the development of
transportation networks that can adjust to evolving
conditions, such as rising traffic levels or new
construction initiatives. This adaptability makes it
particularly suitable for dynamic environments that
require ongoing enhancement and optimization of
transport infrastructure [17].

In this study, the slime algorithm [23] was employed
to assess and compare the effectiveness of the proposed
method. Therefore, it is pertinent to provide a brief
overview of how the algorithm operates.

Slime simulation involves several factors. According
to the literature, when Physarum is placed in a medium,
such as a petri dish filled with nutrients like oatmeal, it
creates a network of protoplasmic tubes to link all
available food sources. In this context, the slime sample,
its environment, and the nutrients present are the primary
elements to consider when modeling the nutrient transport
system. The slime model presented in [23] utilizes agent-
based modeling to replicate the decision-making
processes involved in the movement of the slime sample.
This model consists of four essential components: the
grid, the food sources, the slime itself, and the slime
particles or agents.

A grid serves as the foundational structure that
represents the environment for slime modeling. Each
element of the grid is initialized as a cell, creating a
comprehensive framework for the simulation. This grid
consists of two distinct informational layers: the first layer
is dedicated to nutrients and slime, while the second layer
is composed of pheromones that play a crucial role in
guiding the movement of the slime.

In this modeling approach, nutrients are represented as
food sources (FS). Each food source is initialized with the
highest constant pheromone value in the second layer of
the grid, ensuring that the slime can effectively locate and
connect to these resources. The primary objective of the
slime is to cover and connect all food sources throughout
the entire grid, thereby optimizing nutrient transport.

The slime is represented as a “population” of Physarum
cells or agents. It maintains various global states that assist
each agent, or slime particle, in making movement
decisions based on the second layer of the grid. A key
component in this process is the capital particle (CS),
which designates the target food (TF) for all agents. The
CS is randomly chosen from slime particles positioned at
the four corners of the slime’s “covered area”. Once the CS
is selected, it seeks out the nearest unconnected food
source, which becomes the TF until it is linked.

Since the slime’s ultimate aim is to capture and
connect all food sources on the grid, the CS is
dynamically updated in real-time. Additionally, the slime
continuously replicates agents (slime particles) to move
toward the TF. This ongoing adaptation is referred to as
the evolutionary process. To illustrate this process clearly,
a map of food sources (FS) is provided, along with a
pheromone map that reflects the number of epochs, as
shown in Figure 2.
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Figure 2 - Phe'romone distribution map across ebochs

Each slime particle functions as an individual “agent”
within the structure of the slime mold. These particles
possess local states that enable them to make decisions
regarding their movement. To navigate their environment
effectively, a slime particle typically goes through two
primary phases: the sensory phase and the diffusion
phase. During the sensory phase, a slime particle
identifies a food path (FP), which represents the shortest
route from the nearest connected food source to the target
food (TF). Each food source along this path is referred to
as a step food (SF) leading to the TF. Once the FP is
established, the agent transitions into the diffusion phase.
In this stage, it expands its reach while assessing the
conditions of adjacent cells. A schematic illustration of
this process can be found in Figure 3.

Input Dataset

Initialization

generate slime cells, place food in
environment, create pheromon plane

selecting capital slime
> Select
and target food election

slime growth, spreading
pheromens, diffusion

Optimization

Epoch timeout or
all food connected 2

Figure 3 — Schematic representation of Slime Mould algorithm

The diffusion process contains six key features:

1. The pheromone level of a slime particle decreases
with each diffusion step.

2. Diffusion is directed toward the nearest step food
(SF).

3. If sufficient pheromone is present, diffusion can
extend to other neighboring cells.

4. A slime particle will refrain from spreading if it is
too distant from the nearest connected food source.

5. During the diffusion stage, a new replicated slime
particle may be generated, potentially exhibiting mutated
traits such as altered movement direction or pheromone
emission.

6. Different conditions of neighboring cells will
influence how the pheromone level of the slime particle

changes.
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As a conclusion — at each stage, the algorithm
improves the system using the physical properties of
slime. Pheromones allow the algorithm to estimate the
value of each segment: the higher the value of
pheromones, the higher the probability that the segment
will remain in the final decision. Diffusion, on the other
hand, helps to “dry out” suboptimal segments, eliminating
routes that do not contribute to efficient communication
between stations.

Evolution Strategies represent a method for addressing
optimization problems, drawing inspiration from the
principles of natural selection and evolution. Similar to
other evolutionary computation techniques, this approach
utilizes a population of potential solutions that are
iteratively improved through mutation, selection, and
crossover processes. In this context, each decision is
represented as an “individual” or “agent” characterized by
a specific set of parameters that define its attributes. The
primary goal of evolutionary strategies is to refine these
parameters, ultimately identifying the most effective
options through continuous improvement.

Input Dataset

Initial Population
calculation fithess > Selection <
Cross-breeding | Creating new
and/or mutation generation

Epoch timeout ?

Best Agent

Figure 4 — Schematic representation of Evolution Strategy

One notable characteristic of evolutionary strategies is
their capacity to adjust to intricate, multidimensional
settings that involve numerous variables. These strategies
can be utilized across various fields, particularly in
optimization tasks related to technical systems,
economics, and biological applications.

A fundamental component of evolutionary strategies
is the mutation process, which creates new potential
solutions by altering the parameters of existing
individuals. Additionally, the selection process plays a
crucial role, as it guarantees that only the most effective
individuals contribute their traits to the subsequent
generation. This combination of mutation and selection
fosters continuous improvement in the search for optimal
solutions.
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This approach is widely used in designing complex
systems, such as road networks and communication
infrastructures, where maintaining a balance between
efficiency and sustainability is essential. In such systems,
changes in the environment, resource constraints, and
unpredictable  disruptions often pose  significant
challenges. Evolutionary strategies are particularly
valuable in these cases, as they can generate solutions that
remain effective despite fluctuating conditions. Their
adaptability makes them well suited for optimizing
dynamic systems that require resilience and long-term
viability.

The developed transport network optimization method
consists of two stages:

1. Input data is pre-processed: using the Kruskal
algorithm, a minimum spanning tree (MST) is created,
which forms a basic network with the minimum total
length of paths between key points (for example, cities).

2. Using evolution strategy to improve MST by
adding “usefull” segments to enhance connectivity,
reduce travel time, and increase network resilience while
maintaining cost efficiency.

MST Path
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Figure 5 — Example of MST using Kruskal’s method

Kruskal’s algorithm is a well-known greedy algorithm
designed to find a minimum spanning tree (MST) within a
weighted graph. This algorithm operates on the principle
of incrementally adding edges that possess the least
weight, all while ensuring that no loops are formed. The
process continues until every nodes in the graph is
connected, resulting in a robust structure. Schematic
representation of algorithm is on Fig. 6.

By utilizing the minimum spanning tree, we can
establish a network that guarantees the connectivity of all
points at the lowest possible cost. This foundational
network serves as a solid base for future additions to the
transport infrastructure. As new edges are added, the
efficiency of the network can be significantly improved,
paving the way for a more effective and responsive
transportation system. In essence, Kruskal’s algorithm not
only provides a solution to the problem of connectivity
but also lays the foundation for ongoing development in

the next stage.
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Figure 6 — Schematic representation of Kruskal algorithm

The second stage of the method uses an evolutionary
strategy to gradually improve the network structure. It
begins with forming an initial population of agents, where
each agent represents a set of additional edges added to
the minimal spanning tree. These extra edges help refine
the network, making it more efficient.

Next, each agent is scored using a fitness function
that considers several factors. Let us have a set of vertices
P={ps, P2, P3.-py} » representing key nodes in the

network, and a list of edges E, representing the paths
between points in the agent. To form an optimal network,
we can set the following fitness function f , that

considers listed metrics:

1. Total Graph Length: Total sum of edges, used to
reduce the cost of building new roads.

For instance, let L(E) be the total length of all edges

in the set E . This metric can be represented into the
fitness function (1):
L= ) d(e),
2 d(e) 1)
eckE
the goal is to find a combination E that L is minimal
while fulfilling other conditions.

Average distance between any pair of points:
Minimizing this value ensures that the points in the
network are not too far apart, improving overall
efficiency. Let D,, represent the average of the
minimum distances between any pair of points in the
network (2):

1
IS

Davr =

2 1(pi. pj), )

P, pjeP
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is a formalized representation of the definition of the set
of all shortest paths between all points.

2. Extra Edge Penalty: To prevent excessive network
complexity, the algorithm imposes a penalty when the
number of extra edges surpasses a predefined threshold.
This threshold is set as a permissible ratio of the total
number of points—for instance, 1.1, which allows up to
10% additional edges. When this limit is exceeded, a
penalty is introduced (3):

2% (| E|—oc*| P),if |E[>o*| P
S:{o (E|-o*|P]),if [E|>a]| I, 3

in the experiments performed A = 0.01.
Then the final fitness function can be expressed as (4):

F=w*L+Dgyq+S. (4)

During the third step, agents undergo changes via
crossover and mutation. Crossover in this method is
performed by selecting common additional edges that are
present in two parent agents. This strategic choice is
designed to preserve the fundamental structure of each
solution, ensuring that the strengths of both parents are
retained in the child.

Following this, the algorithm introduces an element of
diversity and potential for further optimization. This is
achieved by randomly selecting unique edges from each
parent and incorporating them into the shared edges. To
illustrate, consider a scenario where one agent possesses
four extra edges while another has six, with three of those
edges being common to both. In this case, the new agent
will inherit the three common edges, but it will also
receive three randomly chosen unique edges from each
parent. This approach guarantees that the total number of
additional segments in the offspring matches the
maximum number found in either parent. This process is
visually represented in Figure 7.

Figure 7 — Crossover operation

By employing this method, the algorithm effectively
maintains a stable foundation derived from both parent
agents. At the same time, it explores new possibilities by
integrating unique elements. This dual approach not only
preserves the valuable characteristics of the parent
solutions but also enhances the search for optimal
solutions, making the overall process efficient and robust.

Despite the effectiveness of this approach, a complete
mutation remains essential. Without it, there is a risk that
parents sharing the same genome may stagnate in their
evolutionary journey. In this method, mutation is
executed through a random selection among three distinct
actions: removing, replacing, or adding an edge.
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In cases where addition is the chosen action, a new
edge is introduced to the list of additional edges. This new
edge is selected from those that have not yet been utilized.
However, it is important to note that this addition can
only occur if the total number of additional edges does not
surpass the predetermined maximum limit.

When the deletion option is chosen, one edge is
randomly eliminated from the agent’s set of additional
edges. This action not only simplifies the path but also
encourages the exploration of more streamlined solutions.

On the other hand, if the replacement option is
selected, a randomly chosen additional edge is substituted
with a new one. This new edge is drawn from the pool of
available edges, deliberately excluding those already
incorporated into the agent’s structure. This strategy
ensures variability while maintaining a constant total
number of additional edges.

Reamaove A B (4 = F A B c F
Add A B c E F A B C [ F G
Replace A B C E F A B c E G

Figure 8 — Visualization of mutation types

This implementation of mutation strategy is designed
to maintain balance of solution stability and exploration,
ensuring that the agent maintains path connectivity and
optimality while simultaneously discovering new possible
solutions.

The fourth step of the algorithm involves iterative
improving through evaluation, crossover. This process is
repeated for a predetermined number of epochs, allowing
the system to gradually enhance the quality of solutions.

With each iteration, the population of agents
undergoes continuous improvement, driven by the
selection of the most promising candidates. Over time,
this iterative process minimizes the gap between the best
and worst performing agents, moving toward an optimal
solution.

As the algorithm progresses (See Fig. 9), weaker
solutions are gradually eliminated, while stronger ones
propagate, ensuring that each generation is more refined
than the last. By the final epoch, the selection process has
filtered the population to its most effective configuration.
Ultimately, the agent exhibiting the highest performance
is chosen as the best solution.

The clustering coefficient is a metric that measures the
likelihood that neighbors of a node in a graph are also
connected to each other, forming a triangle. This
coefficient indicates the local density of connections for
each node and helps to understand the structure of the
graph at a local level. Figures 10 (a) and 10 (b) illustrate
the differences in the structure of graphs with different
clustering coefficients: in a graph with high clustering.
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Figure 9 — Schematic representation of proposed algorithm
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The clustering coefficient for an individual node is
defined as the ratio of the number of existing connections
between its neighbors to the maximum possible number
of such connections. The local clustering coefficient for a

vertex indicates how much its neighbors are also
neighbors with each other. It is defined as follows (5):
2T (v)
C =
local (V) ky (ky —1) ®)

The higher the clustering coefficient, the more the
node is part of a tightly connected group where its
neighbors also interact closely with one another.

High values of the clustering coefficient indicate that
the graph tends to form strongly connected local groups,
or “clusters”. The clustering coefficient for a graph
(global) is given by (6):

3Ntriam les
Cglobal =N—g’ (6)
groups

a triangle in a graph is a group of three vertices where
each one is connected to the other two, while groups of
three vertices are simply all possible triplets of vertices,
regardless of whether they are connected.

The clustering coefficient for the entire graph allows
for the assessment of the overall tendency to form such
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local clusters. For a random graph, this coefficient is
always equal to 0, as nodes are only connected to nodes
with which they have the shortest paths, without forming
triangles, which are the basis for clustering. For an agent,
the clustering coefficient is equal to 0, meaning that the
agent maintains separate lines of communication but does
not engage in close connections with other nodes.

In the process of solving optimization problems, it is
important to consider and compare several approaches to
achieve effective results. This study examines two
methods: the slime mold method, which simulates the
behavior of slime mold in finding the optimal path
between food sources, and the evolutionary strategy,
which is based on improving the MST. Both methods
have distinct mechanisms for search, self-organization,
and adaptation, which define their unique advantages and
limitations. Comparative Tables 3-6 presents an analysis
of the stages of these methods, from initialization to
optimization. The goal of this comparison is to identify
the most suitable method for solving optimization
problems under the given conditions.

Table 3 — Initialization stage comparison

Table 6 — Information processing stage comparison

Information Processing
Slime Mould Due to the physical properties of pheromones,
non-optimal segments are “dried up” and
important segments remain.
Evolution The top 50% of the best-fitted agents are selected.
Strategy Agents randomly form pairs that undergo classical
crossover (with the preservation of graph
connectivity) with a chance of random mutation.
Evolution The top 50% of the best-fitted agents are selected.
strategy based | Agents randomly form pairs that undergo
on MST | crossover with a chance of random mutation. This
improvement allows for the reproduction of the initial population
(Proposed size while maintaining fitness and diversity.
method)

Initialization

Slime Mould Slime particles are created, and a grid of

food and pheromones is generated

Evolution Strategy Combinations of all possible paths between
vertices are created, and an initial population
of agents is formed, where each agent is a list

of paths.

Evolution strategy | MST is generated, combinations of all
based on MST | possible paths between vertices are created,
improvement and an initial population of agents is formed,

(Proposed method) where each agent is an addition to the MST.

Table 4 — Search stage comparison

Search

Slime Mould A leader particle is selected to indicate the
general direction for others; agents move and

leave pheromone hints for other particles.

Evolution Strategy Each agent is evaluated through a fitness

function.

Evolution strategy | Each agent is evaluated through a fitness
based on MST | function; the average path, total path is
improvement calculated, and a penalty is added if the

(Proposed method) number of paths exceeds the allowed limit.

Table 5 — Self organizing stage comparison

Self-organizing

Slime Mould Using the diffusion process, the slime

improves the system.

Agents are sorted by fitness value (agents
that could not build a connected path/graph
are excluded).

Evolution Strategy

Evolution strategy | Agents are sorted by fitness value.
based on MST
improvement

(Proposed method)
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Based on the analysis of the stages of work of each
method, certain conclusions can be drawn regarding their
effectiveness. The evolutionary strategy based on
improving the MST has proven to be more adaptable for
situations where flexibility and the ability to adapt are
important, as its mechanisms of crossover and mutation
allow for the preservation of a diversity of solutions
within the population of agents. This strategy promotes a
higher adaptability of agents to changing conditions,
which positively affects the effectiveness of optimization
in complex networks.

The slime method also has advantages in terms of the
speed of self-organization due to the physical properties
of pheromones, which allow for the identification of
important segments and the “drying out” of non-optimal
ones. Therefore, for tasks that require a quick
convergence to an optimal solution, the slime method is
also appropriate. Given the advantages of the evolutionary
strategy for adaptive environments, it is advisable to use it
as the primary method for further experiments.

4 EXPERIMENTS

Conducting experiments is of great importance, as it
allows us to evaluate how effectively the system improves
transportation efficiency and reduces travel time. These
experiments measure the performance of the optimization
algorithms and assess their ability to handle real-world
challenges such as congestion and disruptions. Moreover,
the results help validate the evolutionary strategy’s
transformation of minimum cost distance into optimal
paths while extending the minimal spanning tree for
practical applications, offering valuable insights into
network optimization.

To implement the evolutionary algorithm system,
Python was chosen as the primary programming language
due to its versatility, readability, and extensive ecosystem
of libraries. Python is widely recognized for its simplicity
and cross-platform compatibility, making it an ideal
choice for developing diverse software solutions. In
particular, the following libraries and tools were used to
develop the application:

— NetworkX: This library specializes in analyzing and
visualizing complex networks and graphs. It was used for
constructing minimum spanning trees, checking graph
connectivity, and visualizing transportation networks.
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— NumPy is a library for scientific computing in
Python. Essential for numerical computations, NumPy
excels at handling large, multi-dimensional arrays with
performance optimizations through C-based
implementation.

— Pandas: Known for its robust data manipulation
capabilities, Pandas offers the DataFrame structure, which
facilitates efficient data cleaning, filtering, grouping, and
aggregation.

— Matplotlib & Seaborn: These libraries provided tools
for creating high-quality visualizations, from basic plots
to more advanced data representations.

This section focuses on identifying the optimal
parameters for an evolutionary strategy, which are critical
for ensuring the algorithm’s efficiency and performance.
Specifically, we examine key parameters such as the
number of epochs and population size. These parameters
significantly influence both the quality of the solutions
obtained and the convergence speed of the algorithm.

The number of epochs determines the iterations of the
optimization process. A higher number of epochs allows
the algorithm to fine-tune its search for the best solutions.
However, it also increases the execution time. Striking a
balance between learning efficiency and execution speed
is essential for parameter optimization.

Population Size Population size directly impacts the
diversity of solutions explored during optimization.
Larger populations offer more options for evolutionary
selection, increasing the likelihood of finding a global
optimum. On the other hand, excessively large
populations can complicate the optimization process and
increase computational costs.

To identify the optimal algorithm parameters, a series
of experiments were conducted. Two primary metrics
were used for evaluation:

— Execution time: How long the method takes to

complete.

— Fitness of the best agent: Calculated using the

objective function described earlier.

The goal was to balance execution speed and result
accuracy, maximizing system resource efficiency.

Experiment Time vs Epochs
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Figure 11 — Relationship between execution time and the
number of epochs for different population sizes

Analysis reveals that increasing both population size
and the number of epochs gradually extends the execution
time. This is because larger populations require more
processing time.
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of epochs for different population sizes

The Fig. 11-12 shows that increasing epochs does not
always lead to consistent fitness improvements. For
example, populations of 15 and 20 exhibit instability in
later stages.

Based on the experiments, the optimal parameter
combination is a population size of 25 agents and 15
epochs. This choice is supported by a clear trend of
fitness improvement with increasing epochs, as observed
in the fitness-epochs graph. This balance ensures efficient
resource utilization while maintaining high solution
quality.

Using the optimal parameters (25 agents and 15
epochs), a comparison was conducted to evaluate the
efficiency of the developed method against the slime
mold algorithm. For the slime mold algorithm, 350
epochs were used, as this provided sufficient time for the
agents to grow and form optimal paths. The Tokyo
subway system was also included as a benchmark
example for comparison.

The evaluation was based on the criterion of the
average distance between each pair of points (2).

This approach allowed us to determine how well the
optimal paths identified by the algorithms align with real-
world transportation routes and whether they could
provide more efficient connections between stations
compared to the existing subway network. MST is
displayed on Figure 13. The calculations and results are
presented in Tables 7-9. For better visualization, each
table includes comparison between MST and generated
system (red edges are common for MST and generated
system, green are present only in generated system).

MST Path

Figure 13 — Generated MST
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Table 7 — Calculation and analysis of Tokyo railway system

Tokyo railway

Original Path

MST vs Original Tokio system

5 RESULTS

In this chapter, we will evaluate the performance of
the various algorithms employed to optimize
transportation networks. It is crucial to assess not only the
visual representations of the results but also to quantify
those using relevant metrics. As described in the previous
section, the average distance, total distance, and clustering
coefficient were estimated for each algorithm. The results
of the calculations are given in Table 10.

Table 10 — Comparison of each system

IAverage distance 19712896

AVG:iZ a= =157.15
IS]5 12544
Total distance L=>1t=17386
teE
Clustering 3Ntriang|es
coefficient Cylobal =————=
N groups
as there is no triangle in the system

Table 8 — Calculation and analysis of Slime Mould system

Slime Mould method

Slime Mould Path

MST vs Ev Slime Mould system
20 \ L
- W&b.v

K.
'I‘ ) 7\
IAverage distance AVG =L Ta- 24887816 _ 00 40
S| 5 12544
Total distance L= t=1676.67
teE
Clustering coefficient 3Ntriang|es 3
C =———=—=0.04
global N 75
groups

Table 9 — Calculation and analysis of system generated by
proposed method

Proposed method

Best Agent Path MST vs Ev Agent system

R,
] m//\

o w150 x0

Average distance

AVG =+ >a 19303916 _ 153 89
IS]2% 12544
Total distance L= t=1527.66
teE
CIUSt?r_'ng 3Ntriang|es
coefficient Cglobal =————=0
Ngroups
as there is no triangle in the system
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Tokyo Slime Mould Proposed
system method
Average 157.15 198.40 153.88
distance
Total distance 1738.65 1676.667 1527.66
Clust'er'lng 0 0.04 0
coefficient

Let us compare the effectiveness of the systems: each
algorithm demonstrates different results regarding the
average distance between pairs of points. The actual
Tokyo railway system, which served as the benchmark,
showed a score of 157.15. The slime algorithm, while it
identified some optimal paths, had a worse score of
198.40, indicating lower efficiency compared to the
benchmark. The developed method achieved the best
result of 153.88.

Based on the comparative studies conducted, the
developed method (using optimal parameters: 25 agents
and 15 epochs) demonstrated the highest efficiency. It
provided a shorter average distance between stations
compared to the actual Tokyo railway system and
achieved this improvement alongside a reduction in the
overall path length, indicating its potential for further use
in optimizing transportation networks.

Moreover, the total distance metric further emphasizes
the advantages of the proposed method. With a total
distance of 1527.66, it outperformed both the Tokyo
system and the Slime Mould algorithm, which recorded
total distances of 1738.65 and 1676.67, respectively. This
reduction in total distance not only signifies a more
efficient routing of transportation but also suggests
potential cost savings and reduced travel times for users.

The clustering coefficient, while not as critical in this
context, also provides insight into the connectivity of the
network. The proposed method maintained a clustering
coefficient of 0, similar to the Tokyo system, while the
Slime Mould algorithm achieved a coefficient of 0.04.
This indicates that the proposed method retains a level of
simplicity in its structure, which can be beneficial for
implementation and scalability.

In conclusion, the results indicate that the proposed
method is not only effective in optimizing transportation
networks but also demonstrates a significant improvement
over existing systems. Future work should focus on
refining the algorithm further, potentially incorporating
more complex models or hybrid approaches that could
enhance performance even more. By exploring advanced
techniques such as machine learning or multi-agent
systems, we can continue to push the boundaries of
transportation network optimization.
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6 DISCUSSION

Conducted research aimed at developing a geospatial
multi-agent system for optimizing transportation
networks. A comprehensive analysis of the subject area
was performed, focusing on existing solutions and
identifying promising research directions.

The study revealed several critical challenges in
planning optimal transportation systems, particularly the
dynamic nature and complexity of transportation
networks. An additional issue is the necessity for the
system to adapt to environmental changes, which is vital
due to the constant evolution of routes and the emergence
of obstacles. To address these challenges, a novel
approach was proposed that enhances the minimum
spanning tree (MST) using evolutionary strategies.

The results indicate that the developed system can
effectively plan optimal transportation connections
between cities. This system has the potential to
significantly reduce travel time and costs, benefiting both
passengers and transportation operators. Further research
should aim to refine the methods for assessing
environmental factors and the costs associated with
selected routes, as well as improve existing metrics and
develop new criteria for evaluating efficiency.

Additionally, integrating the system with neural
network models could lead to a more in-depth analysis
and optimization of transportation routes, particularly in
complex urban environments where traditional methods
may be inadequate. By utilizing neural networks to
process geographical maps and spatial data, the system
can generate structured input data that enhances route
planning and wurban development strategies. This
integration has the potential to revolutionize our approach
to urban transportation planning, making it more adaptive
and efficient in response to ever-changing conditions.

CONCLUSIONS

The conducted research on developing a geospatial
multi-agent system for optimizing transportation networks
has yielded significant insights into the complexities and
dynamic nature of transportation planning. The study’s
findings underscore the practical significance of the
proposed system, which demonstrates the capability to
effectively plan optimal transportation connections
between cities. This advancement has the potential to
substantially reduce travel time and costs, providing
tangible benefits for both passengers and transportation
operators.

Scientific Novelty: The research contributes to the
scientific community by introducing a novel approach
that combines evolutionary strategies with traditional
transportation planning methods. This innovative
perspective not only addresses existing challenges but
also opens new avenues for exploration in the field of
transportation optimization.

Practical Significance: The results of this research
are particularly relevant for wurban planners and
transportation authorities, as they offer a novel solution to
the pressing challenges of optimizing transportation
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networks. By enhancing the minimum spanning tree
(MST) with evolutionary strategies, the system can adapt
to environmental changes and evolving routes, thereby
improving the overall efficiency of transportation
systems.

Prospects for Further Research: The prospects for
further research are promising, particularly in the areas of
algorithm refinement and the development of new
evaluation metrics for transportation efficiency.
Investigating the application of the proposed system
across various practical scenarios, including urban and
rural settings, could yield valuable insights. Additionally,
exploring the potential of machine learning and artificial
intelligence in conjunction with the multi-agent system
may lead to breakthroughs in adaptive transportation
planning, ultimately revolutionizing how we approach
urban mobility in response to changing demands.

Recommendations for Further Research: To build
upon the findings of this study, it is recommended that
future research focus on refining methods for assessing
environmental factors and the associated costs of selected
routes. Additionally, exploring the integration of neural
network models into the system could provide deeper
insights into route optimization, especially in complex
urban environments. This integration could facilitate the
processing of geographical maps and spatial data, leading
to more structured input data that enhances route planning
and urban development strategies.
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PO3POBKA IHHOBALIMHUAX HIAXOAIB JJIsI ONTHUMI3ALIL MEPEXK 3A JOIIOMOTI'OIO TEOIIPOCTOPOBHX
BAFATOKOMIIOHEHTHHUX CUCTEM

Boiiko H. 1. — kaHJ. €KOHOM. HayK, JOICHT, JOuEHT kadenpu CHUCTEM IITYYHOTO iHTeNeKTy, HalioHanbHUI yHIBEpCHTET
«JIpBiBChbKa TOITiTeXHiKa», JIbBiB, YKpaiHa.

Cananuiit T. O. — crynent kadeapu Cuctem mry4ynoro intenekty, HauioHanpuuii yHiBepcuTeT «JIbBiBChbKa MOJITEXHiKaY,
JIbBiB, YKpaiHa.

AHOTANIA

AkTyanbHicTh. Po3poOka reonpocTopoBoi 0araTtareHTHOI CHCTEMHM JUISl ONTHMi3alil TPAHCHOPTHUX MEPEXK € BaXKIUBOIO IJIS
IiABUIIEHHST €()EKTUBHOCTI Ta 3MEHIIECHHS Yacy 1mojopoxi. Lle mepenbavae BUKOpUCTaHHS QJITOPUTMIB ONTHMI3allil Ta MOJETIOBAaHHS
MOBE/IIHKH areHTiB y MeXax Mepexi.

Meta po6oTn € po3poOka reonpocTopoBOi OaraTareHTHOI CUCTEMH JUIs ONTHMI3allil TPAaHCIIOPTHUX MEPEX, 30Cepe/KyIOUH
yBary Ha IOKpalleHHi e(peKTHBHOCTI Mepexi Ta MiHiMi3alii 4acy MOAOpPOXKi LULIXOM 3aCTOCYBAHHs IEPEIOBUX aITOPUTMIB
OITUMI3alii Ta MOJEIIOBAaHHS HAa OCHOBI areHTiB.

MerToj. 3anponoHOBaHUi METO/ ONTHMI3aLli TPAaHCIIOPTHUX MEPEX MOEIHYE 0a30By CTPYKTYPY 3 PO3IIMPEHUM YTOYHEHHSM Y
JIBa €TalH: TmorepeaHs oOpoOka Ta ONTHMI3allis eBOMIOLIHHOT cTparerii. Ha mepmomy erami OyIayeThesi MiHIMAIEHE OCTOBHE JIEPEBO
3a JomnoMororo anroputMmy Kpyckama s BCTAHOBICHHS HaWKOpOTIIOi Mepexi Oe3 merens, sika 3°€IHY€ BCi KIIIOYOBI TOYKH,
BPaXOBYIOUH NPHPOAHI NMEPEIIKOAN Ta iCHyIodi MapmpyTH. Lle 3abe3nedye eKoOHOMIYHO eeKTHBHY Ta peanicTuiHy 0a30BY JIiHIIO.
Jpyruit etan yZoCKOHAIIOE MEPEXyY 3a JOIOMOIOI0 €BOJIIOLIHHOT CTpaTerii, je areHTH, 110 MPeCTaBIsI0Th Bapialil MiHIMaJIbHOTO
OCTOBOT'O JIepeBa, ONTHMI3YIOThCS 3a JOHNOMOro0 (yHKIIi HPUCTOCYBaHHS, sika OajaHCye 3arajibHy NOBXHHY LUIIXY, CEPEIHIO
BiZICTaHb 70 By3JiB i mTpadu 3a HagMipHi kpai. OnNTHMi3allis BUKOPUCTOBYE KPOCOBEp IUIsl MOEJHAHHS PIllICHb 1 MyTAL{iI0 IS
BBEJICHHsI PI3HOMAHITHOCTI uepe3 Moaudikaii kpais. L{ei mpoiiec, MOBTOPIOETHCS MPOTATOM 0araTb0X €rox, MOCTYIIOBO MOKPAIye
MEpEeXy, B Pe3yJbTaTi HYOr0 CTBOPIOETHCSA ONTHUMI30BaHUH LUIAX, SKMH MiHIMI3y€ BHTPATH, MOKpAILy€e MiIKIIOYEHHS Ta MOBAXKAE
00MEKEeHHS TI0/IaHi B PEXKHMI PealbHOTO Jacy.

PesyabTaTn. PesynpraT 3acTOCYBaHHS €BOJIOIIIHOI CTpaTerii Ta METOXIB MiHIMalIbHOI BapTOCTI BiACTaHI Oyld AETalbHO
npoaHaiizoBaHi. s eBomrowiitHoOi crparterii Oynu omiHeHi Taki METPHUKH, K e()eKTHBHICTD IUIAXIB 1 OOUHUCIIIOBAIBHI BUTPATH, IO
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MIPOJCMOHCTPYBAJIO 3HAYHI MOKpalIeHHs B onTuMizanii Mepexi. Y Bunaaky MST, xo4ya mero HaiaB 6a30By CTPYKTypy Ajs BUOOPY
[UIAXiB, Bi3yaJIbHI Ta YMCIIOBI OIHKH MiIKPECITIA OOMEXEHHS B PO3B’S3aHHI CKIATHHUX pealbHUX oOMexeHb. [IopiBHSIHHSA LUX
METOZIB 3 €TaJJOHAMH, TAKUMH 5K 3aJIi3HUYHA Mepeka ToKio Ta alrOpUTM CIM30BOI IB1JTi, BUSBUIIO IEpEBAry BOIIOLIHHOTO MiAXO0LY
B TeHepalii ONTHMAaJbHUX HUIAXiB. BHCHOBKM MigKpecIrol0Th HEOOXITHICTH iHTerpamii NepeoBHX alrOPUTMIB ISl HOAANIBIIOTO
BJJOCKOHAJICHHSI ONTUMIi3allii IUIAXiB i IPOEKTYBaHHI MEPEK.
BucaoBku. JlocnikeHHs YCIIIIIHO PO3pOOMIIO Fe0NpoCTOPOBY OaraToareHTHy CHCTEMY JUIS ONITHMI3aLil TPaHCIIOPTHUX MEpEeK,
JOCSITHYBIIH ITOCTABJICHUX LLIEH NUITXOM BUPIMICHHS KJIIOYOBUX IIPOOJIeM y IUIaHYBaHHI TPaHCIIOPTHOI Mepeki. JletanbHuid aHami3
iCHYIOUHX DillleHb BUSBHB JAWHAMIYHUI 1 CKJIAQJHUN XapaKTep TPAHCIOPTHUX CHCTEM i MiAKPECIUB HEOOXIAHICTh afamnTauii 10 3MiH
HABKOJIMIIHBOTO CEPEeJIOBHINA, TAaKMX SK HOBI MapLIpyTH a0o Hepelkoad. 3arpOoNOHOBaHWW MiAXiA pO3MIMPHUB MiHIMajJbHE
OXOIUTIOI0YE JEPEeBO 3a JOMOMOTOI0 EBONIOLINHHOI cTpaTerii, 3a0e3medymMBIIM THYYKICTh 1 MIBUIKY afanTamilo. PesymeraTté
MIPOAEMOHCTPYBAIN €(PEKTUBHICTh CHCTEMH B IUIaHYBAaHHI ONTUMAaJbHAX MIXMICBKUX TPaHCIIOPTHUX Mepex. MalOyTHa poboTta
MOJK€E BIOCKOHAJIUTH EKOJIOTI4HI OL[IHKH, IIOKPAIUTH OL[IHKY BapTOCTi MapLIpyTy, PO3LIMPUTH NOKA3HUKH, BU3HAYUTH HOBI KPHTEPIi
HPOYKTHBHOCTI Ta iHTErpyBaTH MOJENi HEHPOHHHMX MEPEeX IS MOAAIBLIOrO IiJABHILICHHS MOXJIMBOCTEH ONTHUMIi3alil, 0cOOINBO
IUTSE MICBKHX MEPEX.
KJIIOYOBI CJIOBA: reonpocTopoBa MyJIbTHareHTHa CHCTEMa, ONTHMI3allis TPAHCIIOPTHUX MEPEX, CBOJIIOLIHHA CTpaTeris.
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ABSTRACT

Context. This research discusses the shelf space allocation problem with vertical and horizontal product categorization, which al-
so includes the products of general and brand assortment as well as products with different storage conditions stored on different
shelves and incompatible products stored on the same shelf but no nearby.

Obijective. The goal is to maximize the profit, product movement, or sales after allocating products on store shelves, defining the
shelf for the product and the number of stock-keeping units it has.

Method. The research proposes the two variants of heuristics with different sorting rules inside utilized as an approach to solving
the retail shelf space allocation problem with horizontal and vertical product categorization. It also covers the application of 13 de-
veloped steering parameters dedicated to instances of different sizes, which allows to obtain cost-effective solutions of high quality.

Results. The results obtained by heuristics were compared to the optimal solutions given by the commercial CPLEX solver. The
effectiveness of the proposed heuristics and the suitability of the control settings were demonstrated by their ability to significantly
reduce the number of possible solutions while still achieving the desired outcomes. Both heuristics consistently produced solutions
with a quality surpassing 99.80% for heuristic H1 and 99.98% for heuristic H2. Heuristics H1 found 12 optimal solutions, and heuris-
tics H2 found 14 optimal solutions among 15 test instances — highlighting their reliability and efficiency.

Conclusions. The specifics of the investigated model can be used by supermarkets, apparel stores, and electronics retailers. By
following the explained heuristics stages and the methods of parameter adjustments, the distributor can systematically develop, re-
fine, and deploy a heuristic algorithm that effectively addresses the shelf space allocation problems at hand while being robust and
scalable.

KEYWORDS: heuristics, shelf space allocation, knapsack problem, decision-making/process.

ABBREVIATIONS
SSAP is a shelf space allocation problem;
SKU is a stock-keeping unit.

p‘} is a product category;

p? is a group of products for separate storage (not on

NOMENCLATURE the same shelf);
S isatotal number of shelves; p] is a group of incompatible products (must be allo-
P is a total number of products;

K is a total number of categories; cated on the same shelf but not side by side);

T is a total number of tags;
i,a,b are shelf indexes;

j,c,d are product indexes;

k is a category index;

t is atag index;

r is an orientation index.
Parameters of the shelf i :

si' is a shelf length;

sih is a shelf height;
sid is a shelf depth;

s§ is a shelf binary tag t .
Parameters of the product j :

pj’ is a product width;
p? is a product height;
p‘jj is a product depth;
p‘j’ is a product unit movement/profit,

pyj is a product tag t;

p‘]?r is a product orientation binary parameter;
fjmi” , £{7® are minimum and maximum numbers of
SKUs;
s}“i” , 87 are minimum and maximum numbers of
shelves for allocation of the product;
p'j is a limitation of the product in the warehouse;
Additional product parameters expressions:

p‘]”r is a product width considering orientation;
p?r is a product depth considering orientation;

p?r is a product height considering orientation;

Parameters of the category K :

ck' is a minimum category size as a percentage of the
shelf length;

cﬁ is a category size tolerance between shelves in the

category as a percentage of the shelf length.
Parameters of the tag t :

b is a tag type;

© Czerniachowska K. S., Subbotin S. A., 2025
DOI 10.15588/1607-3274-2025-2-17 OPEN (¢ ) ACCESS

196



p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

b is a product to shelf compatibility tag;
Xijr is a product placement binary variable;
shelf i on orientation r.

INTRODUCTION

The retailer SSAP involves determining how to opti-
mally distribute available shelf space across different
products in a retail environment. The problem is often
critical to improving product visibility, sales, and cus-
tomer satisfaction, as shelf space directly influences pur-
chase behaviour. When considering vertical and horizon-
tal product categorization, this problem becomes more
complex and requires strategic decision-making. In this
research, we investigate the SSAP with simultaneous ver-
tical and horizontal categorization.

Vertical categorization refers to how products are ar-
ranged within each category (i.e., the layout of products in
a column or row vertically on the shelf). This could in-
volve stacking products on shelves based on brand, price
range, size, or sales frequency, where products within the
same category are placed in a vertical alignment. Exam-
ple: On a shelf dedicated to soft drinks, Coca-Cola might
be placed above Pepsi, with smaller bottles at the top and
larger ones at the bottom.

Horizontal categorization refers to how different
product categories are distributed across the entire shelf
space, where each category (such as beverages, snacks,
cleaning products, etc.) gets a designated portion of the
shelf. Products within each category are then placed hori-
zontally within their allotted space. Example: One hori-
zontal section of the shelf could be dedicated to bever-
ages, another to snacks, and another to cleaning supplies.

Both the retailer and the consumer can gain a number
of important advantages from the obvious horizontal and
vertical grouping of general assortment and high-end
brands on store shelves. The purchasing experience is
more efficient, well-organized, and straightforward thanks
to these classifications. These are the main advantages:

1. Enhanced shopping experience.

Effortless navigation: Based on their requirements,
tastes, or budgets, customers can find products with ease.
Customers can more easily locate particular product
classes, including “general” or “luxury” items, thanks to
horizontal and vertical categorization, without becoming
overwhelmed by a sloppy display.

Clear product segmentation: Grouping products logi-
cally helps shoppers understand what’s available and
where to look for what they need, making their shopping
experience more enjoyable and less stressful.

2. Helpful comparison.

Fast price and feature comparison: Customers may
quickly compare various goods based on features, quality,
or price by grouping premium brands and general selec-
tion into areas that are clearly defined. Customers can
compare similar products within their price range, for

¢ is a number of SKUs of the product j on the
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example, by distinguishing brands with lower and higher
prices.

Evident visual indications for decision-making: By
placing premium brands at eye level or on higher shelves,
for example, visual cues can gently nudge consumers to-
ward more expensive items, while more accessible dis-
plays of less expensive items can aid in their decision-
making.

3. Increased sales and conversion rates.

Up-selling and cross-selling opportunities: Clear dis-
tinctions between general assortment and expensive
brands enable upselling opportunities. Shoppers interested
in a mid-tier product might be persuaded to consider a
more expensive version once they see the differences in
product quality or features.

Impulse purchases: When expensive brands are clearly
separated but still prominently displayed, customers may
be enticed to make purchases they hadn’t initially planned
for, especially if they perceive the products to be of high-
er quality or status.

4. A higher level of brand awareness.

Premium brand setting up: Clearly positioned verti-
cally or horizontally at eye level or in high-traffic loca-
tions is advantageous for premium or luxury companies.
This raises its profile and strengthens the brand’s exclu-
sivity and prestige, setting it apart from the more generic
collection items.

Tactical shelf placement: Brands may make sure that
their items are positioned in high-visibility areas where
they are more likely to be discovered and, consequently,
increase the likelihood of purchase by employing vertical
or horizontal categorization.

5. Better stock management.

Streamlined inventory control: Categorizing products
into clear sections makes it easier for retailers to manage
stock levels and ensure that shelves are adequately
stocked. Retailers can identify popular price segments and
adjust their inventory accordingly, reducing the chances
of stockouts or overstocking.

Efficient restocking and display management: With a
categorized system, store employees can quickly identify
which products need to be restocked or repositioned, im-
proving operational efficiency and ensuring a consistently
appealing display.

6. Optimized space utilization.

Effective shelf management: Categorizing products ef-
fectively maximizes shelf space by ensuring products are
grouped logically based on their characteristics. It reduces
clutter and prevents overcrowding of certain product
types, making the best use of available retail space.

Customized layouts: Retailers can experiment with
different layouts of horizontal and vertical categorization
to optimize space based on customer traffic flow and
product demand.

7. Better customer targeting.

Appealing to different demographics: By clearly cate-
gorizing products, retailers can cater to a broader range of
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customers, from budget-conscious shoppers to those look-
ing for luxury items. The layout helps customers quickly
identify products that match their buying intentions and
budget, which can lead to higher satisfaction and loyalty.

Tailored marketing and promotions: Retailers can use
shelf categorization to target specific customer segments
with tailored promotions or discounts for specific product
groups. For example, a store could highlight premium
brands with exclusive offers or bundle general assortment
items together to offer value deals.

8. Consistent branding and store identity.

Clear brand identity: Categorization ensures that each
brand or product category is consistently presented in
alignment with its image. For example, expensive brands
might be placed in more elegant, sophisticated sections,
while more budget-friendly brands could be organized in
straightforward, no-frills sections. This enhances the
overall atmosphere of the store and reinforces the store’s
identity.

Brand loyalty: Over time, customers will associate
specific areas of the store with their favourite products or
brands, leading to stronger brand loyalty. A consistent
categorization system helps reinforce this connection by
making it easier for customers to find their preferred
brands quickly.

9. Competitive advantage.

Differentiation in the marketplace: A well-organized
store with clear categorization of general assortment and
premium products can set a retailer apart from competi-
tors. It creates a more seamless and pleasant shopping
experience, which can attract customers and positive
word-of-mouth referrals.

Customer satisfaction: By providing customers with a
clear, organized, and easy-to-navigate shopping environ-
ment, retailers can increase customer satisfaction, which
ultimately drives higher retention rates and repeat busi-
ness.

The main goal in solving the retailer SSAP is to opti-
mize profits, sales or product movement while maintain-
ing a balanced and accessible store layout. Retailers aim
to:

—maximize product visibility: products that drive
sales should be easily visible and accessible, which can
lead to strategic vertical and horizontal placement;

— increase sales efficiency: allocating more shelf space
to high-demand or high-margin items can increase the
sales of those products while avoiding overstocking less
popular items;

—enhance customer experience: a well-organized shelf
helps customers find what they need quickly, increasing
the likelihood of a purchase. Clear categorization and
logical product positioning are keys to a satisfying shop-
ping experience;

—minimize space wastage: proper categorization can
avoid the underuse of space (e.g., leaving gaps on a shelf
that could be used for additional products).

The object of study is the retailer shelf space alloca-

tion problem with simultaneous horizontal and vertical
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product categorization on the shelves. This problem can
be framed as a linear programming or integer program-
ming optimization problem. The objective function typi-
cally seeks to maximize sales, product movement or prof-
it, subject to constraints related to shelf space availability,
product demand, product compatibility (i.e., products that
should be grouped together), product size and packaging.

The subject of study is the heuristics algorithms for
maximizing profits or product movement when allocating
products on the shelves and specifying the number of
SKUs for each one. Some approaches to solving the prob-
lem include heuristic algorithms (such as genetic algo-
rithms, simulated annealing, or greedy methods) for ap-
proximating optimal solutions and data-driven methods,
where historical sales data and customer behaviour are
used to inform decisions about product placement and
space allocation.

The purpose of the work is to increase the speed and
quality of solution generation by developing heuristics
and introducing the tuning parameters which significantly
reduce the solution space without violating the quality of
the solution obtained.

1 PROBLEM STATEMENT

The model proposed in this study contrasts with the
vertical product categorization models outlined in [1-3],
which emphasize the need for separate storage of products
on different shelves and the allocation of incompatible
items on either the same or different shelves. Unlike these
previous models [1-3], the current approach integrates a
more flexible method of product arrangement, allowing
for better optimization of shelf space. This model also
considers the dynamic relationships between products,
such as complementary separate storage and incompatible
goods, to enhance sales and customer satisfaction. By
refining how products are grouped and allocated, retailers
can improve operational efficiency and increase consumer
purchase behaviour.

The criteria function of the SSAP can be formulated
as follows:

s P2
max 3> 3. pj fijr ()
i=1 j=1r=0
Subject to:
P 2
YO 2 pir fijr <51 )
j=1r=0
V(i,r, j: P > s fiy =01, 3)
V(i,r, j: pje > s = 0], (@)
V(I, j,r)[Xijr < fijl’ < fjmaX], (5)
_ 2
(i, D™ e < D fige < £ 1 (6)
r=0
v(@i, j,N)xjr < P51, ()
2
(i, DI % <11, (8)
r=0
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[inar :inbr] ( )
r=0 r=0
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G, j, 1 R ir] (12)
pjl’
s 2
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i 1r 0
V(J)[ZZ fijr < (14)
i=1r=0
v(j)V(a,b: |a—b|¢1/\a<b,
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V(l J)[H tij 2 injr]’ (16)
DO i A
. ’ (17)
V(Z z fijr =0)]
:El:k r=0
P 2
v(k)[ max ( > > P fijr) -
""" 1:1 r=0
p?=k
' (18)
~ min (Z Z Pir .Jr)<[ max (SI) Ck:|]
i=1,...,S ] =1, r=0
pj =k
Decision variables:
v(@i, j, r)[xjr €{0,3], (19)
Vi, e =LF™ 73, (20)

The constraints signify the following. (2) — the total
product width is within the shelf length. (3) — the product
height must fit the shelf height. (4) — the product depth
must fit the shelf depth. (5) — the product is placed on the
shelf. (6) — minimum and maximum number of product
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SKUs must be within the limits. (7) — specific orientation
(front, side, top) is possible for the product. (8) — only one
specific orientation is possible is possible for the product.
(9) —if products are required to be stored separately, they
must be placed on different shelves. (10) — if products are
marked as incompatible, they must be placed on the same
shelf. (11) — if products are marked as incompatible prod-
ucts, they must not be placed nearby. (12) — product on-
the-shelf placement and SKU relationships. (13) — mini-
mum and maximum number of shelves on which the
product may be placed. (14) — product storage limit if the
product is placed on multiple shelves. (15) — if the prod-
uct is placed on multiple shelves, the shelves must be al-
located nearby. (16) — tags compatibility for the shelves
and products must be satisfied. (17) — minimum category
size if the products from the category are placed on the
shelf must be satisfied. (18) — category size tolerance, i.e.,
products from the category, must possibly be evenly dis-
tributed on the shelves within the category.

There are two decision variables. (19) — the product is
placed on the shelf. (20) — the number of product SKUs.

Binary variables could have the following values.

0, for front orientation

r =<1, for side orientation ;;
2, for top orientation
9 1, if shelf i is tagged|
U 70, otherwise ’
o 1, if specific orientation is available |
pjr = . iy
0, otherwise

p‘f’, if r =0, width for front orientation
Pir = pj—j, if r =1, depth for side orientation | ;
p?, if r =2, height for top orientation
p? , if r =0, depth for front orientation
p?r = p‘]”, if r =1, width for side orientation ¢
p‘f’, if r =2, width for top orientation
p?, if r =0, height for front orientation
p?r = p?, if r =1, height for side orientation ¢,
p? , if r =2, depth for top orientation
oot _otopn
o == 1720 =Py AP =t tor the horizontal,
0, otherwise

e.g. brand products level shelves;
min( pg;0) b =4V}
bttij = ) prttlt =1A5tti ] p%iAb[n o , ~ forthe
0, if pyj =1ns # py Aby ={H"}
1 ifpj =0Ab ={H"}
horizontal and vertical, e.g. general assortment shelves.
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Binary product placement decision variable could
have the following values.

1, if product j is placed on shelf i
on orientation r
0, otherwise

Xijr =

2 REVIEW OF THE LITERATURE

Merchandising and retail literature discussed retail
layout by shelf space management, which aims to identify
the most profitable range of products and their resulting
placement and space distribution on shelves. By analyzing
consumer behaviour and purchasing patterns, researchers
have identified that the strategic placement of products,
considering factors such as visibility and accessibility, can
significantly influence consumer decisions and ultimately
drive higher revenue. Empirical research, such as [4] and
[5] demonstrated that product exposure has a major im-
pact on revenue and is contingent on the shelf location.
The placement of products within prime shelf locations,
such as eye-level or end-cap displays, can increase prod-
uct exposure and lead to higher purchase rates, underscor-
ing the critical role of shelf space allocation in retail prof-
itability. Nevertheless, most models neglect to account for
position visibility instead of focusing on product demand,
space elasticity and cross-elasticity, and inventory man-
agement [6-10].

Some retailing research focuses on maximizing the vi-
sibility of products on shelves to encourage impulse buy-
ing, recognizing that consumer purchases can be strongly
influenced by immediate, unplanned decisions [4-5, 11—
13]. By strategically placing high-margin or attention-
grabbing items in easily accessible and highly visible ar-
eas, retailers can create environments that prompt sponta-
neous purchases. This approach often involves techniques
such as placing products near checkout counters, at eye
level, or within frequent customer pathways to trigger
impulse buying behaviours, ultimately boosting sales and
enhancing store profitability.

There are some principles for marketing managers re-
garding the impulse purchase likelihood among different
product categories with different customers’ adjacency
preferences. Locating the fish aisle next to the fruit and
vegetables aisle would allow consumers to spend much
time in the fruit aisle during the planning of their fish or-
ders. The garment aisle and the cosmetics aisle should lay
close together for female customers. Complementary
packaged food aisles and lentils/oil aisles should lie next
to each other [14].

A product’s value has always been determined by the
direct revenues it generates. However, rather than existing
in isolation, products impact one another’s sales. A large-
scale product network is formed when products are fre-
quently provided as a group of web pages connected by
suggestion hyperlinks in e-commerce environments [15].
This relationship can be particularly seen in retail shelf
space allocation, where products are often placed together
based on complementary purchasing behaviour or cate-
gory relevance. For instance, in brick-and-mortar stores,
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similar or complementary products are grouped to in-
crease the likelihood of impulse buying and cross-selling,
while in e-commerce environments, a product’s value can
also be influenced by its proximity to related items, as
seen through suggestion hyperlinks or “customers also
bought” recommendations. The dynamic nature of prod-
uct networks, where products influence each other’s visi-
bility and purchase probability, emphasizes the impor-
tance of strategically allocating shelf space, both in physi-
cal stores and online, to maximize overall sales and opti-
mize consumer purchasing patterns.

The goal for every retail store is to identify the most
significant differences between substitutable and com-
plementary products which will influence customers’ buy-
ing behaviour or purchase decisions. Substitutable prod-
ucts are those that can be easily replaced by alternatives,
and their placement on shelves should be strategically
positioned to highlight price or quality comparisons, driv-
ing consumers toward their preferred choice. In contrast,
complementary products are those that are often pur-
chased together, and their placement near each other en-
courages bundling or cross-selling, which can increase the
overall value of the transaction. By carefully analyzing
these differences, retailers can make informed decisions
about shelf space allocation, ultimately enhancing the
shopping experience and maximizing sales opportunities.

Under the overall store layout, it is important to decide
which types of products can be positioned next to each
other. This is where the concepts of space distribution and
space layout are interconnected. A store layout would
provide the buyer with logic while allowing the retailer to
accomplish his/her own goals in terms of introducing the
store to customers to as much of the merchandise variety
as possible and increasing the importance of each cus-
tomer’s purchase [16].

In [17] the authors conducted research that examined
the relationship between consumer preferences for spe-
cific product brands and future product demand. They
focused on how these preferences influenced decisions
regarding the allocation of shelf space in retail stores.
Their study suggested that retailers should consider con-
sumer brand choice as a key factor when determining the
optimal amount of shelf space for different products. This
was critical for ensuring that high-demand products were
readily available and visible to consumers, potentially
leading to increased sales [17]. Later, another authors in
[18] introduced an improved model that built upon work
in [17] by incorporating the cost effect. Their model ad-
dressed the need for a more balanced approach, taking
into account not only consumer demand but also the costs
associated with stocking and displaying various products
on store shelves [18].

However, for the buying association between items,
customer behaviours/patterns for product-to-shelf assign-
ment issues should be considered. When shopping in a
supermarket, the customer walks through the store’s
aisles, pauses at some locations, explores his or her con-
siderations, and selects the best choices. This process con-
tinues until the entire shopping trip is completed [19].
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Merchandising and retail shelf space studies empha-
size the importance of efficient shelf space management
to enhance product visibility and optimize sales perform-
ance [20-23].

3 MATERIALS AND METHODS

In the given research, we introduce novel flower-
cutting heuristics aimed at addressing the difficulties
identified in the retail SSAP studies we analyzed. Our
approach includes two distinct heuristic variants, each
characterized by a particular sorting sequence for alloca-
tion. These variants offer different methods for prioritiz-
ing the allocation process, allowing for greater flexibility
in handling various problem scenarios. By incorporating
these innovative sorting strategies, our methodology en-
hances the efficiency and effectiveness of flower-cutting
heuristics solutions, contributing to improved outcomes in
SSAP-related challenges. The two heuristics present al-
ternative ways to optimize the process based on differing
allocation priorities, ensuring better adaptability to differ-
ent sets of constraints.

A series of numbers, which we call in the research as
the shelf allocation, indicates whether a product is put on
the shelf or not. One can arrange items on the shelf in one
of three ways: top-facing (0/3), side-facing (0/2) or front-
facing (0/1). Products are oriented on the shelf according
to the coding system. When the value is zero, the product
is not put on the shelf. A series of numbers, which we call
in the research as the product allocation, indicates how
many SKUs are placed on the shelf.

The following step-by-step instructions outline the
general structure of the new flower-cutting heuristic,
highlighting how tuning and sorting strategies can influ-
ence the shelf and product allocation process and lead to
an efficient solution for the investigated SSAP problem.

Stage 1. Problem initialization. Define the SSAP by
categorization, including the number of shelves, products,
and product categories to which these products belong.
Set up any constraints and requirements for the allocation
on the shelves. Establish success indicators.

Stage 2. Allocation principles. Preparing the garden:
set up the necessary input parameters to define the garden,
which represents a complex solution space. In this meta-
phor, flowers of varying heights and bud sizes, along with
different flower densities in different areas, symbolize
diverse solutions to explore. Each flower represents a
potential solution, and the gardener must prepare to navi-
gate this environment for effective problem-solving. Iden-
tifying flower clearings: create solutions focusing on spe-
cific areas of the garden. It selects clearings that are most
likely to yield optimal results based on predefined criteria.
By narrowing the search area, the heuristic improves effi-
ciency. Inside the selected clearing, many flowers may
grow, so the gardener must establish rules to focus only
on certain flowers, further narrowing the solution space.
Picking the flowers: Solutions are generated using spe-
cific criteria, sorting order, and interval parameters for a
systematic approach. The proposed method, like a gar-
dener, selects flowers from the chosen clearings, leaving
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others to grow according to defined parameters to im-
prove accuracy and efficiency.

Stage 3. Allocation parameters. The Gardener’s
movement path length optimizes the distance travelled by
the gardener, aiming to gather the most high-quality flow-
ers while reducing unnecessary movement. Target flower
height sets the minimum height for flowers to be picked,
focusing on taller, more profitable blooms. Target flower
spacing interval controls the distance between cut flowers
in a patch, ensuring the gardener skips some flowers to
avoid cutting too many in the same area, optimizing the
selection of high-value flowers. Gardener’s basket size
limits the number of flowers picked in one trip, emphasiz-
ing quality over quantity by prioritizing the largest, most
valuable flowers.

Stage 4. Parameters of performance tuning.

Parameters of flower clearing cultivation. Parameter 1
— the minimum number of products that can be allocated
on the shelf while generating product allocations. Parame-
ter 2 — the maximum number of products that can be allo-
cated on the shelf while generating product allocations.
Parameter 3 — the set of profitable groups of products to
be allocated on the shelf.

Parameters for travelling through the chosen flower
clearings. Parameter 4 — the minimum category width
after forming product allocations. Parameter 5 — the max-
imum category width after forming product allocations.
Parameter 6 — if the grouping option (for each total width,
only 1 product allocation with the maximum total profit)
is generated. Parameter 7 — the maximum number of
product allocations on the shelf according to the sorting
order. Parameter 8 — the maximum number of product
allocations of the category prioritized according to the
variant of profitability.

For these paremeters we define sortung rules.

Sorting rule 7.1: category width 1, category profit | —
this prioritizes narrower product allocations that give high
profit.

Sorting rule 7.2: category profit |, category width 1 —
this prioritizes profitable product allocations that allocate
less shelf space.

Sorting rule 8.1: profit |, profit ratio |. Sorting rule
8.2: profit ratio |, profit |.

Parameters for the interval between cut flowers on the
chosen clearings. Parameter 9 — the interval of taking the
product allocations on the shelf after taking all product
allocations according to parameter 7. Parameter 10 — the
maximum number of product allocations on the shelf cre-
ated with the interval parameter 9, the sorting rule is the
same as in parameter 7. Parameter 11 — the interval of
taking the product allocations of the category after taking
all product allocations according to parameter 8. Parame-
ter 12 — the maximum number of product allocations of
the category created with the interval parameter 11; the
sorting rule is the same as in parameter 8.

Parameter of the flowers to be selected to the gar-
dener’s basket. Parameter 13 — the minimum profit for

each category.
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Stage 5. Constraint checking and adjustment. After
each allocation step, verify if the allocation adheres to all
provided constraints. Do not generate allocations with
violation of constraints required to be re-allocated or ad-
justed to maintain feasibility (generate only appropriate
product allocations checking constraints in earlier steps).

Stage 6. Optimization step. The selection approach
continuously refines solutions by not focusing on similar
ones and cutting only the flowers that meet the value cri-
teria. It maximizes profitability while optimizing resource
use, reducing the gardener’s time and preventing the bas-
ket from being overfilled. If applicable, apply a tuning or
improvement of input parameters to fine-tune the genera-
tion of product allocations and re-run the solution-
obtaining procedure from the beginning.

Stage 7. Termination criteria. The algorithm termi-
nates once all products have been allocated on the
shelves, all constraints have been satisfied and the gar-
dener basket is filled up with a set of high-quality flowers
(solutions).

Stage 8. Final allocation output. Return the final allo-
cation plan — the biggest flower from the gardener’s bas-
ket — which includes the optimal or near-optimal alloca-

Width of selected

clearings

tion of products along the shelves based on the chosen
heuristic variant.

The flower garden scenario is depicted in Figure 1,
with particular attention paid to the flower clearing where
flowers — which stand in for possible solutions — are
growing. In the actual solution space, there could be more
than one number of the garden’s chosen parts of the gar-
den to be explored. Above a certain initial height thresh-
old, flowers are cut and arranged in the basket, defining
the flower clearing. Like in the actual world, not all of the
flowers in this particular clearing have been cut; instead,
there is some space between them. Depending on the
clearing, there may be variations in the height thresholds,
widths, and flower intervals. Even if flowers in other
clearings are higher than the thresholds of the chosen
clearing, they are not taken into consideration. Therefore,
the selection of appropriate clearings steered by the tuning
parameters is needed. Finding and choosing the clearings
with the largest blooms is the goal, making sure that no
lucrative clearing is missed. The gardener’s duty is unaf-
fected by the distances between the chosen flower clear-
ings. Only the chosen clearings where the gardener cuts
flowers are used to determine how long it takes the algo-
rithm to generate and choose solutions to be verified.

Cut flowers with some
interval

A

Ll
)

Starting yY
height of the
flower

Put selected flowers
to the basket

- 4 / |

A
Figure 1 — Looking for clearings to pick flowers and picking flowers with Intervals on the clearing

4 EXPERIMENTS

The computer program implementing the proposed
heuristics was developed. The experiment was conducted
on a personal computer with the following technical char-
acteristics. Processor: AMD Ryzen 5 1600 Six-Core Pro-
cessor 3.20 GHz. System type: 64-bit Operation System,
x64-based processor. RAM: 16 GB. Operation system:
Windows 10

There were three sets of products prepared. In each
set, there were 10, 15, 20 products that needed to be
placed on four shelf racks measured by different lengths
of shelf: 250, 375, 500, 625, and 750 cm. The products in
each set differed with the range of parameters such as
dimensions, including height, depth, width, and move-
ment/profit.

In order to define distinct category areas for product
distribution on the rack, two vertical category partitions
were made for product sets. Making the best use of shelf
space by efficiently arranging the products within the
categories in the rack was the aim of this problem.
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The experimental design incorporated a range of retail
constraints, allowing for a comprehensive analysis of the
heuristics’ performance under varied conditions. Through
the use of different testing scenarios, the study high-
lighted the adaptability of the heuristics when dealing
with fluctuating parameters and complex problem set-
tings. By varying the input data across multiple test cases,
the experiments provided critical data on the heuristics’
efficiency, shedding light on their strengths and areas for
improvement.

The testing methodology was meticulously crafted to
ensure that the heuristics could be evaluated against both
small-scale and large-scale problems, providing a well-
rounded assessment. The integration of diverse configura-
tions into the experiment enabled a deep dive into the
heuristics’ behaviour, ensuring their relevance and appli-
cability to a wide range of practical shelf space allocation
problems.

Table 1 illustrates the heuristic settings used in the test
examples experiment. For small instances with 10 prod-
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ucts, one parameter was applied. To reduce the solution
space, all 13 parameters were used for larger instances (20
products). Medium instances with 15 products utilized 10
parameters. Both heuristic strategies employed the same
input parameters to minimize the solution space.

Table 1 — The set of parameters used in the test instances
Number of products
10 15 20
Parameter 1 - =
Parameter 2 -
Parameter 3 -
Parameter 4 -
Parameter 5 —
Parameter 6 -
Parameter 7 -
Parameter 8 -
Parameter 9 -
Parameter 10 -
Parameter 11 -
Parameter 12 -
Parameter 13

5 RESULTS

Table 2 compares the performance of two newly in-
troduced heuristics, H1 and H2, with the best results
achieved by the commercial CPLEX solver. This com-
parison spans multiple test cases and focuses on the profit
ratio, which indicates the proportion of profit generated
by the heuristics relative to the optimal profit determined
by CPLEX. For each heuristic and test case, the profit
ratio was calculated to assess how closely the heuristics
approximated the optimal solutions.

The analysis provides valuable insights into the effec-
tiveness of the heuristics in solving the problem. By ex-
amining the profit ratio across different test cases, the
evaluation shows how well H1 and H2 perform compared
to the commercial solver. This approach offers a clear
measure of the heuristics’ performance in real-world ap-
plications. Additionally, the table presents the solution
time for each heuristic test case, offering a comprehensive
view of both the efficiency and accuracy of the methods.

Table 3 illustrates the impact of adding parameters 7—
12 to reduce the solution space. For the smallest example
(a set of 10 products), an assessment of product alloca-
tions without parameters, these parameters were provided
and all produced product allocations were evaluated.
Therefore, there is no information about them in this ta-
ble. The percentages in Table 2 illustrate the ratio be-
tween the evaluated solutions and those that were ob-
tained following the application of the prior reduction
parameters. This implies that just a portion of the solu-
tions were evaluated even after the solution space reduc-
tion parameters were applied.

Parameter 6 (the grouping option) was applied to 15
and 20 product sets instances except for the smallest 10
products one, after which parameter 7 was applied also to
these two product sets. After all product allocations on the
shelf specified by parameter 7 were taken, the interval of
taking the product allocations on the shelf (parameter 9)
was set to 2, and a number of product allocations speci-

Tuning parameter
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fied by parameter 10 were taken. The number of product
allocations taken with interval (parameter 10) was signifi-
cantly less compared to the previous number of product
allocations (parameter 7) because the quality of them is
lower.

Table 3 also illustrates the impact of reducing the so-
lution space by utilizing category parameters 8, 12. After
all product allocations generated for the category speci-
fied by parameter 8 were taken, the interval of taking the
product allocations for the category (parameter 11) was
set to 2, and a number of product allocations specified by
parameter 12 were taken. The number of product alloca-
tions taken with interval (parameter 12) was significantly
less compared to the previous number of product alloca-
tions (parameter 8) because the quality of them is lower.

Table 4 describes the values chosen for reduction pa-
rameters 4 and 5, which represent the minimum and max-
imum category widths once product allocations are
formed.

After determining the potential product allocations on
each shelf, the average category width may be calculated.
Even though the precise product allocations that will be
selected for the final solution are unknown, they still en-
able the estimation of category width and profit.

Parameter 4, which determines the minimum category
width after product allocations are formed, has one value
set. This value is compared to the average category width
of the product allocations and the shelf width to ensure
accuracy.

A percentage of the shelf width is used to represent
parameter 5, or the maximum category width. Addition-
ally, it contrasted with the average shelf width and cate-
gory width of the product allocations. The mentioned pa-
rameters were not applied to the 10-product instances,
therefore there is no information about them in Table 4.

Table 4 also shows the results of determining values
for the category profit parameter 13. All instances used
this parameter for reducing the solution space.

Table 5 displays the number of product allocations
and solutions generated by heuristics H1 and H2. These
allocations yielded solutions or product allocations that
satisfy all criteria.

Constraint violations, however, can make it impossi-
ble to develop a solution if insufficient product allocations
are looked at. When the option with the largest overall
profit was selected from the group of possibilities, the
main goal was accomplished. Because of the specific cri-
teria used in each heuristic, heuristics H1 and H2 yield
different numbers of solutions even though they use the
same steering settings. The number of product allocations
employed in both techniques was the same.

The total number of shelf allocations in a general case
is (r+1)™ =4,

The number 4 signifies the various ways a product can
be allocated: (1) not displayed on the shelf, (2) displayed
on the shelf facing forward, (3) displayed on the shelf
sideways, and (4) displayed on the shelf from the top.
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Table 2 — Performance of the developed heuristics

Products | Shelf width Profit ratio of H1 Profit ratio of H2 | Time of H1, minutes | Time of H2, minutes Time of CPLEX, s
10 250 100.00% 100.00% 0.06 0.08 0.44
375 100.00% 100.00% 0.11 0.17 0.59
500 100.00% 100.00% 151 1.49 0.45
625 100.00% 100.00% 0.60 0.56 0.78
750 100.00% 100.00% 0.58 0.60 0.36
15 250 100.00% 99.98% 0.48 3.28 0.56
375 99.80% 100.00% 1.15 18.74 0.75
500 100.00% 100.00% 1.01 17.74 0.86
625 100.00% 100.00% 1.57 1.40 0.78
750 100.00% 100.00% 1.65 1.65 0.81
20 250 99.94% 100.00% 0.67 0.66 1.08
375 100.00% 100.00% 1.85 1.86 1.38
500 100.00% 100.00% 1.33 1.54 0.84
625 99.88% 100.00% 1.27 1.27 1.20
750 100.00% 100.00% 2.93 4.36 0.86
Minimum 99.80% 99.98% 0.06 0.08 0.36
Average 99.97% 100.00% 1.12 3.69 0.78
Maximum 100.00% 100.00% 2.93 18.74 1.38
Table 3 — The usage of the maximum number of product allocations on the shelf (Parameters 7, 10)
and for the category (Parameters 8, 12) for heuristics H1 and H2
Checked allocations on shelves Checked_ al I_ocanons on Checked allocations for Checkeq aIIo_cat!ons bl
(parameter 7) shelves with intervals (pa- categories (parameter 8) categories with interval
rameter 10 (parameter 12)
PJgg_ \i?g‘tl; Shelf 2 Shelf 3 Shelf 4 Shelf2 | Shelf3 | Shelf4 Category 1 Category 2 Catelgory Category 2
15 250 57.37% | 100.00% | 100.00% 1.25% | 10.03% 2.58% 2.74% 22.59% 0.34% 2.82%
375 10.00% | 80.24% | 20.67% 0.42% | 3.66% 0.81% 6.37% 21.26% 0.29% 0.97%
500 3.76% 32.97% 7.25% 0.18% 1.65% 0.34% 6.12% 37.71% 0.51% 3.14%
625 2.75% 24.82% 5.10% 0.09% 0.85% 0.17% 13.18% 100.00% 0.94%
750 1.88% 16.92% 3.36% 1.02% 1.67% 3.08% 7.11% 37.03% 0.51% 2.64%
20 250 10.25% | 13.35% | 27.73% 0.16% | 0.26% 0.36% 100.00% 46.60% 1.94%
375 1.57% 1.85% 2.55% 0.40% 0.69% 1.16% 100.00% 100.00%
500 3.98% 6.88% 11.63% 0.07% 0.17% 0.09% 20.06% 67.04% 1.43% 2.79%
625 0.72% 1.71% 0.90% 0.01% | 0.03% 0.01% 100.00% 31.80% 1.77%
750 0.11% 0.31% 0.14% 1.25% | 10.03% 2.58% 100.00% 74.37% 7.44%
Minimum 0.11% 0.31% 0.14% 0.01% | 0.03% 0.01% 2.74% 21.26% 0.29% 0.97%
Average 39.49% 51.94% 45.29% 0.93% 2.11% 0.96% 63.71% 69.23% 0.67% 2.94%
Maximum | 100.00% | 100.00% | 100.00% 5.74% | 10.03% 3.08% 100.00% 100.00% 1.43% 7.44%

Table 4 — The usage of the minimum and maximum width after forming product allocations (parameters 4 and 5) and usage of the
minimum category profit (parameter 13)

Minimum width of the - - Maximum width of the Maximum width of | Minimum profit of the
= Minimum width of the

P = category compared to category compared to category compared to the category com- category compared to
é = the average category the shelf width (pa- the average category pared to the shelf the average category
o = width of product allo- rameter 4) width of product allo- width (parameter 5) profit of product allo-
o > cations (parameter 4) cations (parameter 5) cations (parameter 13)
Cat. 1 Cat. 2 Cat. 1 Cat. 2 Cat. 1 Cat. 2 Cat. 1 Cat. 2 Cat. 1 Cat. 2

10 250 - - - - - - - - 107% 31%
375 - - - - - - - - 87% 108%

500 - - - - - - - - 80% 80%

625 - - - - - - - - 73% 108%

750 - - - - - - - - 98% 92%

15 250 80% 47% 44% 26% 124% 95% 68% 52% 141% 61%
375 83% 63% 45% 35% 112% 107% 61% 59% 131% 87%

500 78% 73% 43% 40% 93% 106% 51% 58% 112% 102%

625 111% 44% 61% 24% 138% 70% 75% 38% 149% 73%

750 110% 61% 60% 33% 125% 7% 68% 42% 143% 74%

20 250 96% 46% 54% 26% 129% 79% 2% 44% 165% 24%
375 106% 53% 59% 29% 135% 70% 75% 39% 158% 31%

500 116% 52% 62% 28% 134% 75% 2% 40% 164% 37%

625 119% 58% 62% 30% 138% 76% 2% 40% 165% 43%

750 102% 83% 52% 43% 117% 92% 60% 47% 150% 62%
Minimum 78% 44% 43% 24% 93% 70% 51% 38% 73% 24%
Average 100% 58% 54% 31% 150% 124% 78% 64% 128% 67%
Maximum 119% 83% 62% 43% 212% 212% 100% 100% 165% 108%
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Table 5 — Numbers of generated product allocations and solu-
tions in heuristics H1, H2

Number of
generated
Products Shelf product ’:zm?iirngf Number of
width | allocations H1 solutions H2
to be
checked
10 250 6.17-10° 5.96-10* 5.96-10*
375 3.67-10° 9.31.10* 9.31-10*
500 9.59.10° 1.31.10° 1.31.10°
625 2.51-10° 5.18.10° 5.18-10°
750 5.27-10° 5.20-10° 5.20-10°
15 250 2.58-10° 2.10-10° 1.49-10°
375 8.93.10° 6.64-10° 1.06-10"
500 1.56-10° 3.51-10° 1.02.107
625 3.10.10° 7.31.10* 7.70-10*
750 1.86-10° 1.15.10° 4.81.10°
20 250 2.12.10" 1.80-10" 3.05-10°
375 2.86:10’ 1.00-10° 1.00-10°
500 6.25.10° 3.60-10° 1.14.10°
625 2.23:107 2.00-10° 2.70-10°
750 2.71.10° 9.29-10* 1.20-10°
Minimum | 5.27.10° 2.00-10° 1.00-10°
Average | 1.06.10° 2.02:10° 1.67-10°
Maximum | 8.93.10° 1.31-10° 1.06-10"

Each product has the option to be placed in only one
among the available orientations based on the product
package. The total number of product allocation possibili-
ties for any set of products can be determined using for-
mula

P :
H(fjmax _ fjmm +1)S )
j=1

Additionally, this calculation accounts for every po-
tential positioning choice for each product. Therefore, as
the number of products increases, the number of possible
allocations grows.

Table 6 displays the number of possible shelf and
product allocations in the general scenario, which corre-
sponds to the entire solution space as calculated by the
previously given equations. However, Table 5 shows a
significant difference between the number of shelf and
product allocations produced by heuristics H1 and H2.

Table 6 — Numbers of all possible shelf and product allocations
in the general case

Number of shelf Number of product

Products . .
allocations allocations
10 1.21-10% 1.10-10%
15 1.33.10% 1.15-10"
20 1.46-10% 1.21-10™

This illustrates how employing heuristic rules with
steering parameters is both very valid and useful. These
instinctive rules are very logical and useful for directing
decision-making. They are strong problem-solving tools
that use logical thinking and real-world insights to suc-
cessfully negotiate challenging situations. They are effec-
tive problem-solving tools that successfully navigate dif-
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ficult circumstances by applying reasoned reasoning and
practical insights.

6 DISCUSSION

The proposed flower-picking heuristics provides the
following key advantages.

—enhanced problem handling. The heuristic’s category-
based approach enables it to tackle complex problems more
efficiently by focusing on relevant groups of items, reduc-
ing the complexity compared to individual item processing.
This method allows for better optimization of space and
resources in retail stores or other structured environments;

— customizable parameter settings. The pre-solution in-
vestigation allows the heuristic to customize its parameter
settings based on the problem’s specific characteristics.
This adaptability ensures that the heuristic can perform well
across a variety of problem types, improving its generaliza-
tion potential;

—adaptive input parameters improving through itera-
tion. The iterative tuning of parameters means that the heu-
ristic can evolve and improve as it interacts with the prob-
lem. This dynamic changing of input parameters process
helps it better navigate the solution space or changes in the
problem’s structure, making it more robust and flexible in
the long term;

— optimization of termination logic. The heuristic’s
termination condition is tailored to the problem’s needs
rather than being based on arbitrary iteration limits. Inte-
grating various tuning parameters ensures that the algo-
rithm concludes only when a sufficient number of viable
solutions have been identified, preventing unnecessary
computations and promoting more efficient problem-
solving;

— cost-effectiveness. Due to its ability to focus only on
the most relevant parts of the solution space and its flexibil-
ity in parameter adjustment, the heuristic reduces the need
for extensive computational resources, making it a more
cost-effective solution for large-scale problems;

—increased accuracy. By refining parameters through
iteration and pre-solution investigation, the heuristic is able
to deliver more accurate and effective solutions. This in-
creases its reliability, especially in complex scenarios with
multiple interacting variables;

— greater adaptability to real-world problems. The com-
bination of category-based optimization, iterative adjust-
ments, and flexible termination criteria allows the heuristic
to adapt to real-world scenarios where problems may
evolve or require a more tailored solution approach over
time. This makes the method particularly suitable for dy-
namic environments like inventory management, logistics,
or warehouse design;

— efficient resource utilization. By intelligently narrow-
ing down the solution space and stopping once a satisfac-
tory set of solutions has been found, the heuristic optimizes
the use of computational and time resources, ensuring that
solutions are reached in a timely and resource-efficient
manner.
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CONCLUSIONS

In this study, we investigate a model for the retail
SSAP that incorporates both vertical and horizontal prod-
uct categorization on the shelves. The model accounts for
key constraints such as the need to store certain products
on different shelves due to safety concerns, odour issues,
or potential chemical reactions. Additionally, it considers
the importance of not placing products from the same
category side by side if they could cause confusion for
customers or pickers. The model allows for flexibility in
the division between vertical categories, which can be
either rigid or more adaptable based on the store’s spe-
cific layout and product types. Furthermore, it designates
specific shelf levels for both brand-specific and general
assortment products, ensuring efficient space usage and
product organization. This approach optimizes both ac-
cessibility and safety, ultimately enhancing the customer
experience while maintaining effective inventory man-
agement.

The retailer SSAP with vertical and horizontal catego-
rization is commonly used in supermarkets (managing
aisles with multiple product categories such as fresh food,
canned goods, cleaning products, etc), apparel stores (Al-
locating space across different clothing categories, sizes,
and brands), and electronics retailers (organizing shelves
for various gadgets, accessories, and brands).

The retailer SSAP, with vertical and horizontal cate-
gorization, focuses on optimizing the arrangement of
products on the shelves in a way that maximizes sales,
ensures product visibility, improves the shopping experi-
ence, and minimizes space wastage. It involves balancing
product demand, accessibility, and the overall store layout
strategy.

The scientific novelty of the obtained results lies in
the development of two variants of new heuristics called
flower-cutting heuristics that provide innovative solutions
to complex problems within the retail store. These heuris-
tics introduce novel approaches for optimizing products
on the shelves. Unlike previous methods, the new heuris-
tics take into account multiple dynamic factors and could
be steered by the set of parameters appropriate for in-
stances of different sizes. Additionally, the heuristics of-
fer greater flexibility and adaptability, allowing for ad-
justments based on real-time data and changing store con-
ditions. This advancement represents a significant step
forward in improving the efficiency of product placement
strategies in retail environments. Furthermore, the heuris-
tics demonstrate improved performance in terms of both
operational efficiency and customer satisfaction, offering
a valuable contribution to the field of retail optimization.

The practical significance of the results lies in the
development of heuristics called the flower-cutting heu-
ristics and 13 steering parameters, which allow a quick
search of the solution space and obtain high-quality re-
sults, along with the execution of experiments to assess
the properties of the modelled SSAP. These experimental
findings provide valuable insights, making it possible to
recommend the proposed indicators for practical use in
real-world scenarios.
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Prospects for further research are to study the ap-
plicability of the SSAP model and the heuristics for vari-
ous store sizes and product types, accommodating future
growth and changes in the retail environment. In other
words, future research in this area could explore several
promising directions to further enhance the efficiency and
effectiveness of retail store SSAP models. One potential
direction is the integration of advanced machine learning
and artificial intelligence techniques to dynamically adjust
product categorization and shelf allocation based on real-
time data, such as customer purchasing behaviour, stock
levels, and demand patterns. Another area of exploration
could be the development of more sophisticated algo-
rithms for optimizing product placement that consider not
only physical constraints but also factors such as shelf
visibility, accessibility, and customer preferences.
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VY]IK 004.023
OINTUMI3BALIA HA OCHOBI EBPUCTHUKH 3BUPAHHSA KBITIB JJIs1 TIPOBJIEMHA PO3IIOALTY ITPOCTOPY

YepusixoBebka K. C. — nokrop ¢inocodii, Buianayd xadeapu ynpasiiHHs IpoliecaMu BpoIyiaBcbkoro yHiBepcUTETY €KOHOMI-
KH 1 6i3Hecy, Bpomyas, [Tonbima.

Cy66otin C. O. — 1-p TexH. Hayk, npodecop, 3aBigyBad kadeapu nporpamMHux 3aco6iB HarionansHoro yHiBepcurety «3armopi-
3bKa IMOJIiTeXHIKa», 3anopixoks, YKpaiHa.

AHOTAIISL

AKTyanbHicTb. JloCTipKyeThes MpobieMa po3HOAiTy IPOCTOPY Ha MOJIMILIX 3 HASBHOIO BEPTHKAIBHOIO Ta TOPU3OHTAIBHOIO Ka-
TErOPHU3AII€I0 MPOAYKTIB, SKi TAKOXK BKIIOYAIOTh MPOIYKTH 3aralbHOr0 aCOPTUMEHTY Ta OpeHmoBoro acoptuMenty. OkpiMm Toro, B
MOJIeTi HasiBHI TaKOX MPOJAYKTH 3 Pi3HUMHU BUMaraHHsIMH IIOJ0 yMOB 30epiraHHs, KOTpi IIOBHHHI 30epiraTics Ha pi3HUX MONHUIAX, a
TaK0)X HECYMIiCHI MPOIYKTH, KOTpi IOBHHHI 30€piraloThesl Ha OJHIN MOJHIT, ajie He Topyd.

MeTta po6oTH mojsrae B ToMy, 1100 MakcHMi3yBaTd MpUOYTOK, TOBapHUW pyX abo0 MpOAaxi Micis pO3MIILEHHS MPOIYKTIB Ha
MOJIUISIX Mara3yHy, BU3HAYMBILY MOJIULIO IS IPOAYKTY Ta KUIBKICTh HOTO CKIIQACHKUX OJMHUILb.

Metoa. Y nociipKeHHI 3alIpOIIOHOBAHO JIBa BapiaHTH €BPUCTHKY 3 PI3HUMHM IPaBUIIAMH COPTYBAaHHs BCEPEMHI, SIKi BAKOPHCTO-
BYIOTBCS SIK HiJXiJ 10 BUPILIEHHS MPOOJIEMH PO3IOALTY IIPOCTOPY Ha MOJULAX 5 HASBHOIO BUAMMOIO TOPU3OHTAIBHOIO Ta BEPTHKA-
JIBHOIO KAaTeropu3aLi€io MpoayKTiB. JJOCHi/KeHHsT TaKOX OXOIUTIOE 3acTocyBaHHs 13 po3po0JIeHHX MapaMeTpiB yIpaBlIiHHSI €BPHUC-
THUKaMH, IPU3HAYCHUX IS eK3EMIULIPIB PI3HUX PO3MIpIB, IO J03BOJISIE OTPUMATH €KOHOMIYHO €()EKTUBHE PIILICHHS BHCOKOI SIKOCTI.

Pe3yjbTaTH OTpHMaHI 3a JOMOMOTOK €BPUCTHK, MOPIBHIOBAIM 3 ONTHMAJIbHUMH DPIIICHHSAMH, ONPAlbOBAHUMH KOMEPLIHHUM
BupimyBaueM CPLEX. E¢exTruBHICTS 3aIIporOHOBaHNX €BPUCTHUK i MPUAATHICTH ITApaMeTpiB YIPaBIiHHS OyJI0 NPOIEMOHCTPOBAHO
IXHBOIO 3/IaTHICTIO 3HAYHO 3MEHIIUTH MPOCTIP HOIIYKyBaHb, IIPU I[bOMY JOCATAIOUHN OakaHMX pe3ysbTaTiB. OOU/IBI €BPUCTUKH I10-
CJTITOBHO CTBOPIOBANIM PIllICHHS 3 sAKiCTHO, 110 nepepuinyBana 99.80% mis espuctuku H1 i 99.98% mis eBpuctuku H2. EBpuctuka
H1 3naiiiuia 12 onTumansHUX pilleHb, a eBprcTHka H2 3Haiinma ax 14 ontuManbHuX pimeHs 3 15 ek3eMIuisIpiB TecTyBaHHS, Mij-
KPECIIOIYH X HaAiiHICTh i epEeKTHBHICTB.

BucHoBkn. Oco0aMBOCTI TOCIIIIKYBaHOI MOZIETI MOXYTh BUKOPUCTOBYBATH CYNEpPMapKeTH, MarasuHu OJsIry, po3apiOHi Topro-
BIIi E€NEKTPOHIKK. JlOTPHUMYIOUUCH OMICAHHX €TalliB CTBOPCHHS CBPHCTHUKH Ta METOIB KOPUTYBaHHS MapaMeTpiB, AUCTPHO’IOTOp
MOJKE CHCTEMAaTHYHO PO3POOIIATH, YTOUHIOBATH Ta PO3TOPTATH €BPUCTHYHHI alTOPUTM, KU e(pEeKTUBHO BUPIMIy€E MOTOYHI Mpobie-
MH PO3IOIUTY Ha IOJINLAX, OyXydr HaTiHHUM 1 MacIITaOOBaHIM.

KJIIOYOBI CJIOBA: eBpucTHKa, pO3HOALT MiCIsI Ha TOJUIX, Tpo0ieMa proK3aKa, Mponec NPHHHSITTS PillleHb.
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OIITUMAJIbHUM PO3NO/L]I OBMEXEHUX PECYPCIB B
MYJbTHITPOHECOPHUX CUCTEMAX

Kocoaan A. 1. — 1-p ¢i3.-mar. Hayk, npodecop, nmpodecop kadenpu KOMI IOTEPHUX HAyK Ta iH(OPMAIIHHUX TeX-
HoJIoTii JIHINMPOBCHKOTO HalioOHANBEHOTO YHiBepcuTetry iM. Onecs 'onvapa, [{ninpo, Ykpaina.

AHOTANIA

AKTyasnbHicTh. B po0oTi po3risgaoTbesi MyJIbTUIPOLIECOPHI CHCTEMH, sKi CKIaIaloThesi 3 Oe3iiui mpoecopiB 3 3aralibHO0
ONepaTUBHOIO 1aM’ATTi0. EdexTuBHICTh QYHKIIOHYBAaHHS TaKUX CHCTEM 3aJIEXKHUTh Bijl onepaliifiHoi cucreMu. Bona noBunHHa 3a6e3-
MIEYNTH PIBHOMIpHE 3aBaHTAKEHHS MPOIECOPIB 3aBIAHHSAMH, TIPH SKOMY IIKOBE HABAHTAXXCHHS HA OMEPATHUBHY MaM'sTh Oyae MiHi-
ManbHUM. Lle mocuTh ckiagHa mpobieMa. B naHiit poOoTi BoHa po3B’sA3y€eThes MIIIXOM MOOYAOBH ONTHUMI3AlIHHUX MOJETEH Ta po3-
po6Koro epeKTHUBHUX eBPUCTHYHMX aIropuTMiB. JlaHa mpoGiiemMa po3B’s3yeThes B Ba eTand. Ha mepmiomy erami 3HaXOIUTHCS OM-
THMaJIbHE 3aBaHTaXEHHS IIPOLIECOPIB 3aBJaHHIMH, a Ha JPYroMy — MiHIMIi3aIlisl MKOBOTO HaBaHTA)KEHHS ONepaTHBHOI mam’sti. [lo-
Oy/Z0BaHO JCKibKa ONTHUMI3aLidHUX MOJEINCH 1€l 3amadi, Ui pO3B’A3yBaHHS SKUX C€(PCKTUBHHUM € METOJ TOYHOI KBaIpaTHYHOT
perymspuzauii. Po3po0iieni Takox epeKkTHBHI eBpUCTHYHI adropuT™u. [IpoBeneHi NOpiBHSIBHI 00UNCITIOBANBHI €KCIEPUMEHTH, SIKi
MiATBEPDKYIOTh €EKTUBHICTH 3alIPOIIOHOBAHOT TEXHOJIOTIT PO3B’I3yBaHHs JaHOT IPOOIeMH.

Merta po6oru. Po3pobka MaTeMaTHYHUX ONTHUMI3AIliHHUX MOJENEH, METO/IIB Ta alrOPUTMIB ONTHMAIIBHOTO PO3IOAITY pecypciB
B MYJIBTHIPOLIECOPHUX CHCTEMAX.

Meton. EQexTuBHIM € JBOETAHUIA PO3B 30K AaHOI MpoOIeMH. 3amponoHOBAaHO JCKibKa ONTHMI3aliiHUX MOAEJEH, sSKi Mic-
TATH OyJieBi 3MiHHI. Taki MO/ JOCUTH CKIAIHI IS 3HAXOKCHHS ONTHMAIBHIX PO3B’3KiB. JJIs iX po3B’A3yBaHHS NPOIIOHYETHCS
BHUKOPHCTOBYBATH METOJ] TOYHOI KBafpaTHIHOI perymsipusanii. L{eif meton ontuMizamii BHKOPUCTOBY€ETHCS BIIEpIIIE U JAHOTO Kila-
Cy 3aJad4, TOMy BiH MoTpeOyBaB po3pOOKH BiJIIOBITHOTO alTOPUTMIYHOTO 3a0e3redeHHs. B onepamiiHuX cucrtemax, sk IpaBHIIo,
peanizyloThCsl eBPUCTHYHI aNropuTMU. TOMYy NPONOHYIOThCS e(EeKTHBHI €BPUCTUYHI aITOPUTMH, SIKI BHKOPHCTOBYIOTH (hiHAIBHUI
MPUHIIAI, 110 3HAYHO MOKPAIIy€e PO3B 30K 3a1ai.

PesyabraTn. [To6ynoBani HOBI onTHMI3auiiiHi MOAENI PO3MOALTY OOMEKEHHX PECypCiB B MYJIbTHIIPOLIECOPHUX CHCTeMax. Po3-
pobieHi eeKTHBHI €BPUCTHYHI aJrOPUTMH, SKi pealtizoBaui nporpamuo 3acobamu VBA B makeri Excel. Pospobiiene Takox mpo-
rpamMHe 3a0e3neyYeHHs 11 BBEACHH MOYaTKOBHUX JaHUX ONTHUMIi3alifHUX MOZEJEH, M0 CIpomlye iX po3s’si3yBaHHs. [IpuBeneHi pe-

3yJIbTaTH OOYUCITIOBAHUX EKCTICPHMEHTIB.

BucnoBknu. Po3pobiena HoBa e(eKTHBHA TEXHOJOTiS ONTUMAIBHOTO PO3MOJULY pecypciB B MYJIBTHIIPOLIECOPHUX CHCTEMax.
Po3pobieHi eBpUCTHYHI alTOPUTMH, SIKi peanizoBaHi nporpamHo. IIpoBesieHi 00UHCITIOBANIBHI €KCIIEPUMEHTH MiTBEPIAXKYIOTh eek-

THBHICTB 3aIIPOIIOHOBAHOT TEXHOJIOTIT pO3B’sI3yBaHHs 3a/1aui.

KJIFOYOBI CJIOBA: MyJIbTHIIPOIIECOPHI CHCTEMH, ONTUMI3AIiiHI MO/, 3a1a4i 3 OyJIeBUMHU 3MiHHUMH, CBPUCTUYHI aJlTOPH-
TMH, METO/I TOYHOI KBaJpaTU4HOI perysipu3auii, GiHaTbHUN TPUHLIMIL

ABPEBIATYPHU
Solver — nan6ymosa Excel;
OpenSolver — nandynosa Excel 3 Binkputum Ko10M;
EQR - TouHa KBajipaTUuHa peryispu3arlis.

HOMEHKJIATYPA

ti — manGynosa EXxcel 3 BiskpuTHM KOIOM;

tjj — yac BUKOHAHHS i-TO 3aBJaHHS HA j-My IIPOLIECOPI;

Vj — 00CsT OlepaTUBHOI TaM sITi JUIs i-TO 3aBJIaHHS;

T — MmiHIMaJIbHHUI Yac BUKOHAHHS BCIX 3aBJaHb,

V — mikoBe HaBaHTa)KCHHS Ha OTIEPATUBHY IIaM SITh;

S, I — mapaMeTpu KBapaTHIHOI Peryisipu3aliii;

d - 3minna metony EQR;

Xjj — OyyieBa 3MiHHa, 5IKa JOPIBHIOE OAMHHULI, SKIIO i-
TE 3aBJIAHHS BUKOHYETBCS j-M MPOIIECOPOM;

[IX||? - kBazpar EBKITi0BOi HOPMa BEKTOPY X;

tik — OyJieBa 3MiHHA, sIKa TOPIBHIOE OJMHUII, SKIIO i-T€
3aBJIaHHS BUKOHY€ETHCS B MOMEHT Yacy K;

Xj — 9ac 10YaTKy BUKOHAHHS i-TO 3aBJaHHS;

N — KUTBKICTh 3aBIaHb MYJIBTUIIPOIIECOPHOI CHCTEMH;

M — KUIBKICTh MPOLECOPIB MYJIBTHIIPOLIECOPHOI CHC-
TEMHU,

| — 3MiHHa iHIEKCIB CyM, TapaMeTpiB Ta 3MiHHUX;

j — 3MiHHa iHIEKCIB CyM, TapaMeTpiB Ta 3MiHHHUX;

K — 3MiHHa 1HIEKCIB CyM, MapaMeTpiB Ta 3MIHHUX;
© Kocomnan A. 1., 2025
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gi(t, Xi, V;) — KycKOBO-TIOCTiliHa (QYHKILSI TpadiKy i-ro
3aBJIAHHS;
lj — MHOXXHHA 3aBIaHb j-TO IPOLECOpPa.

BCTYII

CporojHi icHye 0e3Jiu BaXJTUBHX 33/1a4 B Pi3HUX ra-
Jy3sX JIFOJICHKOI JisUTBHOCTI, SIKI Ile HE MOXYTb OyTH
eheKTUBHO pO3B’si3aHI 332  JIOMIOMOTOK  CYYaCHHUX
KOMIT'FOTEpHUX cucTeM. Taki 3a7aui BiTHOCATHCS O Kiia-
cy NP-cknaganx. IToTyXHOCTI cydyacHUX KOMIT FOTEPHUX
CHCTEM HEJOCTATHBO Ul PO3B’sI3yBaHHs Takux 3angad. Lli
3amavi MOXKYTh OyTH PO3B’s3aHi 32 PaxyHOK BIOCKOHA-
JICHHS MaTeMaTHYHUX MoJielield, po3poOKy HOBUX Ta ede-
KTUBHUX METOJIB Ta alTOPUTMIB, a TaKOX 3a PaxyHOK
3017BIIEHHS TOTYXKHOCTI OOYHCIIOBATBHUX CHCTEM. B
HAaIll 9yac 301TBIICHHS MOTYKHOCTI OOYNCITIOBAIBHUX CHUC-
TEeM BiZAOYBA€THCS NUISXOM PO3POOKH MYJIBTHUIIPOIIECOP-
HUX CHUCTEM. 3 SIBJIAIOTHCSA OaraTosACpHI Mmpolecopu, Oy-
JIYIOTBCS MYJIBTHIIPOLIECOPH, SIKI MOXKYTh MICTUTH COTHI 1
TUCSYl TpoliecopiB. BiamosigHo Taki cuctemMu OyayTh
npamoBatd e(eKTHBHO, SKIIO BCi MPOIECcOpH OyayThb
3aBaHT@)XEHI PIBHOMIPHO, a pecypcH ONepaTuBHOI
mam’ati OyAyTh PO3MOAUIATHCS ONTHMAIBHO. 3a edekTu-
BHICTh pOOOTH MYIBTHIIPOIICCOPHUX CHCTEM BiJIIMOBiNaE
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ix omepauiiiHa cucrema. B Ham yac MyJbTHIIPOLECOPHI
olepaliiiHi CHCTeMH 3HaXOAThCS B IIPOLIECI PO3BUTKY.

B MynbTHIpOIIECOPHHUX cHUCTEMax omepaliiiHa cucTe-
Ma BU3Hayae€, SKi 3aBJaHHS OyAyTh BHUKOHYBAaTHCS Ha
SIKMX TIPOIIECOpax i B SKOMY MOPSIKY, 1100 MiKOBE HaBaH-
Ta)KCHHS Ha 3arajbHy OIEpaTHBHY IaM’sITh OyJo MiHiMa-
apHEM. 151 3agaua MoXxe po3B’A3yBaTHCS LUIIXOM MOOY-
JIOBH ONTHMI3allifHIX Moenel, abo po3poOkoro edekTu-
BHUX CBPUCTHYHHX anropuT™miB. ONTHMi3amiiHi Momeri
OyayTh MicTuTH OyneBi 3MiHHI 1 MOXKYTh OyTH JIiHIHHIMUA
a0o xBagpaTuaHUMHU. [|J1s pO3B’A3yBaHHS TaKUX 3aad, SIK
NPaBHJIO, BHKOPHUCTOBYIOTBCS METOIHM PO3TalyXKeHb Ta
rpanunp. Lle TouHi MeToay, ane IS 3HaXOMKEHHS OITH-
MaJIbHUX pO3B’SI3KiB BOHM IMOTPEeOYIOTh ITOCUTH 0araro
yacy. Taki mMeroam peani3oBaHi NMPOTpaMHO, 30KpeMa B
nanoynosax Solver, OpenSolver nakery Excel. HanOymo-
Ba OpenSolver 3 BigkpuTuM KoJ0M Oibll eheKTUBHA Ta
JI03BOJISIE PO3B’SI3yBaTH 3a/]1aui BEJIMKOI PO3MIpHOCTI. AJe
00YHCITIOBAJIbHI SKCIICPHUMEHTH TTOKa3aJH, 10 i Iporpa-
MH YacTo IePeIIacHO 3aBepIIYIOTh PO3PAxXyHKH i HE 3Ha-
XOIATh ONTHMANbHI Po3B’s3KkH. [lokazaHO, IO Kpamioro
QIBTEPHATHBOIO LM IPOrpaMaM € METOJl TOYHOI KBaJpa-
THYHOI peryisipusariii [1], skuit BAKOPHUCTOBYE TEX TPO-
rpamy OpenSolver, ane mis neperBopeHoi 3amaui. Llei
MeToJl MoTpedye Al pO3B’sI3yBaHHs 3aJiadi IOCUTh Majo
4acy 1 3HaXOJUTh Kpallli po3B’ 3K 3a/1a4i.

ANBTEpHATUBOIO ONTHUMI3alliiHUM MOJEISIM € PO3-
poOka epeKTHBHMX €BPUCTHYHUX aidropurmis. Taxi anro-
PUTMH MOXXYTh PO3B’sI3yBaTH 3a/1adi, HABITh BEJIMKOI pO3-
MIPHOCTI, 3a oJi cekyHau. [loka3zaHo, 10 Taki alropuT-
MH MOXYTbh OyTH BIOCKOHAJICHI IIIIXOM BHKOPHCTaHHS
¢inanpHOrO MpuHOMITY. Lleit mpuHIMO mosArae B TOMY,
o0 A7 PO3B’S3YBaHHS 3aJadi BHKOPHUCTOBYETHCS IBa
anroputMmy. [licns 3aBeprieHHs poOOTH MEPIIOTO aNTOpPH-
TMY 3aITyCKa€ThCsl HACTYITHUN aJlTOPUTM, SIKMH ITOKpallye
pO3B’s130K 3amayi. Sk moka3zanu OOYHCIIOBaJbHI EKCIIe-
PUMEHTHU TaKUW NPUHIUI JO3BOJIAE€ MalKe 3aBXKIU 3Ha-
XOJWTH ONTHUMAJIbHI PO3B’S3KM B 3ajadi PO3MOJLIY Ha-
BaHT)XEHHS MYJIbTUIIPOLIECOPHUX CHUCTEM.

O0’ekTOM fAOCTIMKEHHSI JITaHOT POOOTH € MYJIBTH-
MPOLIECOPHI CHCTEMH, ONIEPALiifHI CHCTEMH TaKUX CHCTEM
Ta IX ONTUMalbHEe (PYHKIIIOHYBaHHS.

IpenmeToM AOCTIIKEHHS € ONTHUMI3aIliitHI MoOJEi
MYJIBTHIIPOLIECOPHUX CHUCTEM Ta €(PEeKTHBHI CBPUCTHYHI
AITOPUTMH ONTHMAJIBHOTO PO3MOIITYy pPecypciB B TaKuX
CHCTEMaX.

MeTo AaHOT0 JOCTIIZKEHHSI € PO3pOOKa ONTHMI3a-
IHHUX MOJIeNICH MyJIBTHIIPOIIECOPHUX CUCTEM 3 PO3IMOJIi-
JIOM OOMEKEHHMX pecypciB Ta MoOyaoBa BiJIOBITHHX
e(EeKTUBHUX EBPUCTHYHUX AJITOPUTMIB.

1 ITIOCTAHOBKA 3AJIAYUI

Posrisiaethcst MyJIBTHIIPOLIECOPHA CHCTEMA, SIKa Mic-
TUTH M MPOIECOPIB PIBHOI MOTYKHOCTI Ta N 3aBHaHb, SKi
HeoOxigHo BukoHaTH (N > M). Jljis KOXKHOTO i-T0 3aBjaH-
HA BiJOMHH Yac BHKOHAaHHA tj Ta 00csAr omepaTuBHOL
mam’gti V. HeoOXigHo BUKOHATH BCl 3aBIaHHS 3a MiHiMa-
JBHUH Yac Tak, I00 miKoBe HABAaHTa)KEHHS Ha OIEPaTHB-
Hy nam’siTh OyJi0 MiHIMajdbHUM. TakuM YMHOM, BXIJTHUMH
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JaHUMH 33j1a4i € HaGip mapamerpis (N, m, t;, v;, i =1,...,n).
BuxigHuMu 1aHuMHM 3a71a4i € Xjj — 9ac Mo4aTKy BUKOHAH-
HS i-TO 3aBJAHHS HA j-My MpoIiecopi, abo MOCiiIOBHICTh
X BUKOHaHHS Ha KOXKHOMY IpOILIECOpi, MiHIMaJILHUH 4ac
T BUKOHAHHS BCiX 3aBJaHb Ta MiHIMAaJILHE ITIKOBE HaBaH-
TakeHHs V Ha ONEpaTHBHY IaM’SITh MYJIbTHIIPOIICCOPHOT
CHUCTEMH.

Kputepiem onrtumizanii Oyae miHiManbpHe 3HaYCHHS V
mpu MiHIManeHOMY T. 3amada Mae AeKiTbKa OOMEKEHb.
30kpema, KOKHE 3aBJIaHHS MOBHHHO OyTH BHKOHAHO, OJI-
HOYACHO KOXEH MPOIECOp MOKE BUKOHYBATH TIIbKU OJ1-
He 3aBJaHHA, IO O3Ha4ae Xjj + ti < X abo X + t < Xij,
T0OTO ab0 i-Te 3aBHaHHS TEpeaye BHKOHAHHIO K-ro 3a-
BJaHHs, a00 HaBMAaKH /sl KOKHOTO mponecopy. Lli ymoBu
pIBHO3HAYHI KBaJpPAaTHYHUM OOMexeHHAM (Xij + ti — Xy)
(X + t — Xij) < 0. TepMiH BUKOHAHHS KOXHOTO 3aBIaHHS
Oyzne menue T, To0TO X;j + i< T, Vij, a 06csr oneparus-
HOI Imam’ATi B KOKHHUII MOMEHT Yacy He IEpEeBHILYy€ 3Ha-
yenHs V. BUKOHAaHHS OCTaHHLOIO OOMEKEHHS JOCTATHLEO
MEPEBIPUTA B MOMCHT MMOYATKy BHKOHAHHS KOXXHOTO 3a-
BIaHHs. Taky yMOBY 3a/laTH JJOCHTh CKJI3JIHO i BOHa Oyze
BU3HAYCHA MPH MOOYTIOBI MATEMAaTUYHOT MOJICII IIIISIXOM
BBEJICHHS JIOJIATKOBUX OyneBux 3MiHHMX. Kpim Toro, He-
00XiZJTHO BpaxyBaTH TEXHi4HI OOMEXEHHs, 30KpeMma, B
MOMEHT TI0YaTKy BMKOHAHHS i-TO 3aBJaHHs Ha j-My IpO-
[eCopi MOXKe BUKOHYBATHUCS He Oubiie M — 1 3aBmaHb Ha
IHIIUX Tporecopax. TakuM YHHOM, BUXIIHUMH IaHUMU
3afadi € Habip (X, Vij, T, V).

Jana 3ajava po3riSIIAETHCS, KOJNU KOXKHE 3aBJIaHHS
BUKOHY€ThCs 6€3 nepepuBanb abo 3 nepepuBanHsIMu. Jis
3ajadi 3 MepepuBaHHAMHU 3aa€Thcs KBAaHT dacy (. Tomi
KOXKHE 3aBJIaHHS BHKOHYETHCS He OLIbIIEe KBaHTY 4Yacy,
MICJISE YOT0 BUKOHAHHS 3aBIaHHs TIEPEPUBAETHCS 1 IPOIIC-
COp TMOYMHAE BUKOHYBATH HACTYIIHE 3aBJaHHS Ta 3T0JIOM
MOBEPTAETHCSI HA BHKOHAHHS IIEPEPBAHOIO 3aBJaHHS.
KoxHy yacTHHY NepepBaHOrO 3aBJaHHS MOXHA PO3TIIs-
JIATH SIK OKpEeMe 3aBJIaHHS, [0 MPU3BOIUTH JI0 301IbIICH-
HS KUTBKOCTI 3aBJIaHb B 3a]1a4i 3 ICPEPUBaHHIMH.

Jlana 3aiaua po3B’si3y€eThes B JBa eTanu. Ha nepuiomy
eTar BCi 3aBJaHHs PO3NOAUISIOTHCS 110 TPOIECOpaM CHUC-
TEMH TaK, 100 JYac BUKOHAHHS BCiX 3aBlaHb OyB MiHiMa-
npHUM. SIKmIo Bei tj € mimmMu 1 9ac poOOTH TpoliecopiB
BiJPi3HAETHCS HE OUIBINE HiJK HA OJAWHUIIO, TO TaKUil po3-
MOJTLT 3aBJIaHb Oy/J€ ONTHMAIBHUM.

Ha ogpyromy erami, micinsi po3nojiny 3aBJiaHb,
PO3B’S3y€EThCS 3aj7iaya MiHIMI3aIll MKOBOTO HABaHTaKCH-
HSl ONEPaTHBHOI MaM’ATi MYJbTHUIPOLECOPHOI CHUCTEMH.
Ie mocsiraeThest MUTSIXOM TIEPEYTIOPSIKYBAHHS BUKOHAHHS
3aBJlaHb Ha KOKHOMY IPOIIECOPI.

PosrisnyTa 3amaua fgomyckae pizHi y3aranbHeHHS. 30-
KpeMa 3aBJaHHS MOXYTh MOCTYIAaTH B pEaibHOMY dYaci,
TEPMiH IX BUKOHAHHS MO)Ke OyTH HEBIIOMUH, TaKOX TaKi
3aBIaHHSI MOXYTh OyTH B3a€MOIIOB’A3aHi, IO HAKIAJa€e
JIOJTATKOB1 JIIHIHHI YMOBHM Ha TOPSIOK BHKOHAHHS 3aB-
JlaHb, Hanpuknai, Xj + ti < X, 3agadi 3 HUMH y3arajb-
HEHHSIMH MOXYTh OyTH e(EeKTHBHO pO3B’si3aHi, SKIIO
3Haii/ieHi eeKTUBHI aNrOpUTMU PO3B’S3yBaHHS IOCTAB-

JIEHOI 3a/1aui.
OPEN a ACCESS
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2 0IJIs 4 JIITEPATYPU

[Mepiui myOmikamii mpucBsiueHi OaaHCyBaHHIO HaBaH-
Ta)KEHHSI MYJIFTHIIPOIIECOPHUX CHCTEM PO3IOYAINCS LIE B
70-x pokax munysoro crouitrs [2—3]. B po6ori [4] Gyi0
MOKa3aHo, 10 MaiXkKe BCi 3a/1a4i, OB’ s3aHi 3 MyJIBTHIIPO-
LIECOPHUMH CHUCTEMaMH, BimHOcAThCs 10 kiacy NP-
CKIamHuX. B TOl 4Yac moOymoBaHI MaTeMaTH4HI MOJEINI
JIAHOTO KJIacy 3afad Majii IepeBaKHO TEOPETUYHHH Xa-
paktep. CkiamHicTs IpodIeMn CHIOHyKalla po3pooKy Oe3-
T4l eBPUCTUYHUX aJTOPUTMIB PIBHOMIPHOTO 3aBaHTa-
seHHs1 poriecopiB [5—11], mo BaxuBO 1ist eheKTUBHOT
napajensHoi 00poOkn maHmX. Taki TOCTiIKEHHS aKTya-
nbHI 10 Hamroro vacy [12]. 3uauna yBara Gyna npumineHa
po3po0Ili eheKTUBHUX aNropuTMIB OalaHCYBaHHS HaBaH-
TaXCHHS MYJIBTHIIPOLECOPHUX CHCTEM IS PI3HUX yMOB
ix ¢yHkuioHyBaHHs. Taki adropuTMu MOXKHa 3HalTH B
monorpadii [13], me Takox mpuBeAeHI ONTHUMi3aIiiHI
KBaJipaTU4Hi Mojeni, aje 0e3 ypaxyBaHHSIM Iam’siTi. 3a-
YB&XHMO, IO 337a4y ONTHUMAaJIbHOTO 3aBAaHTAKECHHS MYy-
JIBTUIPOLIECOPHOI CHCTEMH MOXKHA MEPETBOPUTH JI0 MY-
JIBTUMOJATIBHOI 3a7a4i mpo prok3ak [13-14], ame Taka
3aJja4a TEK HE BPAaxXOBY€ 3aBAHTAXKCHICTh ONEPAaTHBHOI
nam’siTi MyJIbTHIIPOLIECOPHOI CHCTEMH.

3 MATEPIAJIX I METOJHU
Hocuts mpocto moOyayBaTH ONTHMI3ALiHY MOJIENb
ONITUMAJIFHOTO PO3IOILUTY 3aBIaHb B MYJBTHIIPOLIECOPHIN
CHCTEMi 10 KPHUTEpir0 MiHiMi3allii 9acy 3aBepUICHHS BH-
KOHaHHS BCIX 3aBJaHb. Taka MOJeNb Ma€ HACTYITHUN BH-
TSI,

n m
min{T | > tix; <T,j=1...m, > xj =Li=1..,n,
i=1 j=1

Xij =0v] Vlj},

(1)

Ae T — yac BUKOHaHHs 3aBJiaHb, Xjj— OyJeBi 3MiHHI. 3MiH-
Ha Xjj = 1, sIKIIO i-Te 3aBIAHHS BUKOHYETBCS Ha J-My IpO-
1ecopi, iHakIe Taka 3MiHHa JOpiBHIOE Hyiro. JlaHy Mo-
JIeTIb JIETKO PO3IIMPHUTH HA BHIIAJIOK, KOJH AEsKi 3aB/IaH-
HSl [IOBMHHI BUKOHYBaTHCSl B 33jlaHOMy mopsiaky. Tomxi
Mmojenb (1) HeoOXiqHO JOMOBHUTH JiHIHHHUMH OOMEKEH-
HAMH BUTIIARY Xjj + §j < Xy, sIKe 03Hauae, 1o K-Te 3aBnaHHs
Oyle BUKOHYBATHCS MICIs i-rO 3aBIAHHs Ha j-My TpoIle-
copi. Takux oOMexeHb MOKe OyTH JEKiJbKa.

SIKimo mporecopy pi3HOI MOTYXKHOCTI, TO 3ajada Om-
TUMAJIHOTO PO3MOALTY 3aBJIaHb OyJe MaTH BHIJIS

n m
min{T |ztijxij <T, j =1...,m, ZXij =1i=1..,n,
i=1 j=1 (2)

Xij =0v], VIJ},

3amaui (1)—(2) € nixiliHuMu 3 OyneBUMH 3MiHHUMH.
KinbkicTe 3MIHHUX AOpiBHIOE NM+1, a KiIbKiCTH 0OMe-
xeHb N+ m + 1. I1i 3aga4yi MoxHa pO3B’sI3aTH B IMaKeTi
Excel nanbynosoro OpenSolver. [lst 3agay mainoi po3mi-
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pHOCTI L TporpaMa J03BOJISIE OTPUMATH ONTHUMaJbHi
po3B’s3KU. AJie BKe i 24 3aBIaHb i YOTHPHOX MPOIIE-
COpIB 1151 IPOTrpaMa He 3HAMIUIA ONTUMAIBHUMN PO3B’SI30K.
Hasenemo pani miei 3agaui. Yac BUKOHAHHS 3aBIaHb J10-
piuroe (3, 49, 11, 41, 14, 38, 3, 16, 21, 16, 38, 17, 25, 11,
26, 28, 17, 12, 32, 45, 32, 24, 38, 29). [Ilporpama
OpenSolver 3maiinnia HacTymHWNA Yac poOOTH KOXKHOTO
nporiecopy (148, 153, 153, 152) B Toif 9ac, K ONTHMAIb-
HHUM 9acoM poOOTH KOXKHOTO mpotiecopy € (152, 151, 151,
152), 1o Ha OIHY OJMHHIIO Yacy Kpare. 3i 3pOCTaHHAM
po3MipHOCTI 3amaui g pi3HUOA Oyne 30iTbITyBaTHCH,
KpiM TOTO, Yac po3s’s3yBaHHsA 3amadi (1) mporpamoro
OpenSolver Gyme mBUAKO 3pOCTATH.

KBanparnuna perymspusariist 3agadi (1) 3BoauTs 1 10
HACTYIHOI

n
max{|[x |7 T +s+(r =D x|*<d, > t;x; <T.j=1..m,
i=1

m n m
Yoxij =Li=1...0 3> % %) +r | x|P<d.0<x<1}.
j=1 i=1j=1

©)

3agava (3) He MmicTHTh OyNeBHX 3MiHHHX, TOMY ii
po3B’si3yBanHs nporpamoro OpenSolver 3aiimae fomi ce-
KyHIu. J[1s oTpHMaHHS ONTHMAaJIbHOTO PO3B’A3KY 3a/1adi
(1) meroa EQR motpebye 10-20 po3s’s3yBanb 3agadi (3)
nporpamoro OpenSolver, ass 3pocTarouux 3HadeHs d o-
TH He BHKOHAeThCs yMoBa F||X||° = d 3 3aganoi0 TouHiCTIO.

[Ticns po3noxiny 3aBaaHb KOXKEH IPOLECOP MOXKE BU-
KOHYBaTH CBOi 3aBIaHHS B JOBUIBHIH MOCIIIOBHOCTI.
AJe, SKIIO KOXKHE 3aBIaHHS MOTpedye 3amaHuii obcsr
OTIEpPaTUBHOI ITaM’sTi, TO TOCIHiZOBHICTh BHKOHAHHS 3a-
BJaHb KOXKHHUM IIPOIIECOPOM OyJe BIUIMBATH Ha IIKOBE
HaBaHTAXCHHS orepaTuBHOI mam sTi. [loOymyemo Momens
MiHIMI3aI[ii MIKOBOTO  HABaHTAXEHHS  OMEPATHBHOI
mmam’ sITi.

[IpencraBuMo BUKOHAHHS 3aBJaHb y BUTILANI rpadika,
Jie KOKHE 3aBJIaHHS 300pa)XEHO BiJPi3KOM, JOBXHHA KO-
ro JOpIBHIOE Yacy BUKOHAHHS 3aBJaHHs, a IO OCi OpIu-
HAT TaKWA BIAPI3OK CIIBIAAA€E 3 OOCSATOM OIEpPaTUBHOL
mam’ati Vi. Toxi cyma Bcix Bimpi3kiB Oyme rpadikom 3a-
BaHTaXXCHHA OonepaTuBHOI mam’sti. [IpencraBEMO KOX-
HUH BiZPi30K KyCKOBO-TOCTiHHOIO (yHKItEw gi(t, X;, V).
OTprMaeMO HACTYITHY MOJEINb 3aAadi

mindV [ %+t <T,i=1...n,04 +t —X;)(xj +t; —%) <0,

Vi Ligi (Xj, %) <V, j=L...1}. (4)
i=l

3anaua (4) MicTUTh HETiHIMHI KBaJpaTH4Hi OOMEKEH-
Hs, SIKI 33Jal0Th YMOBY IIOCJIIOBHOTO BHMKOHaHHS 3a-
BIIaHb Ha KOXXHOMY Hporecopi. AGo i-Te 3aBiaHHA Iepe-
Jlye BUKOHAHHI j-ro 3aBiaHHs, ab0 HaBmaku. OOMexeHHs
3agadi (4) HEOMyKIIi 1 TOMY MOPOIXKYIOTh 1l MyJTbTUMO/A-
JBHICTB. Y CKIIAQIHIOE 3a1a4y i OOMEXCHHS Ha ONIePaTHBHY
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mam’siTh, SIKE MICTUTh KYCKOBO-TIOCTIMHI (yHKIi. 3amadya
(4) micTuTh MiHIMaNbHY KUTBKiCTh 3MiHHHX N+1 Ta Kinb-

. n,n
KiCTh 0OMEKEHD E(__l) +2n He auBis4nch Ha HeBe-
m

JIMKY PO3MipHICTh 3amadi (4), i ckiagHo po3B’s3arH, 10
OB’ s13aHO 3 po3puBHIcTIO QyHKIH Ji(t, X, Vi).

PosrnmsiHeMO anbTepHATHBHY Moaeib 3amadi (4). By-
JIEMO JIOIYCKaTH, 110 Yac BUKOHAHHS KOXKHOTO 3aBJIaHHS
€ umM yuciioM. [ToctaBUMO y BiANOBITHICTH KOXKHOMY
i-My 3aBIaHHIO MMOCIITOBHICTH OiHapHUX umncen ty. Hucmo
YHcel TaKoi MOCIIIOBHOCTI JIopiBHIOE T. SKII0 3aBmaHHs
00pOOIIETHCS MPOIECOPOM, TO BIAIMOBIMHI YHCIA MOCHTI-
JIOBHOCTI JTOPIBHIOIOTH OJWHMIII, i1HAKIIC BOHU JTOPIBHIO-
0Th Hymro. Toni 3amada MiHIMi3alii MIKOBOTO HaBaHTa-
JKCHHS OTIEPATUBHOI TaM sITi Oy/le MaTH BUTIIAL

n T

mln{V |zVitik SV,k =1..,T, ztik :ti,i =1..,n,
i=1 k=1

3ty <L VjK, ty =0v 1, Vik}, ()

|€|j

e |;— MHOXUHa 3aBaHb, 10 BUKOHYIOTBCS J-M HPOLIECO-
pom. 3anaua (5) e niniliHoto 3 OyeBUMHU 3MiHHUMH. Kiib-
KicTh 3MiHHHX JOpiBHIOE NT+1, a KijbKicTh 0OMEKEeHb
T(n+1)+n. Hanpukaz, aast po3riisHyTol BHIIE 3a1a4i 3 4-
Ma mpouecopamu i 24 3aBmaHHsMU Oyznemo Mmatu 3648
OyneBux 3MminHuX i 5824 obmexenns. 3amaua (5) momyc-
Ka€ BUKOHAHHS 3aBJAaHb 3 IepepUBaHHAMH. I8 BHKO-
HaHHS 3aBJaHb Oe3 IepephBaHb HEOOXiTHO J00aBUTH
HACTYIHI 0OMEeXEeHHS

T-1
g(tik +tik+l)2 2 4(tl _1) +1,| :1,...,n. (6)

Oobmexenns (6) 3Boauth 3amauy (5) M0 KBaapaTHUHOI.
BpaxoByroun Benuky po3MipHicTe 3amaui (5) ii mocuth
CKJIaJTHO PO3B’SI3aTH HABITH JJIS 337]a4 HEBEJIUKOI PO3MIp-
HOCTI.

bymemo BmockonamoBatd momens (4). s 1soro
BBEZIEMO OyneBi 3MiHHI Zj = 1, AKIIO i-Te 3aBJaHHs BUKO-
HYy€TbCSl B MOMEHT [104aTKy BUKOHAHHS j-TO 3aBJAHHA 1 Zjj
= 0 inakure. To/i MOBUHHI BUKOHYBaTHCSI OOMEXEHHS

(X +t = X)(Xj = %) 2 0,Vi= ],

SIKi BAKOHYETBCSI TUIBKH TO[, KOJIM B MOMEHT IIOYaTKYy |-
TO 3aBJaHHS BUKOHYETBhCA i-T€ 3aBHaHHA. AJie MEepIIHid
MHO>KHHK IIOBUHEH OyTH OiNIbIIe HYJIS, TOMY

(X +t =X —€)(X; — %) = 0,Vi= ], 9)

ne € —Maie goaatHe yncio. Lle kBagpaTinaHe oOMeKeHHS
3aMIHMMO JIIHIHHUMH 0OMEXEHHSIMU
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Q(Zij —1) S(Xi +ti —Xj —8),Vi * j, (10)

Q(Zij —1)S(Xj —Xi),Vi * j, (11)

n

ae Q :Zti (Benuke nomatHe ymcio). Toxi 0OMeKeHHS
i=1

Ha ONEpPaTHBHY I1aM’SITh OYIyTh MaTH BHUIIIS

Vi+Zj¢izji SV,i=1,...,n. (12)

3amiHa OCTaHHLOIO OOMEKEHHS B 3a1a4i (4) Ha OOMEXEH-
as1 (9)—(12) npusBoaUTE 10 HOBOT MOJIENI
min{V | x; +t; <T,i=1...,n,
(X +t = X;)(Xj +1; —=%) <0, Vi j,
Q(zjj ) <(x + —X; —¢), Vi,
Q(zj; =) < (xj —x;), Vi ],
Vi +Zj¢izji SV,I :1,,n}

(13)

Keanmpatuuni oomexenHs 3amadi (13) Texx MoxkHa 3ami-
HUTH JIHIHHUMHA

06+t =) SQUL— ;). Vi (14)

(Xj +1; = %) <Qyy, Vi # J, (15)

Je Yij = 1, Ao i-Te 3aBJjaHHs BUKOHYEThCS paHille j-ro
3aBpaHHA 1 Y;; = 0, skmo Hapnaku. 3agava (13) micng 3a-
MiHH KBaJpaTH4HuX oOMexxeHb Ha (14)—(15) crae miHii-
HOIO.

KinpkicTe JofaTHUX 3HauyeHb Zjj Oyae JOpiBHIOBATH
n(m-1), ToMy 101a€MO TIIe OOMEKEHHS

(16)

M=
.MB

z;j =n(m-1).
1

Il
LN
I

3ayBaKMMO, IO SKIIO Ha MHOXXHHI 3aBIaHb 3aJlaHO
YaCTKOBE YHOPSAAKYBaHHS, TO JaHI MOZIeNi HeoOXimHO
JIOTIOBHUTH BiAITOBIIHUMH JIIHIHHUMHA OOMEKEHHAMU.

AJBTEpHATUBOIO PO3POOJICHUM ONTUMI3AIITHAM MO-
JeTsIM MOXKYTh OyTH €BPHCTHYHI alrOPUTMU. MU mporo-
Hye€MO [1Ba TakuxX ainroputmy. llepmmii anroputm Oyze
PO3IOAINIATH 3aBAAaHHS IO MPOLIECOpaM, a IPYyTUil — MiHi-
Mi3yBaTH MiKOBE HABAHTAXKEHHS OIIEPATUBHOI ITaM ATi.

Auropurm 1.

Kpoxk 1. YnopsinkyeMo Bci 3aBaHHSI B MOPAJKY CIa-
JIaHHS yacy iX BUKOHaHHSI.

Kpok 2. Bynemo po3naBaTu mocniioBHO (B MOPSIKY
4yepru) 3aBJaHHA THM MpoLecopaM, sKi MepIli 3aKiHdy-
10Th 00pOOKY 3aBIaHb.

Kpoxk 3. IlepeBipsiemo, uu MOKHa OOMIHATH 3aBIAHHS
JIBOX TIPOIIECOPIB 3 HAWOUIPIIMM Ta HAHMEHIINM YacoM
poboTH TpH SKOMY pPi3HHUIM YaciB poOOTH IO MOIYITIO
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UX MpoluecopiB Oyzae MiHiManbHOIO. Jlani uei mpouec
MOBTOPIOEMO 10 THX Mip, JOTH TakKa 3aMiHa MOXKJIMBA,
iHaKIe poboTa aJropuTMy 3aKiHUYEThCS.

IcHyrOUi anropuTMM BKJIIOYAIOTH TUIBKHM MEpIIi J1Ba
KpOKH. AJle, SIK MOKa3ajd eKCIIEPUMEHTH, IIi J1Ba KPOKH
HE JAI0Th ONTHUMANBHUHA po3noxin 3aBranb. Kpok 3 pea-
ni3ye iHANBHUN TPUHINI i MOXKEe OyTH OKPEMHUM alro-
PHUTMOM.

AJroput™m 2.

Kpox 1. BukopuctoByeMO pO3IIISHYTHI BHIE ajro-
puTt™ 1 Ui po3noainy 3aBAaHb IO MPOLIECOPAM.

Kpok 2. Jlnsi HemapHUX HOMEpIB IPOLECOPIB yIIOpsi-
KyEMO 3aBJIaHHs 110 CHaJaHHIO OOCSTiB ONepaTuBHOT
nam’sTi, a JUIs NapHUX — 110 3POCTaHHIO 00CSATIB ONepaTH-
BHOT Iam’STi.

Kpok 3. [lInsxoM nonapHoi nepecTaHOBKY 3aB/iaHb Ha
KO’KHOMY ITpOILIECOpi 3HaWJEMO IEePeCcTaHOBKY, sIKa MaK-
CHMaJIHO 3MEHIIUTD ITIKOBE HABAaHTAXXEHHS OIEPaTUBHOI
mam’sti. el mpomec mpomoBXKYETbCS TOTH Taka mepe-
CTAHOBKA MOJKJIUBA.

B oMy anropuT™mi Ha Kpori 3 Tex peainizyerbes di-
HaJbHUM NPUHIUIIL.

Po3rnsHyTi anropuT™MHu peanizoBaHi IPOTpaMHO 3aco-
6amu VBA nis Excel 10. Ha Bxoi miel mporpamMu MaemMo
TEepMiHM BUKOHAHHS 3aBJaHb Ta iX OOCSTH OnepaTHBHOL
mam’sTi, SKi 3aHOCATBCS Ha apkKymr Excel B mBi konoHKH.
TTonBiMHUM KIAU@AHHSAM MUIII BHKIUKAETHCS I1aJIOTOBE
BIKHO B sIKE€ BHOCHTBCS KIJIbKICTh 3aBJaHb Ta KUIBKICTh
npouecopiB. Pe3ynpTaT po3paxyHKy (3aBIaHHS KOKHOTO
MPOLIECOPY Ta MOPSAOK IX BHKOHAHHS) BHHOCSATHCS HA
apkym Excel pa3oM 3 mikoBUM HaBaHTa)XCHHSM OIICpPATH-
BHOT maM’siTi. {1 3ama4 BEMUKOi pO3MIpHOCTI Imporpama
3HAaXOIHUTh PO3B’S30K 3a1adi 3a 10Ji CeKyHau. B miamoro-
B€ BIKHO IPOTPaMHU MOKHA BBECTH KBAaHT Yacy 1 TOAi mpo-
rpama po3i®’e KOXKHE 3aBIaHHS KBaHTOM dacy Ta 3Hanze
MIKOBE HAaBaHTAXXCHHs ONEPAaTHBHOI Nam’sTi 3 Hepepu-
BaHHSIMH BUKOHAHHS 3aBJIaHb.

4 EKCIEPUMEHTHU

ExcniepumenTtu npoBoawinch B maketi Excel 10. s
PO3B’3yBaHHS 3alPOIIOHOBAHUX ONTUMI3AIHHAX MOjie-
neil BUKOpHCTOBYBanach Hamdymoa OpenSolver, a s
pO3B’3yBaHHS 3a/lad 3a alropuTMaMH OyJia HamucaHa
mporpama. JlaHi s 9acy BUKOHAHHS 3aBJaHb Ta OOCSTIB
OTEpPaTHBHOI MaM’ATi OOMpaNWCs MiIi YUCia JAaTIUKOM
BUITQJIKOBHX YMCEI B 3aJJaHUX Mexax. [y po3B’a3yBaHHs
3ajja4l 1O 3alpOIIOHOBAaHMM MOJIENSIM  HaAOy/I0BOIO
OpenSolver neo6xinHo Ha apkymn Excel Beecti mouyartko-
Bi mani. Ile yac BUKOHAHHS KOXKHOTO 3aBIaHHs, 00CIT X
OIIEpaTHBHOI MaM’ATi Ta MOYaTKOBI 3MiHHI 3aga4i. Kpim
TOrO HEOOXiZHO BBEeCTH (GOPMYIM LINBOBHX (QYHKIIH Ta
obmexenp 3amaui. s 3amau (1), (5) BBecTH dopmynu
JOCUTBH TIPOCTO, BpaxoByrouu Te, mo Excel nossossie xo-
miroBat popmyu. Arne miist 3anaq (4), (13) BBectu dop-
MyIH JOCUTH CKIIaaHO. Hampuknan, misd 3amadi 3 N = 24 i
m = 4 Tinpku oxHa Popmyna (Bckoro 24 takux (GopmyI)
Mae BUTIIA]

=H5+IF(AND(C14>=D14;C14<114);15;0)+IF(AND(C
14>=D15;C14<115);16;0)+IF(AND(C14>=D16;C14<116)
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;17,0)+1IF(AND(C14>=D17;C14<I17);18;0)+IF(AND(C14
>=D18;C14<118); 19; 0)+IF(AND(C14>=D19; C14<I19);
110;0)+IF(AND(C14>=E14;C14<J14),;J5;0)+IF(AND(C1
4>=E15;C14<J15);J6;0)+IF(AND(C14>=E16; C14<J16);
J7;0)+IF(AND(C14>=E17;C14<J17);J8;0)+IF(AND(C14
>=E18;C14<J18);J9;0)+IF(AND(C14>=E19;C14<J19);J1
0;0)+IF(AND(C14>=F14;C14<K14);K5;0)+IF(AND(C14
>=F15;C14<K15);K6;0)+IF(AND(C14>=F16;C14<K16);
K7;0)+IF(AND(C14>=F17;C14<K17);K8;0)+IF(AND(C
14>=F18;C14<K18);K9;0)+IF(AND(C14>=F19;C14<K1
9); K10; 0)

[1{o0 HEe AOMYCTUTH MOMHIIOK, Oyia po3pobieHa mpo-
rpama, sika BBOIUTH (OpMyITH JUIs [TUX 3a7ad.

IIpoBeneHi eKCOCPUMEHTH TIOKAa3ajH, 110 anroputM 1
Maibke 3aBKIH 3HAXOUTh ONTHMATBHUN PO3B’A30K 33]a-
yi (1). PosrnsiHeMO mpuKiIag 3 TphOMa MPOIECOPAaMH Ta
15 zagmannsmu t=(5,9,1,3,7,6,2,2,6,9,4,1,8,8,
4). TIporpama OpenSolver i anropurm 1 3Haiim onTu-
MaJbHAN pO3B’SI30K MaHOI 3a1advi, SKAH TOKa3aHUH B
tabn. 1. Ase 11 po3B’s3KH Pi3Hi.

Tabnuus 1 — Po3’si30k 3azaui (1)
OpenSolver | Anropurm 1

Pi | Pa| P3| P | Pa| Ps

| B N o O
@| | o | ©
Al ©f N N W
~N| W[ | © o
©| O N N o
H| 00| o | b

SIKio BpaxoByBaTH OOCAT ONEPAaTHBHOI IaM’sTi JUis
JaHoi 3amaui, Hanpukiax, vV = (38, 31, 30, 24, 12, 11, 12,
17, 28, 30, 31, 26, 21, 15, 3) 1 KOXKHOTO 3aBIAHHSI, TO
po3B’s3yBanHs 3anaui (5) mporpamoro OpenSolver mpo-
TATOM TPHOX TOAMH HE JAN0 pe3ysibTary. Po3MipHICTH
npuBeneHoi 3amadi: 375 OyneBux 3MmiHHEHX i 415 oOme-
JKeHb. ANTOpUTM 2 3HAHIIOB pO3B’SA30K IIi€l 3amadi
(taby. 2) 3 MIKOBUM HAaBaHTAXEHHAM Ha OICPATHBHY
mam’a16 80.

Tabmuns 2 — Po3B’s130K 3aJa4i aITOpUTMOM 2

t %
Pi| P2 | P3| Pi| Pa| Ps
5 6| 4138 |11 | 31
91 2| 1|31|12]| 26
12| 8|3 (17|21
3 6| 8|24 |28 |15
7 9| 41|12 | 30 3
Hami  3agava (5) s JaHOTO  IPUKIALY

po3B’si3yBanacs MeronoM EQR 3 BukopucranHsm Hanoy-
noeu OpenSolver. 3a oaHy xBuimuHy OyJ0 3HaiigeHO
PO3B’S30K i€l 3aa4i 3 MKOBUM HABAaHTAXXCHHSAM Ha OTIe-
paTHBHY TIaM’SATh PIBHUM /2, TIPH I[bOMY 3aBIAaHHS BHKO-
HYBAaJIHCS 3 IEpEPUBAHHIMH.
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3anaui po3mipom N = 9 1 M = 3 po3B’sI3yBaINCh TAKOK
o mozeni (13)—(16) mporpamoro OpenSolver. Taki 3ana-
ui Oynm po3B’sizani 3a 30 cek. Ase 3a7a4a po3MipoM N =
12 i m = 3 ue Gyna po3B’s3ana nporpamoro OpenSolver 3a
3 roauHu.

Takum 4uHOM, I pO3B’sI3yBaHHS 3a/1a4 MalUX PO3-
MIpHOCTEH MO 3ampONOHOBAHUM MOJCTSIM MOXe OyTH
BUKOpHUcTaHa mporpama OpenSolver. [{ns Ginbmmx pos-
MipHOCTe HeoOXimHO BHUKOpPHCTOBYBaTH MeTon EQR,
CKJIaJI0BOIO YaCTHHOIO SKOTO € Iporpama OpenSolver.

ITopiBHAHHS pe3yibTaTiB PO3PAXyHKIB MO MOJEIAM i
aNTOPUTMaM IIOKa3ajd, IO PO3B’S3KH MaibKe 3aBKId
chiBnanaioTh. lle CBiYNTH MpPO BUCOKY e(pEKTHUBHICTH
3aIIPOIIOHOBAHUX CBPUCTUYHUX aHFOpI/ITMiB.

5 PE3YJIbTATH

Jns 3ajma4di ONTHMANBHOTO HAaBaHTAXKEHHS MYJBTH-
MPOIICCOPHOI CUCTEMH Ta MiHiMi3allii MKOBOTO HAaBaHTa-
JKCHHS Ha 11 OmepaTHBHY HaM’sTh PO3pPOOJIEHO JIEKiIbKa
ONTHMI3aLIHHUX MOJeNel, a TaKoXK JBa EBPHUCTHYHHX
anroputMu. 1 po3B’si3yBaHHA 3a/iadi BUKOPUCTOBYETh-
cs moTykHa Hanbynosa OpenSolver, a anmropuT™u peai-
30BaHi y BUTJISAI IporpaMu. Sk TOKa3aial 004HCITIOBAIb-
Hi EKCIIEPHMEHTH, pO3pobJieHa mporpamMa 4acTo 3HaXo-
JIUTH ONTUMANbHI PO3B’s3KH 3a1adi. [IponoHyeTscs yTou-
HIOBaTU pe3yJIbTaTH, OTPUMaHi €BPUCTHYHHMH aITOPUT-
MaMH, 3a JOIIOMOTOIO 3aIlPOIIOHOBAHUX Mojenel. besno-
cepellHe pO3B’s3yBaHHs 3a7adi 1O MPHUBEACHUM MOJIEISM
nporpamoro OpenSolver MoxJKBe TUTBKH 1S 337324 Ma-
7101 po3mipHocTi. s 33124 BeIMKOT pPO3MIPHOCTI MPOIIo-
HYEThCSl BUKOpUCTOBYBaTth MeTox EQR.

6 OBI'OBOPEHHSI

Ha BigMiHy BiIl OTHOIPOIIECOPHUX CHCTEM, MYIBTH-
MIPOIECOPHI CUCTEMH € 3HAYHO CKJIATHIIINMH Y IUIaHi iX
ONTUMABHOTO (PYHKI[IOHYBaHHA. B cydacHHX ormepartiii-
HUX CHCTEMaxX MYJBTHIIPOLIECOPHUX CUCTEM YyKe peali-
30BaHi JITOPUTMH PIBHOMIPHOTO 3aBaHTaXXCHHS IpOLie-
copiB 3aBnaHHsAMH. Haj 1X BIOCKOHaJICHHSIM pO3pOOHUKH
OIepaIifHIX CHCTEM IIe MPAaIfol0Th. BilbII CKIlaJHOIO
3aJa4er0 B TaKMX CHCTEMax € ONTUMAaJbHUI PpO3MOJiI
pecypciB. B mepmry wepry me omnepatMBHa YM Kelll
maMm’siTb. He MUBIIAYNCH Ha CTpIMKE 3pOCTaHHSA ii 00CATIB,
BOHA 3aJIMIIAETHCS AepiMTHUM pecypcoM. OnTnmainbHe
HaBaHTaKEHHS OIIEPaTUBHOI 1aM’Ti MyJIbTUIPOLIECOPHOT
CHCTEMH € JOCHTh CKIQAHOIO 3amadero. Jlmsa 1i
PO3B’A3yBaHHS HEOOXiJHI MPOCTI ONTUMI3AIiifHI MOAEN],
a TakoX e(eKTHBHI eBPUCTHYHI anropuTtMu. EBprcTiyHi
ITOPUTMH, SIK NPABUIIO, PEai3yIOThCS B OINEpaIliiHUX
cucreMax. Onrumizamiiiai  Mozeni  HeoOXigHi  JuIs
nepeBipki  e()EeKTHBHOCTI €BPUCTUYHUX AalITOPUTMIB Ta
MIPOBEJICHHS JOCII/KEHb B Tally3i MYJIbTHIPOLIECOPHUX
CHCTEM.

CkiagHicTh 3a7adi ONTUMAIBHOTO PO3IOIITY pecyp-
CiB B MyJBTHIIPOLIECOPHUX CHCTEMAX HMPU3BOIUTH 10 My-
JIBTUMOIAJIBHAX Mogenei. Taki Mozel HOCSTh KOMOiHa-
TOpHHUI XapakTep Ta MIcTATh OyJeBi 3MiHHI. IcHyrOUi
MIpOrpamMu Ul PO3B’A3yBaHHS TAaKUX 3ajady, K IIPAaBUIIO,
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BUKOPHCTOBYIOTh METOJIU PO3TATyKEHb Ta IpaHulb. Taki
MeToau OyayroTh OiHApPHE JEPEBO PO3B’SI3KIB Mia3anay i
KUTBKICTh TaKMX TMig3ajad A0 OTPUMAaHHSI TOYHOTO
PO3B’sI3Ky 3amadi MOXe OYTH JOCHUTh 3HAYHOIO, HAaBiTh
JUIsl 3a71a4 Maiol po3MipHocTi. Lle 3ai1exuTs Big cTpyKTy-
pu obmexens. [Iporpama OpenSolver serko 3HaxXoAWTb
PO3B’s3KH B 3amadax mpo prok3ak 3 1000 i 6imbmre Oyire-
BUMH 3MIHHHMH, alie CTHKAEThCS 31 3HAUHUMH 00YHUCIIIO-
BaJILHUMH TPOOJIeMaMH MPH PO3B’SA3yBaHHI IMOCTAaBICHOT
B JaHil poOOTi 3aa9i ONTUMAIFHOTO PO3MOLUTY pecypciB
B MYJIbTUIIPOLIECOPHHUX CHCTEMAX.

Bukopucrannss Merony EQR 3mHauno cmpoinye
PO3B’sI3yBaHHs MOCTaBiIeHOl 3aaayi. 1le moB’s13aHo 3 TUM,
10 MOJIeNb 3 OYyJIeBUMH 3MIHHUMH TEPETBOPIOETHCS 110
MoJIeNi 3 HerepepBHUMHK 3MiHHMMH. Taki 3amadi nporpa-
ma OpenSolver nocuTh MBHAKO PO3B’SI3ye Ui THCSIY
3minHuX. Kpim toro, meroxg EQR BukopucroBye kBajpa-
THUYHY peryJIsIpU3allilo, sika CIPOIIYI0 CTPYKTYPY 3a1adi.

Ha manmii yac mpoBefeHO IOCTaTHBO OOYHCITIOBAIIb-
HUX EKCICPUMEHTIB, SKi MiATBEPIKYIOTH ¢(QEKTHBHICTh
o0OpaHoi TexHoJOTil PO3B’A3yBaHH CKJIaaHOI 3amadi om-
TUMAJIFHOTO PO3MOMAITY PeCypciB B MYJIBTHUIIPOLIECOPHHUX
CHCTEMax.

BUCHOBKH

B po6oTi po3risiHyTa akTyajgbHa 3a7a4a ONTUMAaIbHO-
TO PO3MOALTY PECYPCIB B MYJIBTHIIPOIICCOPHUX CHCTEMaX.
30kpema, 3a7ada ONTHMAIBHOTO HABAaHTAXKCHHS TaKUX
CHUCTEM 3 MIHIMI3aIli€l0 MIKOBOTO HABAHTAXKCHHSI OIepa-
TUBHOI maM’ATi. 3ajada pO3IILINAEThCA K 0e3 Iepepu-
BaHb Y BUKOHAHHI 3aBJaHb, TaK i 3 IepepuBaHHsIMHA. J{is
JTaHOi 3a7adi MOOYJOBaHO NEKiNbKa ONTUMI3AIlifHIX MO-
Jiesieit Ta eBPUCTHYHI aJTOPUTMH.

Hana 3amaua Moke OyTH y3arajgbHEHa IJIsI B3a€MO-
OB’ sI3aHUX 3aBAaHb. JlJIg TakuxX 3aBAaHb MOZECHI HEoO0-
XiZIHO JOTTOBHUTH MEPEKCBHUMH Tpadikamu, sSKi BU3HA-
4al0Th B3a€EMO3AJICKHICTh 3aBaaHb. J{JIs bOTo HEOOXiAHO
JIOITOBHUATH MOZENI 3a7a4i JiHIHHUMH 0OMEXEHHIMH, SIKi
BHU3HAYAIOThH MOPSIIOK BUKOHAHHS 3aBJIaHb.

HaykoBa HoBU3Ha poOOTH IOJIATAE B TOMY, IIIO JTBO-
eTallHa ITOCTAaHOBKA 3a/1adi 3 MiHIMI3aIl€ro MiKOBOrO Ha-
BaHTa)KCHHS OINEPATHBHOI MaMm’ ATi € HOBOI. HoBuMmu €
TaKOXX 3aIPOIIOHOBaHI ONTHUMI3aIliitHI MOJIelNi, KpiM 3a1a-
gi (1). Ii Mmozeni MicTATh MiHIMaIBHY KiJIBKICTh 3MIHHHX
Ta OOMEXEeHb y MOPIBHAHHI 3 iICHYIOUUMH MOJIEISAMH IS
moiOHOTO KiIacy 3aaad. EBpUCTHYHI aNTOpUTMH BUKOPH-
CTOBYIOTh, 3aIpOTIOHOBAaHUI1 aBTOPOM, (piHAIBHUN TPUH-
LM, SIKUI 3HAYHO MOKpalllye po3B’si3ku 3anadi. s npu-
BEJICHUX MOJICNICH BIIEpIC BUKOPUCTAHO PO3POOIICHUIA
aBTopoM meron EQR.

[pakTnyna WiHHICTH POOOTH MOJIATAE B TOMY, IO ii
pe3yabTaTd MOXYTh OyTH BUKOPHUCTaHI JUIS BJIOCKOHA-
JICHHS CYYaCHUX MYJIBTHIIPOIICCOPHUX OIEPaIlifHIX CHC-
TeM. OTpuUMaHi pe3yNbTaTH MOXYTh OyTH BHKOPHCTaHI
TaKOX UIS TMOAATBIINX OCITIKCHb B MYJIBTHIIPOIIECOP-
HHMX CHCTEMax.

Maii0yTHi HANpPAMHU J0CTiAKeHHS Ta Po3podKu Oy-
IyTh BKJIIOYATH HACTYIHI y3arajbHEHHS MaHOi 3amadi.
30kpemMa, pO3IJISIL TETEPOTCHHUX MYJIbTHIIPOIICCOPHUX
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ABSTRACT

Context. The paper considers multiprocessor systems consisting of many processors with a common RAM. The efficiency of
such systems depends on the operating system. It must ensure a uniform loading of processors with tasks, in which the peak load on
RAM will be minimal. This is a rather complex problem. In this paper, it is solved by building optimization models and developing
effective heuristic algorithms. This problem is solved in two stages. The first stage is the optimal loading of processors with tasks,
and the second is the minimization of the peak load on RAM. Several optimization models of this problem have been built, for the
solution of which the exact quadratic regularization method is effective. Effective heuristic algorithms have also been developed.
Comparative computational experiments have been conducted, which confirm the effectiveness of the proposed technology for
solving this problem.

Objective. Development of mathematical optimization models, methods, and algorithms for optimal resource allocation in
multiprocessor systems.

Method. A two-stage solution to this problem is effective. Several optimization models containing Boolean variables are
proposed. Such models are quite complex for finding optimal solutions. To solve them, it is proposed to use the method of exact
quadratic regularization. This optimization method is used for the first time for this class of problems, so it required the development
of appropriate algorithmic support. Heuristic algorithms are usually implemented in operating systems. Therefore, effective heuristic
algorithms are proposed that use the final principle, which significantly improves the solution of the problem.
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Results. New optimization models for the allocation of limited resources in multiprocessor systems have been constructed.
Effective heuristic algorithms have been developed, which are implemented software-wise using VBA in the Excel package.
Software for entering initial data for optimization models has also been developed, which simplifies their solution. The results of
computational experiments are presented.

Conclusions. A new effective technology for optimal resource allocation in multiprocessor systems has been developed.
Heuristic algorithms have been developed and implemented in software. Computational experiments have been conducted to confirm
the effectiveness of the proposed technology for solving the problem.

KEYWORDS: multiprocessor systems, optimization models, problems with Boolean variables, heuristic algorithms, exact
quadratic regularization method, final principle.
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ABSTRACT

Context. The task of development the models of a polysubject multifactor environment for software’s complex support is con-
sidered in this research, that ensures possibilities of taking into account the influence of various impact factors onto the supported
software complexes themselves, onto their complex support’s processes, as well as onto the subjects (interacting with them) who
provide and implement this complex support. The object of study are the processes of complex support of software products, the
processes of automation of this complex support, the processes of influence of impact factors onto the object and subjects of the com-
plex support of software products, as well as the processes of perception’s subjectivization of the supported object by relevant sub-
jects of interaction with it. The subject of study are methods and means of artificial neural networks, in particular a multilayer per-
ceptron, as well as a computer design and modeling. Objective is the development of the method for building models of a polysub-
ject multifactor environment(s) of the complex support of software product(s).

Method. The developed method for building models of a polysubject multifactor environment of software complexes’ support is
proposed, which makes it possible (in an automated mode) to obtain appropriate models, based on which, later on — to investigate the
strengths and weaknesses of a specific researched complex support’s environment(s) of a particular investigated software product(s),
in order to ensure further improvement and automation of this complex support based on the study and analysis of impact factors,
which form the subjective vision and perception of this complex support by those subjects who directly provide and perform it, that
is, in fact, on whom this support itself depends, as well as its corresponding qualitative and quantitative characteristics and indicators.

Results. The results of functioning of the developed method are corresponding models of investigated polysubject multifactor
environments of the complex support of software products, which take into account the presence and the level of influence of rele-
vant existing and present factors performing impact onto the subjects of interaction with supported software complexes, which (sub-
jects) directly provide and perform the complex support for the studied software products, and also form relevant researched support
environments. In addition, as an example of a practical application and approbation, the developed method was used, in particular, to
solve the applied practical task of determining the dominant and the deficient factors of influence of a polysubject multifactor envi-
ronment of the studied software complex’s support, with presenting and analyzing the obtained results of resolving the given task.

Conclusions. The developed method resolves the problem of building models of a polysubject multifactor environment of the
complex support of software products, and ensures taking into account the action of various impact factors performing influence onto
the supported software complex itself, onto the processes of its support, as well as onto the subjects of interaction with it, which (sub-
jects) provide and perform this complex support. In particular, the developed method provides possibilities for modeling and investi-
gating a polysubject multifactor environments of the “in focus” software product’s complex support, which reflect the global (or the
local, it depends on the specific tasks) impact of various existing factors making influence onto the object of support itself (the sup-
ported software complex, or the processes of its complex support), as well as onto the subjects which directly carry out and imple-
ment this complex support in all its possible and/or declared manifestations. The practical approbation of the developed method has
been carried out by solving specific applied practical tasks, one of which is presented, as an example, in this paper, — which is the
task of determining the dominant and the deficient factors of influence of a polysubject multifactor environment of the studied soft-
ware complex’s support, and this approbation, actually, confirms its effectiveness in solving a stack of applied practical problems
related to researching the impact of factors performing influence onto the complex support of software products, using the advan-
tages of artificial intelligence technologies, machine learning, artificial neural networks, and multilayer perceptron in particular.

KEYWORDS: software product, complex support, software product support environment, impact factor, automation, artificial
neural networks, multilayer perceptron.

ABBREVIATIONS G[i].F[j] is a level of presence (in a normalized form

ANN - artificial neural networks; of representation) of the j-th impact factor within the ob-

DevOps — Development and Operations; tained multifactor portrait of the i-th investigated subject

IT - information technologies; of the complex support, represented by the corresponding
MP — multilayer perceptron; relevant i-th unique gradient;

XML - EXtensible Markup Language. InflFact[1..p][1..q] is a set of pre-agreed and declared

impact factors, affecting the perception subjectivization of

NOMENCLATURE the supported object by relevant subjects, who provide

FIKIL] is a level of presence of the k-th impact factor  and perform a complex support of/for this object;

within th(_e j—th_instant sI_ice of a multifactor portrait of PSMFENVEXt is a variable describing the expanded ver-
currently investigated subject of the complex support; sion (option) of mathematical representation of the model
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of researched polysubject multifactor environment of
complex support;

PsMfEnvGrad is a variable describing the matrix vari-
ant of interpretation of the gradient form of representation
of the model of researched polysubject multifactor envi-
ronment of the complex support;

PsMfEnvSimp is a variable describing the simplified
version (option) of mathematical representation of the
model of researched polysubject multifactor environment
of complex support;

Subj[i]Portlnst[j] is an j-th instant slice of a multifac-
tor portrait of the i-th investigated subject of support;

Subj[i]PortFull is a full multifactor portrait of the i-th
investigated subject of the complex support, formed on
the basis of its corresponding instant slices;

SubjPercOfObj[j] is an j-th subjectivized characteristic
of subjective perception of the supported object by a spe-
cific subject which provides and performs its complex
support;

SupObjCharsl[i] is an i-th objective characteristic of
the investigated object of complex support.

INTRODUCTION

The nomenclature and assortment of software com-
plexes, as well as a wide variety of software in general,
continues growing steadily, which is due to the global
digitalization and informatization of an extremely huge
amount of objects, processes, entities and phenomena.
Thus, both the total amount of existing and developed
software and its general complexity are increasing, as
well as extremely high requirements for its competitive-
ness in the global information technology (IT) market.
Accordingly, there is a need for a complex support of all
these (both existing and those in-process of development)
software complexes, the requirements for which (just as
in case of the software itself) are constantly growing, be-
cause clients, customers and investors, as well as, directly,
the development companies of the relevant software com-
plexes, are interested in providing the highest quality,
effective, efficient and competitive, complex and compre-
hensive, support for all these software products.

Complex support of software products is one of the
most important stages of the software’s life cycle, while
the automation of this support is an actual scientific and
applied problem, which includes a huge range of related
scientific applied and practical applied tasks. At the same
time, the main driving force behind the implementation of
the complex support of software products — are, undoubt-
edly, the specialists and professionals of various fields:
ranging from a software developers, to customer service
specialists, and real client’s users of these supported soft-
ware products. All these specialists are the subjects of a
complex support of software products. Besides, all of
them, in one way, or another, are influenced by both in-
ternal and external impact factors, which, in different
ways and different extents, affect their subjective percep-
tion of both the supported software complex itself as well
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as the processes related to its complex support. And also,
all these subjects, as a single whole entity, form the corre-
sponding researched polysubject multifactor environment
of the complex support of software product. Thus, there is
a need to research and investigate such environments,
formalize their representation, and also ensure the possi-
bilities of their reproducing and modeling.

The object of study are the processes of complex
support of software products, the processes of automation
of this support, the processes of influence of impact fac-
tors onto the object and subjects of the complex support
of software products, as well as the processes of the per-
ception’s subjectivization of the supported object by rele-
vant subjects interacting with it.

The subject of study are methods and means of arti-
ficial neural networks, in particular a multilayer percep-
tron, as well as a computer design and modeling.

The purpose of the work is a development of a
method for building models of a polysubject multifactor
environment of the complex support of software products,
that take into account the presence and the level of influ-
ence of relevant existing impact factors onto the subjects,
which (those subjects) are interacting with the supported
software complexes, and which directly provide and per-
form the complex support for the “in focus” software
products, and form the relevant researched complex sup-
port’s environments.

1 PROBLEM STATEMENT

Let’s consider the formalization of the researched
problem of building models of a polysubject multifactor
environment of the complex support of software products
in the form of problem of a nonlinear poly-criteria de-
pendence. In this case, the input variables of the problem
are the objective characteristics of the supported software
complex (or processes related to its complex support) as a
direct object of support: SupObjChars][i] (i=[1..n]), where
n — the number of characteristics of this object of support.

While the initial variables of this task are the subjec-
tive characteristics of perception of the same object of
support by the subjects who directly provide and perform
its complex support: SubjPercOfObj[j] (j=[1..m]), where
m — the number of characteristics of the subjectivized
perception of the object of support by a specific subject(s)
which provides and performs its complex support.

Let there be an existing set of a pre-agreed and pre-
declared impact factors affecting the perception’s subjec-
tivization of the support object by the subjects, which
provide and perform its complex support, thus forming a
non-linear polycriteria dependence in the form like below:

SubjPercOfObj[1..m]= )
=InflFact[1..p][1..q](SupObjChars[1..n]),

The main necessary criterion of the researched prob-
lem is the finiteness of this set of pre-agreed and declared
impact factors, that ensures the stability of the transforma-
tion function over the entire period of the research.
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Limitation(s) of the problem:

1. The values of the input characteristics of the inves-
tigated object of complex support SupObjChars[1..n]
must be represented in the format of real numbers and
necessarily in a normalized form (that is, in the range of
values between 0.0 and 1.0): SupObjChars[1..n] € [0..1].

Expression (1) provides the possibility of interpreting
the given problem with help of a multilayer perceptron,
where SupObjChars[1..n] - is interpreted by neurons of
the input layer of MP ANN; InflFact[1..p][1..q] - is inter-
preted by neurons of the hidden layers of MP ANN; Sub-
jPercOfObj[1..m] — is interpreted by neurons of the output
layer of MP ANN.

However, such interpretation requires additional train-
ing and further testing of a multilayer perceptron, as well
as formation of a new quality data (based on the received
information) which will provide the possibility of assess-
ing the complex influence of impact factors onto the en-
tire support environment in general, including each of the
subjects forming this environment as a single whole.

Thus raises a relevant scientific and applied task of
forming and modeling a polysubject multifactor environ-
ment of the complex support of software products, in or-
der to take into account the influence of various impact
factors affecting the supported software complex itself,
the processes of its complex support, as well as the sub-
jects, who directly provide and perform this complex sup-
port, and the processes of subjectivization of their percep-
tion of the supported software complex or the processes
of its complex support. In order to resolve scientific and
applied problem a suitable method for building models of
a polysubject multifactor environment of the complex
support of software products has been developed.

The purpose of this paper is to highlight the developed
method for building models of a polysubject multifactor
environment of the complex support of software products,
as well as the corresponding developed algorithm for
building these models, which both and together provides
possibilities to solve the scientific and applied problem of
forming and modeling a polysubject multifactor environ-
ment(s) of the complex support software products, in or-
der to take into account the influence of impact factors
onto the objects, the processes, and the subjects of the
complex support of software products.

2 REVIEW OF THE LITERATURE

The analysis of existing researches and publications
was carried out in two main directions, namely: in the
direction of automating the complex support of software
products, as well as in the direction of the application of
artificial intelligence technologies (in particular a multi-
layer perceptron type of artificial neural networks) in the
processes of the complex support of software product.

One of the basic options for ensuring the mandatory
requirements for the functionality, reliability, and com-
petitiveness of software products is, actually, the automa-
tion of the complex support of these software products,
which includes, in particular, such key points as: testing
automation; DevOps automation; automation by means of
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knowledge bases and chatbots; automation of processing
of a customer/user requests. Each of these basic directions
in its own way investigates and improves the support of
software products, while all of them together provide a
comprehensive (complex) support for these products. At
the same time, artificial (or computational) intelligence
and/or machine learning technologies are increasingly
becoming effective mechanisms for implementing this
automation. All the information, obtained by the results of
processing of each of the directions, is presented below.

In particular, authors of research [1] carried out an ex-
tended review of the current state of general research and
implementation in the field of software testing with usage
of machine learning, in order to identify and classify (by
classification categories, by clustering and by anomaly
detection) existing approaches, methodologies and tools
of such use, and their application in various types of test-
ing, such as test creation, test execution and defect predic-
tion. The research [2] represents introductory information
on the application of artificial intelligence technologies to
improve the quality of implemented software, including
the way by analyzing any anomalies in the behavior of the
researched software complexes and systems. For example,
authors of another research [3] investigate the issue of
improving test automation using guided machine learning,
namely the “The K nearest neighbors” method for setting
priorities and configuring testing scenarios and relevant
test cases. While, research [4] investigates the end-to-end
automation of DevOps, emphasizing its potential for op-
timizing the entire life cycle of software: from the commit
of correction code into the appropriate version control
system’s repository, and up to deployment in the client’s
main operational environment(s). In addition, author of
research [5] conducts a generalized review of the applica-
tion of DevOps best practices to improve the entire life
cycle of software complexes, both for systems that require
a high level of automation and support, and for all others,
which are, actually, not characterized by the presence of
highly complex processes inside of their operational rou-
tines. The research [6] examines the advantage of DevOps
compared to Agile, as well as their combination, since,
according to the author, Agile and DevOps function as
complements, and also author emphasizes that for obtain-
ing a better effect DevOps should be adopted rather as an
organizational culture then just a technique, which allows
to increase the overall efficiency of operational process
and reduce costs due to cooperation improvement and
tasks automation. In turn, author of research [7] reviewed
the existing methods, tools, and applications for building
knowledge bases, while, another author of the following
considered research [8] investigated the semantic parsing
of natural language phrases and sentences in such a man-
ner that they were compatible with the used sources of
structured data, such as: ConceptNet, Quasimodo,
ATOMIC, and ontology like a WordNet, by extracting
meaning from unstructured texts and representing it in the
form of knowledge graphs, which are transformed into the
first-order logical formulas that can be further used in
order to answer user queries. At the same time, authors of

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

research [9] conducted a systematic study (in the context
of a human-machine interaction approach) of how users
interact with text chatbots, describing how users (alive
people) perceive a chatbots within categories of satisfac-
tion, involvement and trust, how and why they accept and
use this technology, the issue of emotional involvement of
such an interaction, as well as the issue of the disadvan-
tages of such type of interaction. In addition, work [10]
represents the results of the authors’ research on the issue
of automation of IT-incident’s forecasting (these incidents
are, in fact, the appeals of real users of software com-
plexes, that come to the relevant customer support ser-
vices of these complexes) and solving them in the shortest
time, by using an artificial intelligence models. In addi-
tion, authors of research [11] proposed a neural network,
based on a convolutional neural network, for the auto-
mated classification of customer support service tickets of
software complexes, which provides possibilities to solve
such problems of traditional ticket classifiers as sparsity,
nonlinearity, overfitting and manual work of functions.
Thus, based on performed analysis of existing re-
searches, the considerable influence of artificial intelli-
gence and machine learning technologies, used precisely
for the purpose of automating the component processes of
the complex support of software products, is confirmed.
However, at the same time, we also state the lack of con-
sideration of the peculiarities of the subjects interacting
with the processes of the complex support of software
products, as well as various (both internal and external)
impact factors which affect the supported software com-
plex itself, the processes of its support, as well as the sub-
jects of this support. After all, in fact, impact factors form
the very environment inside of which each particular sup-
ported software complex is constantly located and exists.
So, this is the way how a corresponding actual scientific-
applied task of researching this polysubject multifactor
environment (of the complex support of software prod-
ucts) arises. And one of the effective tools for its resolu-
tion is, actually, the development of an appropriate rele-
vant model which provides possibilities for describing,
researching and modeling such environments, and, ac-
cordingly, taking into account the effect of various impact
factors that significantly affect the object, processes, and
subjects of the complex support of software products.

3 MATERIALS AND METHODS

One of the most important components of develop-
ment the method, highlighted in current one research, is
the preliminary development of the algorithm for building
a model(s) of a polysubject multifactor environment(s) of
the complex support of software products.

The general step-by-step mechanism for building a
model of a polysubject multifactor environment of the
complex support of software products involves the fol-
lowing mandatory stages, which, actually, form the basis
of the developed algorithm.

At the first stage, the construction of a generalized
support model of the software complex’s support is car-

ried out, followed by the encapsulation of an artificial
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neural network (ANN) of the multilayer perceptron (BP)
type, as well as the implementation of the corresponding
training of this encapsulated ANN BP based on a previ-
ously prepared dataset(s).

At the second stage, the levels of presence of each of
the impact factors (from the pre-declared set of impact
factors) in the corresponding neurons of the hidden layers
of the encapsulated and trained BP ANN are calculated.

At the third stage, personal multifactor portraits of the
subjects of support, formed on the basis of the corre-
sponding instant slices of these portraits, are built.

At the fourth (and the final) stage, the construction of
the model of a polysubject multifactor environment of the
complex support of studied software product is imple-
mented, based on the subjects’ personal multifactor por-
traits obtained at the previous stage, which, actually at the
same time, form the researched support environment.

Thus, the implementation of these presented above
four basic stages of the developed algorithm makes it pos-
sible to obtain (at the output) a corresponding model of
the researched polysubject multifactor environment of the
complex support of corresponding software product.

Figure 1 below represents the block diagram visuali-
zation of the developed algorithm, with a detailed repre-
sentation of each of the aforementioned stages.

The developed algorithm provides both: options for
representing the model of a polysubject multifactor envi-
ronment of the complex support (from among two possi-
ble developed options: simplified or expanded), as well as
the forms of representing the model (from among possible
developed forms, such as: mathematical, linguistic and
gradient). Each of these possible fluctuations of options
and forms is described in more detail in the following
paragraphs of current section of this research.

The next fundamental component of the developed
method is, in fact, the development of a model of poly-
subject multifactor environment for supporting software
complexes. The main feature of the developed model is
that it requires preliminary decomposition into simpler
components, such as:

— at the first (external) decomposition level — personal
(individual) multifactor portraits of each of the subjects
interacting with the object of support (the supported soft-
ware complex itself, or the processes of its support);

— at the second (internal) decomposition level — instant
slices of these multifactor portraits of each of the subjects
interacting with the object of support.

Accordingly, in order to ensure the possibility of
building a correct and complete model of a polysubject
multifactor environment for supporting any software
complex, it is necessary and mandatory to fully imple-
ment its two levels of decomposition, starting from the
most detailed (i.e., in this case — aforementioned internal,
or second, decomposition level), and ending with the least
detailed (i.e., in this case — aforementioned external, or
first, decomposition level).

Using the appropriate components, such as, in particu-
lar: the mathematical model presented in research [12], as
well as the model of decomposed insulating dominance
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presented in research [13], together with the information  ment of the complex support of researched supported ob-
model described in research [14], it becomes possible to  ject by modeling one specific case of perception’s subjec-
tivization of this object by the relevant researched subject

obtain the second (internal) level of decomposition of the
developed model of a polysubject multifactor environ-  interacting with it.

Construction of a generalized model of
support of the researched supported object

Encapsulation of a multilayer perceptron (MP) artificial
neural network (ANN) into a generalized support model

| | Training of the encapsulated MP ANN | |

Calculation of the levels of presence of each of the
impact factors in the corresponding neurons of the
hidden layers of the encapsulated trained MP ANN

| | Formation of personal multifactor portraits of the support subjcclsl I

Preparation of a new model of polysubject multifactor
environment for software’s complex support

l
/ Overrun of all P

< "\ support subjects

Yes, extended

expanded version

No, simplified
of the model being

Overrun of all
impact factors

Consideration the value of current
impact factor (of current subject) in the
averageweighted value of this impact
factor within the environment model

|

Adding a full multifactor
portrait of the current
subject into a new model

A

-
Ll

( Saving the model (

Choice of
model representation
form

Output of the model (in the
selected form of representation)
End

Figure 1 — Block diagram of the developed algorithm for building a model of polysubject multifactor environment of the complex

support of software products
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In turn, the set of modeling results of all available
cases of perception subjectivization of the supported ob-
ject by the corresponding researched subject of interaction
— provides all the necessary data for building a personal
(individual) multifactor portrait of this specific researched
subject, which represents the first (or external) level of
decomposition of the developed model of a polysubject
multifactor environment of researched object’s support.

Few variants of representation forms of the model of a
polysubject multifactor environment of the complex sup-
port of software products have been developed and pro-
posed, in particular, such as: mathematical form of repre-
sentation; linguistic form of representation; and gradient
form of representation.

At the same time, the developed model of a polysub-
ject multifactor environment of the complex support of
software products, regardless of its form of presentation,
can exist in scope of two possible options of its present-
ing: a simplified option (in which only the average values
of the presence levels of each of the impact factors in the
researched environment are represented), as well as ex-
panded option (in which there are separate values of the
presence levels of each of the impact factors for each of
the subjects which form the researched environment).

The mathematical form of representation of the model
of a polysubject multifactor environment of the complex
support of software products contains the following com-
ponents, which are described in detail in the text below.

The basic fundamental unit of measurement for the fu-
ture representation of any researched polysubject multi-
factor environment — is an instant slice of the multifactor
portrait of each specific individual researched subject,
represented by the following single expression:

Subj[i]Portinstfj](i € 1.n=[F1[i], F2[i], ... Fm[i]l, (2)

where F[K](ke 1..m)[j] — the level of presence of the im-
pact factor F[k] inside the instant slice of a multifactor
portrait Portinst[j] of the investigated subject Subj[i]; n —
the number of subjects forming the researched polysub-
ject multifactor environment of complex support; m — the
number of pre-agreed and declared impact factors within
researched environment of complex support.

The next important component of constructing of any
researched polysubject multifactor environment — is a
complete multifactor portrait of the researched subject(s),
formed on the basis of its instant slices, and represented
by the following expression:

Subj[i]PortFull(i € 1..n)=[>(F1[1..0]) / o, @3)
>(F2[L1..0]) /o, ... Y(Fm[1..0]) / 0],

where > (F[j][1..0])/o (j€ 1..m) — the average arithmetic
value of the level of presence of a specific (currently con-
sidered) impact factor F[j] inside the multifactor portrait
of current researched subject Subj[i]PortFull, formed on
the basis of its instant slices (with total amount of slices =
0); m — the number of pre-agreed and declared impact
factors within researched environment of complex sup-
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port; o — the number (amount) of instant slices of the cur-
rently researched multifactor portrait.

Accordingly, on the basis of formed full multifactor
portraits of subjects (which, in fact, directly form the re-
searched environment of the complex support of software
product), the simplified option of mathematical represen-
tation of the polysubject multifactor environment’s model
of complex support is described by following expression:

PsMfEnvSimp=[Y.(Subj[1..p]PortFull[F1])/p,
>'(Subj[1..p]PortFull[F2])/p,... 4
...>(Subj[1..p]PortFull[Fm])/p],

where > (Subj[1..p]PortFull[F[j1])/p (j € 1..m) — the aver-
age arithmetic value of the level of presence of a specific
current impact factor F[j] in the current model of the re-
searched polysubject multifactor environment of the com-
plex support, formed on the basis of values of presence
levels of this impact factor in the available full multifactor
portraits of all subjects Subj[1..p]PortFull, which (sub-
ject) form this specific support environment; p — the num-
ber of full multifactor portraits of subjects which form the
researched support environment; m — the number of pre-
agreed and declared impact factors within researched en-
vironment of complex support.

Meanwhile, the expanded option of mathematical rep-
resentation of the polysubject multifactor environment
model of complex support is described by the following
expression:

PsMfEnvExt=[Subj[i]PortFull(i € 1..n)], (5)

where Subj[i]PortFull(ie 1..n) — are full multifactor por-
traits of all subjects Subj[1..p]PortFull, which form this
specific support environment; n, p — the number of sub-
jects, which form this specific support environment.

In other words, the expanded option of mathematical
representation of the polysubject multifactor environ-
ment’s model of complex support — is nothing more than
just an array of pre-formed full multifactor portraits of the
subjects which, in fact, form this support environment.

The main advantage of the developed and described
mathematical form of representation of the polysubject
multifactor environment’s model of complex support — is
basically its universality and uniformity, which makes it
possible to use it also beyond the limits of the only par-
ticular area of software complexes’ support, or even the
field of information technologies as a whole.

The linguistic form is the next one developed and in-
troduced form of representation of the polysubject multi-
factor environment model of complex support. This repre-
sentation form involves the partial or full use of any exist-
ing, modified, or completely new linguistic constructions,
to describe a polysubject multifactor environment(s). One
of such existing variants of linguistic constructions is, in
particular, XML (EXtensible Markup Language), since
XML still remains as one of the most widely used and
popular markup languages for representing a wide variety
of objects and structures regardless of their degree of

OPEN 8 ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmaTrka, ynpasminss. 2025. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 2

complexity, so it could be used both in the classic form of
representation and as a basis for various modifications,
including the considered linguistic form of a polysubject
multifactor environment’s model representation.

Below is a variant of the linguistic representation of
an instant slice of the multifactor portrait of investigated
subject interacting with the supported object:

<Subj>
<Portinst>
<F1>.</F1>
<F2>.</F2> (6)
<Fm>..</Fm>
</PortInst>
</Subj>

At the same time, the linguistic form of representation
of the full multifactor portrait of the investigated subject
is described by the following expression:

<Subj>
<PortFull>
<F1>Y (<Portlnst>.<F1>[1..0])/0</F1>
<F2>Y (<Portlnst>.<F2>[1..0])/0</F2> )
<Fm>3 (<PortInst>.<Fm>[1..0])/o</Fm>
</PortFull>
</Subj>

Accordingly, the linguistic representation of a simpli-
fied version (option) of the polysubject multifactor sup-
port environment’s model will have the following form:

<PsMfEnvSimp>
<F1>Y(<Subj>[1..p].<PortFull>.<F1>)/p</F1>
<F2>%(<Subj>[1..p].<PortFull>.<F2>)/p</F2> ®)
<I':.r'n>2(<8ubj>[1..p].<PortFuII>.<Fm>)/p</Fm>
</PsMfEnvSimp>

While, the linguistic representation of the expanded
version (option) of the model of a polysubject multifactor
support environment will, accordingly, look like below:

<PsMfEnvExt>
<Subj>
<PortFull>
<F1>}) (<Portlnst>.<F1>[1..0])/o</F1>
<F2>} (<Portlnst>.<F2>[1..0])/o</F2> )
<Fm>} (<PortInst>.<Fm>[1..0])/o</Fm>
</PortFull>
</Subj>
</PSMfEnvExt>

The main advantage of the developed and proposed
linguistic form of representing of the model of a poly-
subject multifactor support environment is its adaptability
for use precisely within the framework of almost any pos-
sible further software implementation and/or computer
simulation and modeling.
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The gradient form is the next one developed and in-
troduced form of representation of the models of a poly-
subject multifactor environment of the complex support
of software products. The main idea of this form of repre-
sentation is the most concise and rational numerical repre-
sentation of the researched model of the complex support
environment with the simultaneous selection of data by
each of the subjects forming this environment.

At the same time, the data of each individual subject
are represented by the range of values of its (subjects’s)
personal gradient, which can act as a separately taken
unique segment of the numerical range of values, for ex-
ample: (10.00-20.00) - the gradient of subject 1, 20.00-
30.00 — the gradient of subject 2, 30.00-40.00 — the gradi-
ent of subject 3, and so on; as well as, for example, a
unique combination of symbols, for example: AA — the
gradient of subject 1, AB — the gradient of subject 2, AC —
the gradient of subject 3, and so on.

However, the numerical values (themselves) of the
levels of presence of each of the impact factors inside the
formed multifactor portraits of the subjects must remain
in a single common coordinate system, and also, necessar-
ily, in a single normalized form of representation (the last
one means they must be represented by real numbers in
the value range [0.00 — 1.00]).

Thus, each gradient, representing a multifactor portrait
of a separate subject, receives its own personal range of
saturation values for each of the impact factors, however
(necessarily) within the framework of a common evalua-
tion system (coordinates) as well as a common normal-
ized scale for comparison of data of all other gradients.

Two variants of interpretation of the gradient form of
representation (of the models of polysubject multifactor
support environments) have been developed and proposed
in this research: the matrix variant of interpretation and
the graphic variant of interpretation.

In particular, the matrix variant of interpretation of the
gradient form of representation (of the models of polysub-
ject multifactor support environments) is described using
the following expression:

PSMEnvGrad=(G[1].F[1], G[1].F[2], ... G[L].F[f],
G[2].F[1], G[2].FI2], ... G[2].FIfl,
G[.1.F[1], GL.1FI2], ... G[.1-FIfl,
G[s].F[1], G[s].F[2], ... G[s].F[),

where G[i].F[j] (i€l..s, j€1..f) — the level of presence (in
a normalized form of representation) of the impact factor
F[j] within the formed multifactor portrait of the subject
Subj[i], represented by its unique gradient GJi]; f — the
number of declared available impact factors; s — the num-
ber of subjects forming the researched polysubject multi-
factor support environment.

While, the graphical variant of interpretation of the
gradient form of representation (of the models of polysub-
ject multifactor support environments) can be demon-
strated with the help of the Figure 2 below, at the same
time, all the notations used in this figure, are absolutely
the same as in the expression (10) provided above.
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Figure 2 — Demonstration of a graphical variant of interpretation of the gradient form of the representation of a polysubject multifac-
tor support environment’s model.

The main idea of the developed and proposed graphi-
cal variant of interpretation of the gradient form of repre-
sentation the support environment’s model is, first of all,
its simplicity of visual perception, as well as the ability to
“combine” subjects in a different (and/or needed)
ways/manner in order to form and obtain the necessary
structure of the researched environment itself.

The gradient of each subject is indicated (in the pro-
posed graphic variant) with a corresponding unique color,
while the level of presence of each impact factor within
formed multifactor portrait of this subject is represented
with a gradient shades of this color. Hue saturation repre-
sents the normalized value of the presence fraction: the
more saturated the hue — the closer this value is to 1, and
the less saturated the hue — the closer this value is to 0.

The main advantage of the developed and described
gradient form of representation of the model of a polysub-
ject multifactor environment for supporting software
complexes is its rationality, brevity, as well as dynamism
and accessibility of perception, provided, among other
things, by the developed and proposed graphical variant
of interpretation of this form.

4 EXPERIMENTS

The experiment consists in the step-by-step execution
of all the stages described in this research, namely:

— selection of an object of complex support;

— definition of the subjects of support;

— determination of existing impact factors;

— determination of the objective characteristics of the
supported object;

— determination of the subjective characteristics of the
perception of the supported object by relevant subjects;

— design and encapsulation of the appropriate relevant
MP ANN;

— preparation of the datasets for training and testing
the encapsulated MP ANN;
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— formation of the instant slices of a multifactor por-
traits of the subjects of researched support environment;

— formation of a full multifactor portraits of the sub-
jects of researched support environment (based on their
instant slices);

— development of a model of the researched polysub-
ject multifactor support environment based on obtained
full multifactor portraits of the subjects forming this envi-
ronment;

— presentation of the obtained model in an arbitrary
form from among the developed, proposed and described
forms of representation.

5 RESULTS

The main results of functioning of the developed
method — are the appropriate models of the researched
polysubject multifactor support environments for various
supported software complexes. The obtained models pro-
vide opportunities both for the representation of the inves-
tigated polysubject multifactor support environment in a
convenient form of representation (from a set of devel-
oped and proposed ones), as well as for any further re-
search of such important components of the complex sup-
port of software products as: the impact of the researched
support environment onto the supported object itself (di-
rectly the supported software complex itself, or the proc-
esses related to its support); the impact of individual sub-
jects onto the researched support environment; as well as
the influence of individual impact factors onto the re-
searched support environment through prior influence
onto the subjects forming the same environment.

In addition, the models of the researched polysubject
multifactor support environments, obtained using the de-
veloped method, make it possible to get specific numeri-
cal values of the levels of presence of each of the impact
factors within the specific researched support environ-
ment, and, therefore — the detection of any disproportions,
anomalies, regularities, features, or any other characteris-
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tics of the polysubject multifactor structure of the re-
searched environment, in order to provide opportunities
for further correction(s) of this environment, in such a
manner to improve the complex support of the “in focus”
software products in automated mode. In addition, the
presence of the developed and proposed simplified and
expanded options of representation of the obtained mod-
els ensures the variability of the detalization degree of
corresponding researched polysubject multifactor struc-
ture of the simulated support environment(s). At the same
time, the expanded option of representation also provides
the possibility of additional clustering of the structure of
researched support environment both by the criteria of
support subjects and by the criteria of impact factors.

Figure 3 below presents an example of visualization of
both simplified and expanded (extended) options of repre-
sentation of a polysubject multifactor support environ-
ments based on relevant multifactor portraits of the sub-
jects, which actually form these environments.

At the same time, depending on the obtained results of
the complex representation of the researched polysubject
multifactor support environment (obtained on the basis of
processing the corresponding multifactor portraits of the
subjects which form this environment) various options for
the classification of such environments are possible.

In particular, the following options for the classifica-
tion of support environments (of the complex support of
software products) have been developed and proposed
based on the level of their balance:

— perfectly balanced environments;

— well-balanced environments;

— satisfactorily balanced environments;

— non-satisfactorily balanced environments.

The main criterion for classifying the support envi-
ronment(s) into one of these categories — is the average
deviation (in percentages) of the indicator value of each
of the impact factors, from the arithmetic mean value of
this indicator across all impact factors.

¥ Factor 1 M Factor 2 Factor 3
Factor 4 ® Factor 5 = Factor 6
B Factor 7 Factor 8 B Factor 9
B Factor 10
0.100

0113

0.098

0.101 0.102

0.093

0100 0.100
Simplified option

Depending on specific tasks, environments, necessi-
ties or features, the specific numerical values of the
thresholds of each of the categories of the developed clas-
sification may change and shift in one direction or an-
other. As an example, as well as on the basis of conducted
researches, the following values of the thresholds of each
of the categories are proposed, in accordance to which:

— perfectly balanced environments — are those in
which the average deviation (in percentages, rounded to
the nearest integer according to generally accepted mathe-
matical rounding rules) of the indicator value of each of
the impact factors, from the arithmetic mean value of this
indicator for all impact factors, varies within 1-2%;

— well-balanced environments — are those in which the
average deviation (in %) of the indicator value of each of
the impact factors, from the arithmetic mean value of this
indicator for all impact factors, varies within 3-5%;

— satisfactorily balanced environments — are those in
which the average deviation (in %) of the indicator value
of each of the impact factors, from the arithmetic mean
value, varies within 6-10%;

— non-satisfactorily balanced environments — are those
in which the average deviation (in %) exceeds 10%.

Figure 4 below provides a visualization of examples
of each of the categories of the developed classification of
software product support’s environments.

Thus, the developed classification provides the possi-
bility of a flexible dynamic system of evaluation and de-
termination of the balance category of any researched
support environment of the relevant software products.

In addition, the developed method provides the possi-
bility of studying the balance of any specific area of the
researched support environment formed by the relevant
subjects, as well as combining the activities of the sub-
jects of this support environment in such a way to achieve
a local balance improvement(s) within this specific area
of the investigated support environment.

Extended option

Figure 3 — Example of visualization of simplified and expanded (extended) options of representation of a polysubject multifactor
support environments based on relevant multifactor portraits of the subjects which form this environment
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Figure 4 — Visualization examples of each of the categories of the developed classification of software product support’s environ-
ments

In addition, as an example of practical application and
approbation, the developed method has been used, in par-
ticular, to solve the applied practical task of determining
the dominant and the deficient impact factors of a poly-
subject multifactor environment of the complex support
of researched software product.

The resolution of the given applied practical task
comes down to the application of the developed (and pre-
sented in this research) method of building models of a
polysubject multifactor environment for the complex sup-
port of software products.

The formation of the model of the entire polysubject
multifactor environment takes place on the basis of previ-
ously formed personal multifactor portraits of the subjects
which form this support environment.

In turn, the formation of multifactor portraits of the
subjects (of the support environment) is carried out on the
basis of their instant slices, obtained by modeling the cor-
responding individual test cases of these subjects.

Subject 1

Subject 2 Subject 3
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Figure 5 below presents the obtained results of model-
ing and formation of personal multifactor portraits of the
subjects of the researched support environment.

While Figure 6 below presents the results of solving
the given applied practical task of determining the domi-
nant and the deficient impact factors of the polysubject
multifactor environment of the complex support of the
researched software product. In addition, the results of
determining the balance category of the researched sup-
port environment are given, from which, by the way, an-
other possible (alternative) way of solving the given ap-
plied practical task raises, since both the dominant and the
deficient impact factors (of any researched support envi-
ronment) will always have the largest indicators (in abso-
lute equivalent) of the deviation of their value from the
arithmetic mean value of all impact factors, while their
polarity (that is, the real value, but not the absolute) will
indicate their dominance or deficiency, which is con-
firmed by obtained results presented in the same Fig. 6.

Subject 4

Subject 5
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Figure 5 — Personal multifactor portraits of the subjects of the researched support environment (Continuation)

Thus, with the help of the developed method of build-  environment has been resolved for the specific software
ing models of a polysubject multifactor environment for  product. In addition, the accompanying task of identifying
the complex support of software products, as an example  the balance level of the researched support environment
of its practical application and approbation, the applied  was also resolved, which, in turn, provided the possibility
practical task of determining the dominant and the defi- of one more, additional, alternative solution to the same
cient impact factors of a polysubject multifactor support  applied practical task.

Factor 1| M Factor 2 [J Factor 3 [J Factor 4 B Factor 5 [ Factor 6 B Factor 7 [J Factor 8 M Factor 9 B Factor 10
E ] - Dominant impact factor r J - Deficient impact factor

o
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environment
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10.000
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-
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Visualization of the representation of a Visualization of the balance level of a
polysubject multifactor support environment polysubject multifactor support environment
Figure 6 — Visualization of the solution of the given applied practical task
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6 DISCUSSION

In work [15], the impact of entire procedures of Scrum
and Agile technologies is studied as factors of influence
onto the project management support related to the ad-
ministration of development and support of software
products, which takes into account, in particular, the
twelve basic principles of the Agile methodology, as well
as five key characteristics and three fundamental princi-
ples of the Scrum methodology, thereby demonstrating
that not only external or internal separate impact factors
can act as factors of influence onto the complex support
of software products, but methodologies can undoubtedly
be such factors as well, since each of them contains a
clear list of principles that make their direct adjustments
to the processes of development and complex support of
software products. Another work [16] examines the influ-
ence of automated and manual testing factors onto the
relevant indicators of the efficiency and effectiveness of
testing the supported software product(s), where the au-
thors take into account relevant impact factors, and as a
result, it was established that only some hybrid variant of
testing (which combines both manual and automated test-
ing) makes it possible to take into account the complex
influence of the impact factors of both these categories of
testing, and thus obtain improvements in all indicators of
efficiency and effectiveness studied by the authors. While
in work [17], artificial intelligence technologies are con-
sidered as factors of influence on supported software
products and their automation, and the analysis of their
influence onto the automation of digital software products
is carried out on example of a particular field of medical
services (which is one of the most actual and profitable
niches of software development nowadays) as well as the
main factors affecting the implementation of artificial
intelligence in systems of this class, were investigated.

Thus, in all considered cases, the relevance and sig-
nificance of factors affecting supported software products,
their support processes, and automation, have been con-
firmed. At the same time, unfortunately, the issue of a
complex study of these impact factors within the frame-
work of a single common environment of their existence
and functioning remains unsolved.

At the same time, the method developed and presented
in this one current research fully discloses this issue, and
makes it possible to model and explore polysubject multi-
factor environments of the complex support of software
products as a single whole indivisible entity, which di-
rectly affects the object, the processes, and the subjects of
such complex support.

As at the output of the developed method, we get a
model of researched polysubject multifactor environment
of software’s complex support, represented in a conven-
ient form (from among those developed and proposed
here in this research), which fully represents the re-
searched environment.

As a further application of the developed method, we
see the potential of its use for solving a stack of applied
practical problems and tasks related to the research of a

polysubject multifactor environments of the complex sup-
© Pukach A. 1., Teslyuk V. M., 2025
DOI 10.15588/1607-3274-2025-2-19

228

port of software products, which could be various investi-
gated teams, collectives, divisions, departments, compa-
nies, or any other agglomerations of subjects interacting
with the investigated object(s) of complex support. How-
ever, the potential of the developed method is not limited
only to the context of software products’ support, but also
extends to other areas of science and practice, in which
the key elements are active subjects and factors influenc-
ing their interaction. Thus, taking into account a wide
range of applied problems, the expediency of further re-
search in this direction is fully justified.

CONCLUSIONS

The method of building the models of a polysubject
multifactor environment of the complex support of soft-
ware products has been developed. The main scientific
and applied problem solved by the developed method is
the problem of forming and modeling a polysubject multi-
factor environment(s) of the complex support of software
product(s), in order to take into account the influence of
various impact factors that affect the supported software
complex itself, the processes of its complex support, as
well as the subjects which directly form and implement
this complex support, as well as the processes of subjec-
tivization of their (subjects’) perception of the supported
software complex or processes of its support. Also, the
algorithm for building the model(s) of a polysubject mul-
tifactor environment(s) of the complex support of soft-
ware products has been developed. In addition, several
representation forms of the developed models of a poly-
subject multifactor environments (of the complex support
of software products) have been developed and proposed,
in particular, such as: mathematical form of representation
(which includes additionally developed expanded and
simplified representation options); linguistic form of rep-
resentation; gradient form of representation (which in-
cludes additionally developed matrix and graphic versions
of interpretation); and the main advantages of each of the
above forms of representation are given. In addition, op-
tions for the classification of software product support’s
environments (based on their balance level) have been
developed, which includes such categories as: perfectly
balanced environments; well-balanced environments;
satisfactorily balanced environments; unsatisfactorily
balanced environments. The main criterion for the balance
classification of the environment is the deviation average
value (in percentages) of the indicator of each of the im-
pact factors, from the arithmetic mean value of this indi-
cator for all impact factors. The developed method pro-
vides possibility to carry out research on a polysubject
multifactor environments of the complex support of soft-
ware products by developing relevant models, which al-
lows to describe, represent, investigate, and model such
environments, as well as, accordingly, take into account
the impact of various factors that significantly affect the
object, the processes, and the subjects of the complex
support of software products.

The scientific novelty consists in the development of
a method for building models of a polysubject multifactor
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environment of the complex support of software products,
which provides possibility to solve the scientific and ap-
plied problem of defining, forming, and modeling a poly-
subject multifactor environment(s) of the complex support
of software products, in order to take into account the
influence of various impact factors affecting the sup-
ported software complex itself, the processes of its com-
plex support, as well as the subjects which directly form,
provide and implement this complex support, as well as
the processes of subjectivization of their (subjects’) per-
ception of the supported software complex or its relevant
support’s processes.

The practical significance consists in: the developed
algorithm for building a model(s) of the researched poly-
subject multifactor environment(s) of the complex support
of software products; in the development of forms of rep-
resentation of this model (in particular, such as: mathe-
matical form of representation; linguistic form of repre-
sentation; gradient form of representation); as well as in
the development of an appropriate specialized classifica-
tion of complex support’s environments of software prod-
ucts based on their balance level (which includes, in par-
ticular, such categories as: perfectly balanced environ-
ments; well-balanced environments; satisfactorily bal-
anced environments; and non-satisfactorily balanced envi-
ronments).

Prospects for further research consist in the devel-
opment of appropriate additional specialized algorithmic
and software dedicated for modeling the researched poly-
subject multifactor environments of the complex support
of software products, with the aim of automating the re-
search of the influence of various existing impact factors
performing influence on the object, the processes, and the
subjects of the complex support of software products, as a
component of more global scientific and applied problem
of automation of the complex support of software prod-
ucts.
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METO/I MOBYJOBU MOJEJEMN MOJICYE’€EKTHOI'O MYJbTU®AKTOPHOI'O CEPEJTOBUIIA MMIATPUMKH
INPOTPAMHUX KOMIIJIEKCIB

IMykau A. I. — kanz. TexH. HayK, acucTeHT Kadeapu ABromarn3oBanux Cucrem Ynpasninus [Hctutyty Komm’rorepanx Hayk Ta
Tadopmaniiinux Texnomnoriit HamionaneHoro YHiBepcutety «JIpBiBebka [lomitexHika», JIbBiB, YkpaiHa.

Tecaok B. M. — 1-p TexH. HayK, mpod., 3aBigyBad kapenpu ABromaru3oBannx Cucrem Ynpasminas [Herutyty KoM rorepHux
Hayx ta [ndopmamiiinux Texnosoriit HarionansHoro Yuiepcutery «JIpBiBecbka [Tomitexnika», JIbBiB, Ykpaina.

AHOTAIIA

AxTyanbHicTh. Po3risiHyTo 3amady noOynoBu Mozeneit nojicy6’ eKTHOro MyJIbTH(HAaKTOPHOTO CEPEeIOBHIIA MiITPUMKH IIPOrpa-
MHHX KOMILIEKCIB, 110 3a0e3nedye BpaXyBaHHs il pi3HOMaHITHUX (aKTOPiB BILIMBY Ha CaM MiATPUMYBAaHHI IPOrPaMHHIA KOMILICKC,
Ha MPOLECH HOro MiATPUMKH, a TAKOXK Ha Cy0’€KTiB B3a€MOJIl 3 HUM, LIO 3a0e3MeUyI0Th Ta peali3yloTh [I0 MATPUMKY. O’ eKTOM
JOCJIiZKeHHS € TIPOIeC KOMIUIEKCHOI MiATPUMKH MPOTPaMHUX HMPOIYKTIiB, IPOLECH aBTOMATH3AMIi Li€l MATPUMKH, IPOLIECH BILTH-
BY (pakTOpiB Ha 00’ €KT Ta cy0’€KTH KOMIUICKCHOI MIATPUMKH MPOTPAMHUX MPOAYKTIB, a TAKOXK MPOLIECH Cy0’ €KTHBI3aLii CIPHAHATTS
00’€eKTa MiATPHMKH BiIOBiTHUME cy0’exTamu B3aeMoxii 3 HuM. IlpeamMeTom fociizkeHHsI € METOAN Ta 3aCO0M ITYyYHHUX HEHPOH-
HHX MEpex, 30KpeMa 0araroliapoBoro mepLuenTpoHa, a TaKoXk KOMII FOTEPHOrO MPOCKTYBAaHHS Ta MOJieloBaHHs. MeTolo podoTH €
po3poliieHHsT MeToay To0yI0BH MoJiesel Moiicy0’ eKTHOrO MyJIbTH(AKTOPHOTO CEPeOBHIIA KOMIUICKCHOI MIATPHMKHU IPOrPaMHUX
MIPOJYKTIB.

Metoa. 3anponoHOBaHO PO3pPOOICHHS MOJEJel MOoJicy0’ €eKTHOrO0 MyJIbTH(AKTOPHOTO CEPEeIOBHIINA MIATPUMKH IPOrPaMHUX
KOMIIJIEKCIB, IO J]a€ 3MOTY, B aBTOMAaTH30BAHOMY PEXMMi, OTPUMATH BiJNIOBi/IHI MOZEII, HA OCHOBI IKHX, B NOAAIBLIOMY — JOCIIi-
JDKYBaTH CHJIBbHI Ta c1a0Ki CTOPOHU KOHKPETHOTO JOCTIHKYBAaHOTO CEPEIOBHIA KOMIUIEKCHOT MATPHMKH TOTO Y 1HIIOTO IPOrpam-
HOTO MPOIYKTY, 3 METOIO 3a0€3eUeHHs MOJAbIIOT0 MOKPALICHHS Ta aBTOMATH3allii HOTo MiATPUMKH Ha OCHOBI BUBYEHHS Ta aHAi-
3y (aKkTOpiB BIUIUBY, IO (GOPMYIOTH Cy0’ €KTUBHE OaueHHs i€l MITPUMKH TUMHU Cy0’ €KTaMH, sKi i1, BinacHe, Ge3mocepetHbo 3iiic-
HIOIOTh, TOOTO, ()aKTHYHO, BiJl KX 3aJICKUTh cama I MiATPHMKa, a TAKOX BIIMNOBIHI i1 SIKICHI Ta KUTBKICHI XapaKTEPUCTHKH i I10-
Ka3HUKH.

Pe3yabTaTn. PesynsraTamu poGOTH po3po0IEHOr0 METOMY € BiJITOBIJHI MOJENI JOCII/DKYBaHUX MONICYO’ €KTHUX MyJbTH(AK-
TOPHHX CEPEIOBHII KOMIUIEKCHOI MiATPUMKH MPOTrPAMHUX MPOIYKTIB, II0 BPAXOBYIOTh HASBHICTh Ta PiBEHb BIUIMBY BiMOBIIHHUX
HasBHUX (DAaKTOPIB BILIMBY Ha Cy0’€KTIB B3a€MOIT 3 MiATPUMYBaHUMHU POTPAMHUMHU KOMILIEKCaMH, siKi (Cy0’exTH) Ge3rnocepeHbo
3a0e3MeuyIoTh i pealizyloTh 10 KOMIUIEKCHY MIATPHUMKY JOCIIKYBaHUX IPOrPaMHUX MPOAYKTIB, Ta GOPMYIOTH pesieBaHTHI A0CIi-
JDKyBaHI CepeloBHIIA MATPUMKHA. KpiM TOro, B SKOCTI MpUKIaAy NPAaKTHYHOTO 3aCTOCYBAaHHS Ta ampoOarlii, po3poOiaeHnit MeToI
BHKOPHUCTAHO, 30KpeMa, JJIS PO3B’sA3aHHs NMPHUKIAAHOI MPAaKTUYHOI 3afadi BH3HAYCHHS JOMIHYIOUYOTO Ta Ne(IiIUTHOTO (akTopiB
BIUIMBY HOJIICY0’ €KTHOIO MYJIbTH(HAKTOPHOIO CEPEeIOBHILA MIITPUMKHI JOCIIPKYBAHOTO IPOrPaMHOTO KOMIUIEKCY, a TAKOXK HaBeJe-
HO Ta NPOaHaJi30BaHO OTPHMaHi Pe3yJIbTATH PO3B’sI3aHH OCTABIICHOI 3a/1a4i.

BucnoBku. Po3po06iiennii MeTo BHpIllly€e TOCTABJICHY 3aj[ady MO0yIOBH MOJEICH MOJiCYy0’ €KTHOrO MyJbTH(HAKTOPHOTO cepe-
JIOBHILA MTIATPUMKH IPOrPAMHUX KOMIUIEKCIB, Ta 3a0e3meuye BpaXyBaHHs Aii pi3HOMaHITHHX (IIONMEPEAHBO y3TrOMKEHUX Ta 3a]IeKIIa-
poBaHuXx) (HakTOpiB BIUTHBY HA CaM IMATPUMYBaHHM NPOrPaMHHN KOMILIEKC, Ha MPOLECH HOro MiATPUMKH, a TAKOXK Ha CyO’€KTiB
B3a€MOJIT 3 HUM, 110 3a0€31eUyI0Th Ta Peali3yloTh 110 KOMIUIEKCHY MiATPHMKY. 30KpeMa, po3poOIeHHi METO Ja€ 3MOTY MOZEIIIO-
BaTH Ta JOCIIKYBaTH TOJICY0’ €KTHI MYyJIbTH()AKTOPHI CepelOBUINAa KOMIUIEKCHOI MIATPUMKH MPOTPaMHHUX MPOIYKTIB, IO BiIO-
OpaxkaroTh rinobansauil (a60 TOKANBHUI) BIUIMB PI3HOMAHITHUX HasBHUX (DAaKTOPIB sIK HA caM 00’ €KT MiATPUMKH (IiATPUMYBaHHI
MPOrpaMHHI KOMIUIEKC, Y MPOLECH HOro KOMIUIEKCHOI MiATPUMKH), TaK i Ha cy6’€KTiB, 110 Ge3rmocepeIHbO 3AiHCHIOITh Ta peati-
3yHOTh JaHy KOMIUICKCHY MIATPHMKY B yciX Il MOXIHBHX Ta/abo 3ajekiapoBaHuX mposBax. IIpakTuyHa anpo0ariis po3poOiaeHOro
METO/y 3[ilfiCHEeHA Ha NPHKJIa/i BUPILICHHS KOHKPETHUX MPUKIAJHUX NPAKTHYHHUX 3371a4, OAHI€I0 3 SKHX € MpecTaBieHa B po0oTi
3a7a4ya BU3HAUYCHHS JOMIHYIOUOTo Ta Ae(ilUTHOro (haKkTOpiB BIUIMBY IOJICYO’€KTHOTO MyJbTH(HAKTOPHOTO CEPEOBHIIA MiITPHMKHI
JOCHIIXKYBaHOTO MIPOrPAMHOTO KOMIUIEKCY, Ta IJITBEPIUKYE HOro e(heKTHUBHICTD NPU PO3B’SA3aHHI CTEKY NPHUKIAJHUX NPAKTUYHUX
3a/1a4 JOCII/KEHHS BIUIMBY (paKTOPiB Ha KOMIUIEKCHY IIATPUMKY NPOIPAMHHUX MPOAYKTIB, 3 BUKOPHCTAHHSIM IepeBar TEXHOJIOTIH
IITYYHOTO iHTEJICKTY, MAIIHHHOTO HABYAHHS, LITYYHUX HEHPOHHUX MEpex, Ta 6araromapoBoro nepluenTpoHa 30Kkpema.

KJIFOYOBI CJIOBA: nporpaMHHUif POIYKT, KOMIUIEKCHA MIATPUMKA, CEPEIOBHIIE MiATPUMKH MPOTPaMHHUX MPOIYKTIB, (ak-
TOp BIUIUBY, aBTOMATH3allisl, ITY4YHI HEHPOHHI Mepeski, 6araTomapoBuii IepIEITPOH.
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IN TECHNICAL SYSTEMS

UDC 681.856.8

TERMINAL CONTROL OF QUADCOPTER SPATIAL MOTION

Yefymenko M. V. — Dr. Sc., Professor of Information Technologies of Electronic Devices Department,
Zaporizhzhia Polytechnic National University, Zaporizhzhia, Ukraine.

Kudermetov R. K. — PhD, Associate Professor, Head of the Department of Computer Systems and Networks,
Zaporizhzhia Polytechnic National University, Zaporizhzhia, Ukraine.

ABSTRACT

Context. Constructing quadcopter control algorithms is an area of keen interest because controlling them is fundamentally
complex despite the quadcopter’s mechanical simplicity. The key problem of quadcopter control systems is to effectively couple
three translational and three rotational freedom degrees of motion to perform unique target manoeuvres. In addition, these tasks are
relevant due to the high demand for quadcopter in various human activities, such as cadastral aerial photography for monitoring hard-
to-reach areas and delivering cargo over short distances. They are also widely used in military affairs.

Obijective. This work objective is to develop and substantiate novel methods for algorithms constructing the high-precision
control of a quadcopter spatial motion, allowing for its autonomous operation in all main flight modes: stabilization mode, position
holding mode, automatic point-to-point flight mode, automatic takeoff and landing mode.

Method. The given objective determined the use of the following research methods. Pontryagin’s maximum principle was
applied to develop algorithms for calculating program trajectories for transferring a quadcopter from its current state to the given one.
Lyapunov functions and modal control methods were used to synthesise and analyse quadcopter angular position control algorithms.
Numerical modelling methods were used to verify and confirm the obtained theoretical results.

Results. An approach for constructing algorithms for controlling the spatial quadcopter motion is proposed. It consists of two
parts. The first part solves the problem of transferring a quadcopter from its current position to a given one. The second part proposes
an original method to construct algorithms for quadcopter attitude control based on a dynamic equation for a quaternion.

Conclusions. The proposed quadcopter motion mathematical model and methods for constructing control algorithms are verified
by numerical modelling and can be applied to develop quadcopter control systems.

KEYWORDS: quadcopter, quaternion, Pontryagin’s maximum principle, Hamiltonian, Lyapunov functions.

ABBREVIATIONS
BFF is a body fixed frame;
EFF is an Earth fixed frame;
UAYV is a Unmanned Aerial Vehicle.

M; is a reactive torque from the rotation of the i-th
propeller;

M, is a control moment;

Pgi , is a lift force created by the i-th propeller, given

NOMENCLATURE by projections on BFF axes;

D is a propeller diameter;
Fe is a vector of the sum all forces acting on

quadcopter in the EFF;
Gg is a force of gravity;

H is a Hamiltonian;

J isa moment of inertia with respect to the BFF;

J, is an inertia of the rotors;

L is an angular momentum in the BFF;

Mg is a moment of external forces given by

projections on the BFF axes;
M, is a gyroscopic moment;

© Yefymenko M. V., Kudermetov R. K., 2025
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Pg; is a lift force created by the i-th propeller, given

by projections on EFF axes;
Xe,Yg, Zg are the EFF axes;

Xg,Yg, Zg are the BFF axes;

e is a pointing error;

g is agravitational acceleration on Earth;

hg; is an angular momentum of the i-th rotor given by

projections on the BFF axes;
k., is a proportionality constants;

k, is a proportionality constants;

¢ is a distance from the motor rotation shaft axis to
the quadcopter centre of mass;
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m is a quadcopter mass;
Ng is a unit vector of Yy axis;

ng is a unit vector of the propellers’ total thrust force

given by the projections on the EFF axes;
re is a vector of the quadcopter centre mass position

in the EFF;
u is a control vector;

Agg IS aquaternion of transition from EFF to BFF;
D(ty,t) is a transition matrix of the extended system;

o is a lift coefficient;
B, isa propeller power factor;

AR is a scalar part of the quaternion Agg ;

Ahgg IS avector part of the quaternion Agg;

w; is a reactive moment on the shaft of the i-th rotor;
p is an air density;

¢ is an Euler roll angle;

9 is an Euler pitch angle;
y is an Euler yaw angle;

oBF is an angular velocity vector of BFF rotation rel-

ative to EFF, given by the projections onto the BFF axes;
®; is an angular speed of the i-th rotor;

~ is a conjugate quaternion notation;
o is a quaternion multiplication operation symbol.

INTRODUCTION

Currently, work is actively underway in the field of
developing new and improving existing UAV control
systems. Miniature UAV multi-rotor type is an area of
significant interest because of their unique features such
as overall dimensions, the ability to fly in limited space
and at very low speeds, vertical takeoff and landing and
so on. These capabilities enable their use in various fields
of activity, and for some tasks, they are indispensable. A
diverse array of UAV applications can be found, for
instance, in specialized literature reviews [1-3].

One of the main directions in the field of UAVSs is
related to increasing their flight autonomy. This, in turn,
places increased demands on equipment reliability,
control system intelligence, and the efficient use of power
sources. On the other hand, these features ensure ease of
use and reduce the cost of target tasks performed by
UAVsS.

This work is devoted to the development of the
quadcopter spatial motion controlling algorithms, which
allow autonomous implementation of its flight main
modes: the stabilization mode in which the aircraft
automatically maintains the zero values of roll and pitch
angles and stabilizes the yaw angle; mode of keep a given
position in which the UAV automatically hovers over a
given point on the earth’s surface; mode of automatic
flight by points; automatic take-off and landing mode.

The object of the study is the process of controlling
the spatial motion of a quadcopter.
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The subject of the study is the synthesis of the
guadcopter spatial motion control laws in the form of
stationary feedback by state.

The purpose of the work is to develop algorithms for
controlling the spatial motion of a quadcopter.

1 PROBLEM STATEMENT
The spatial movement of the quadcopter, a mechanical
system with four propeller rotation engines and a
supporting rigid frame is considered. The kinematic
diagram of the quadcopter is shown in Fig. 1. On the
kinematic diagram, the axes Xg, Yz and Zg form a

BFF, which is rigidly connected to the quadcopter, and
the axes Xg, Yg and Zg form the EFF, in which the

observer is located. The propeller rotation engines are
rigidly fixed to the quadcopter frame, and the BFF’s Xg
and Yy axes intersect the centres of these engines.

The quadcopter motion control is carried out by
applying control voltages to the propellers’ engines. As a
result of the propellers’ rotation angle speeds o;, ®,,
®3 and oy, the lifting forces Pg;, Pg,, Pgz, Pgs and
the corresponding reaction moments M;, M,, Mj and
M, arise.

It is necessary to develop a quadcopter spatial motion
mathematical model and based on it synthesize the
algorithms for controlling the propeller angular velocities
®; to transfer the quadcopter from a current position to a

given one (hover point) and ensure the quadcopter’s
angular stabilization in this position.

P B4 P B3

Figure 1 — The quadcopter kinematic scheme

2 REVIEW OF THE LITERATURE
The research and development of quadcopter spatial
motion control have been the focus of many publications
for several decades. The advances in microcontrollers,
telecommunications, and quadcopter applications have
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significantly increased the number of publications on this
topic in recent years.

In studies [4-6], the control laws based on the
Lyapunov function are introduced. These laws establish
sufficient conditions for the asymptotic stability of a
closed-loop system. and specific methodologies for
determining the desired Lyapunov function are discussed.
The works [7-8] discussed the use of a sliding mode
control, which is simple and reliable, but requires
adaptation of the switching logic to the flight modes of
the quadcopter. In the work of [9], an approach that
combines the method of a nonlinear observer and sliding
mode control is proposed. In this approach, a nonlinear
observer predicts the impact of engine failures on the
quadcopter dynamics and ensures the stability of the
sliding mode to uncertainties and disturbances. In work
[10], a nested double-loop control scheme based on the
adaptive backstepping approach concerning uncertain
parameters is proposed. To avoid the analytic derivative
calculation of the virtual command, a command filter is
introduced into the designing procedure with a
compensated signal employed in the attitude error. The
backstepping-based formation control using the state
transformation technique and asymptotic stability analysis
based on Lyapunov’s theorem is presented in the paper
[11]. In [12], a highly complex controller is proposed that
combines an optimal H, controller with an integral
predictive controller supplemented by a Kalman filter
implementation. In the paper [13] a quadcopter model is
developed using the Hamiltonian approach is considered
and a nonlinear orientation controller for this model is
proposed. In paper [14] a new nonlinear robust control
algorithm with output feedback based on quaternions is
presented. The work [15] is devoted to modelling a
quadcopter based on certain physical parameters to build
a desired model before designing a specific control
system. According to the authors, this study should help
save time and costs on possible errors in designing
quadcopter control systems. Systematic literature reviews
such as [16-18] comprehensively analyse the main
modern control strategies for quadcopter UAVs.

3 MATERIALS AND METHODS
Let’s assume that the origin of the coordinate system
EFF coincides with the centre of mass of the quadcopter
at the initial moment of movement, the EFF Y axis

coincides with the direction of the local vertical at this
point, the X axis is directed along the line of the given

flight course, and the Zg axis is defined as
Zg = Xg xYg . Considering the small durations of the

time intervals of the quadcopter’s autonomous flight, the
rotation of the Earth can be neglected and the EFF
coordinate system will be considered inertial (stationary)
in the first approximation. The BFF axes are rigidly
associated with the quadcopter body and the BFF origin
coincides with the quadcopter centre of mass. Let’s
assume that the BFF axes coincide with the quadcopter’s
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main central axes of inertia. In this case, the dynamic
control characteristics are significantly improved and the
equations of rotational motion of the quadcopter are
simplified.

The relative orientation of EFF and BFF is defined as
follows. The position of the coordinate system BFF
relative to the coordinate system EFF is determined by the
quaternion Agg. The BFF angular orientation relative
EFF is given by three rotations: the first rotation is
performed around the X axis by an angle ¢, the second
rotation is performed around the Z' axis by an angle 9,
the third rotation is performed around the Yg axis by an
angle y (Fig. 2).

In this case, the quaternion Agg is defined by the
expression

Ags :7\%8+7VEB: 1)
where the scalar part is

x%B :cosﬂcosgcosg+sinEsingsing, (2)
2 2 2 2 2 2

and the vector part is

Zg

’
VA Zy
Figure 2 — Sequence of rotations for transforming from BFF to
EFF
singcosgcosi— cosgsingsinE
2 2 2 2 2 2
hgg = —sin%sin%cos%Jr cosgcosgsinE . (3)

cosgsingcosimingcosgsinE
2 2 2 2 2 2

The system of equations for the quadcopter centre of
mass motion in EFF by Newton’s second law has the
following form
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Let’s assume that only the thrust forces P, of the
aerodynamic propellers (i=1,2,3,4) and the force of
gravity act on the quadcopter. In this case,

where
0

Gg =mg| -1|. (6)
0

The direction of the force P; coincides with the
positive direction of the Yg axis of BFF

Pgi = piNg - (7

The unit vector ng of Yg axis and modulus p; of the
forces P; are determined by expressions

0
ng =1/, 8)
0

P :|Pi|:kpu)i2, Kp = apD*. 9)

Projecting the vector Pg; (7) onto the EFF axes gives

Pei = ping, (10)
where
-sin g
Ng =| COS3COSQ |. (11)

cos3sin g

Thus, the following equation describes the motion of
the quadcopter centre of mass

miz =k, (0f +05 +0; +o5)Ng +Gg. (12

To obtain the equation of the rotational motion of the
quadcopter relative to the centre of mass, consider the
equation for the angular momentum L of the “carrying
body + rotors” system. This equation in BFF has the form

Lg =Jo5F +3.ng (0, +0, —03—w,).  (13)
According to the theorem on change of angular

momentum [19], the change of the vector L in time is
described by the equation
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Lg =—05FxLg + Mg, (14)

where the moment My is the sum of the moments M;
created by the thrust forces Pg; of the propellers.
According to Fig. 1, it can be written

P3— Py W3 — O
Mg =¢|0 =ky!| 0 (15)
P2 — Py (02_0):21

Let us write equation (14) as follows
Jirg® +3,Ng (@ + @, — g —dy) =My + Mg . (16)

In equation (16), the gyroscopic moment M caused by

the rotation of the quadcopter body and rotors is
determined by the expression

My =-0g" xLg =

=—op x(JOEF +J,ng (0, + 0, — 03— 0,)) . (17)

For the angular momentum of the i-th rotor, the
following expression is valid

hgi = J, (@5° +Nga;) . (18)
Therefore, taking into account (14), it can be obtained

I, (@5F +ngay) + o x(J, (@g" +ngoy;)) = ngp; ,(19)

where the reactive torque on the shaft of the i-th rotor is
determined by the formulas

W =B,D°0f =kyof, k, =B,D°/k,.  (20)
The presence of the torque p; in equation (19) reflects

the fact that when the propeller rotates, due to air
resistance, a moment arises that prevents this rotation. To
overcome this moment, the same torque is required on the
engine shaft in the opposite direction. From equation (19)
it follows

I nga; =g —J og —og x(J, (05 +Ngay)). (21)
Multiplying equation (21) by the vector n} gives

T : T . BE
NgJNgd; =k —NgJ, g~ .

(22)

Whence, given that nyJ,ng = J, , it follows
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iy = Sh-ngag . (23)
r

Substituting expression (23) into equation (16) and the
necessary transformations yield

Jog" =-Ng(uy+Hp —Hg—Ha) + Mg+ M. (24)
or taking into account formula (20) it follows

Jirgt =—ngkp (0f + 05 —0; o)+ M  +Mg. (25)

Let us introduce the following matrix into
consideration
—kpt 0 kpt 0
F=|-kn kn —-kn Kp (26)
0 kpt 0 —kyt

Then equation (25) can be written in the following form

@
0)2
Jog- =My +F| 2 27)
W3
o4
An equation describing the quadcopter angular

orientation is needed to fully describe its spatial motion.
This equation has the following form when a quaternion
is used [19]:

150 = o [ hep, dep =208 +hep 0. (28)

Thus, the spatial motion of the quadcopter is described
by the following system of differential equations

mig :kp(m12+c0§+0)§+mi)nE +Gg;
Jog® =My +M,;

. (29)

7}EB = ‘(‘DEE )T hes;

Aeg =AP05" +Apg x0p,

where
of
002
M, =F| 2 (30)

03
o}

The algorithms for controlling the spatial motion of a
quadcopter were built on the assumption that on board the
quadcopter there is information about the vector rg, the
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angular velocity vector 5= and the orientation of the

frame BFF relative to the frame EFF in the form of a
quaternion A g . The main tasks of spatial motion control

are solved using the following algorithms:

— algorithm for determining the required orientation of
the propellers thrust vector in the EFFs, which ensures the
transfer of the quadcopter from the current position to the
desired one;

— algorithm for calculating the torque, which ensures
that the real direction of the thrust force coincides with
the calculated one;

— algorithm for calculating the torque, which ensures
stabilization of the yaw angle.

Let us introduce the following variables x; =rg,

X, =Ffg, Fg =u and write equation (4) in Cauchy form
X =Ax+Bu, (31)

where

SORHEREE

For system (31), the following terminal control
problem is formulated: find a control u that transfers
system (31) from the current state x(t;) at time t, to the

given state x(t;) attime t; and provides the minimum of

00
1 0}
01

t
the functional V(u):%r"u"zdt. The times t, and t,
tO

are given.

This problem can be formulated as a two-point
boundary value problem, represented as a Hamiltonian
system with a maximum condition for the control
Hamiltonian (Pontryagin’s maximum principle [20]).

To solve this problem, let us set the boundary
conditions for system (31) in the form

X1 (to) = re (to), X2 (to) = re (to), (32)
X (t) = re (t), Xo(t) = re (), (33)

and the Hamiltonian has the form
H =%||u||2 +n" (Ax+Buy). (34)

1y

In expression (34) p =( ] , is the related variable and

L)

K, 1, are the three dimensional vectors. The optimality
conditions are of the form
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oH .

—=-i=Alp, (35)
OX

ﬁ:>'<:Ax+Bu, (36)
op

M iBTp=0. 37)
ou

From condition (37) it follows
u=-BTp. (38)

Substituting condition (38) into equation (36) yields
the equation of a two-point boundary value problem in the
form of an extended system

~ B (x®) 5 (A BBT
Y_QY+(OJGE,Y(t)—(u(t)}Q—[O _ATJ.(sg)

The solution to system (39) can be written as

X(t) = @1 (8, tg) X (o) + P12 (L, to)(to), (40)

n(t) = @, (8 to)n(ty) (41)
D (tty) D@yp(tto)
0 D, (1)

matrix of the extended system. The initial value of the
vector p(t) is found by the formula

where ®(t,,t) :( j is the transition

B(to) = @35 (1, to)[X(t) @y (4. 1) X(t)] . (42)

The calculated control values u®, trajectory rg(t) and

velocity fg(t) when moving the quadcopter from the
current position to the desired one can be found as follows

U =-BTu=—p,, (43)
) = %), (44)
g (1) = X, (1) . (45)

In this case, according to equation (4), the calculated
force is determined by the expression

Fe(t)=miZ(t)=mu”. (46)

The force Fg (t) is the calculated total force. The real
total force Fg(t) will differ from the calculated one due
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to the presence of disturbing forces. The difference in
forces will lead to the quadcopter moving along a certain
trajectory rg(t) different from the calculated trajectory

re (t) . To eliminate this phenomenon, it is necessary to

add a stabilizing component in the form of feedback on
the state through the thrust force of the propellers. To find
this component, consider the equation of the pointing
error

e=rg(t)-re(t). 47

This error can be found by subtracting equation (46) from
equation (4):

mE(t) = m(Fe (t) — ¢ (1) = Fe (t) - Fe (t) = AF , (48)

which means

Fe = F¢ +AF . (49)
Let us choose AF such that

AF =-m(K;e+K,é), (50)
where

K, =diag(k;), K, =diag(k,), i=12,3. (51)

Then equation (48) can be written as

E(t) =—(K.e+ K,€). (52)

According to the main theorem on the asymptotic
stability of a linear system, equation (52) for k;; >0 and

k,; >0 is asymptotically stable and the quadcopter state

vector will tend to the calculated one. In this case, the
required direction of the force Pg(t) in the basis EFF will

be determined by the expression

Pe(t) _ Fe()-Ge
Pe®) [IFe®-Gg|

ne (t) = | (83)

Comparing (53) with (11), the equation for determining
the required pitch 9" and roll ¢ angles can be obtained:

o (1 -sin §*
ng (t) = Pe® _ cos 9" cosp” |, (54)
cos 9 sing
97 (t) = —arcsinnjg (), (55)
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Nge ()

N

¢"(t) = —arctan (56)

In the hover mode fg(t)=0. Then, according to
expression (6), Pz (;) = -Gg and

0
* PE (tl) G E (tl)
e ( 1) ”PE (t)" "GE (t)" 0 7

Thus, when hovering, the required direction of the
total thrust force of the propellers coincides with the
direction of the local vertical. In this case

9" () =0, (58)

§°(t) =0, (59)
and the program yaw angle w*(t) is a free parameter

selected based on the quadcopter yaw angle requirements.

Now we will perform the synthesis of control of the
angular motion of the quadcopter, ensuring the
coincidence of the real direction of the thrust force of the
propellers with the calculated one. Let us consider the

guaternion mapping N of the vector ng. Its scalar part
scal (Ng) =0, and vector part vect(Ng) = ng . Since the

guaternion Ng is a normalized quaternion, the
quaternion equation is valid for it [21]

2 *
NB,

Ng=U, - |Ng (60)

where U, is an arbitrary quaternion with a zero scalar
part, specifying which can form the required character of
the change in the vector ng projections on the BFF axes.
In this case, the quaternion U, satisfies the constraint

scal (N5 oU,)=0. (61)
From constraint (61) it follows
(ng)'U, =0. (62)
The vector form of equation (63) is
i, = u, — |3 [*ng. (63)

Let us represent the control u, as follows
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U, =—Ng xNg XT. (64)
With this choice of u,,, the relation (62) will hold for any

7 . Taking into account (64), equation (63) can be written
as

2
LK .
fig =—ngxn’éxr—“n’éu Ng . (65)

Let us decompose the left-hand side of equation (65)
into two components: perpendicular ng and parallel ng:

—ng xNg xfig +ngng g =

2
:—nEanxr—“hE“ ng . (66)

Taking into account (64) and (65) transforming (66) gives

2

—ng xng x (fig —r):(ngﬁg +[ng

- (Il Pl - ©7)
From relation (67) it follows
fig =T+ang, (68)

where o is an arbitrary parameter. Since a is an arbitrary
parameter, when solving various problems of controlling
the motion of the vector ng it can be set equal to zero
(a=0). In this case, the dynamic model for synthesizing
the control T takes on a simple form

fig=T. (69)

This equation is a linear equation with constant
coefficients and allows the application of well-developed
methods of the theory of linear systems with constant
coefficients in the synthesis of control laws.

The control u, is virtual, the real control is the

control moment M, . Therefore, when using equation

(69) to solve the problem of controlling the orientation of
the quadcopter, it is necessary to know the dependence of
the rotational moment M, on the elements of the control

vector u,. According to the work [22], this dependence
has the form

M, =-Mgy = J(ng x(u, - p)), (70)
where
p=—w8F x(ng +ig )+ A, (71)
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Ay =—o5E xng +ng, (72)
N = Agg oNg ©Agg, (73)
Mg =-63 xng +p, (74)
Ng = Agg ofig° Agg - (75)

In order for the real direction of the propellers’ thrust
to coincide with the calculated one, it is necessary to find
the control u, that ensures asymptotic stability of the

equilibrium position

Ng =nNg. (76)

To do this, we will use the equation of motion of the
vector ng in the form (69), and as a result

fig="1. (77)
Consider the control error
e=ng-Ng. (78)

Given that ng is a constant vector, the following equation
is valid for the error

éB =T. (79)
It is obvious that the law of control
1=-Ke—K,ng (80)

provides asymptotic stability to the equilibrium position
e=0, é=0. In this case, the control u, will be

determined by the relation (64), and the real control
moment M, by the relation (70). To calculate the
moment M, , it is necessary to know the vectors ng and

fig . There are two ways to find these variables: analytical
and numerical. Analytical is very cumbersome, so in this
case, given that ng is a smooth analytical function of

time, it is easier to do it numerically.
To construct an algorithm for stabilizing the yaw
angle, let us consider the quaternion Agg. According to

[21], the following equation is valid for it

. . 2

Agg =U, _HAEBH Ags, (81)
where U, is an arbitrary quaternion, specifying which

can form the desired angular motion of the BFF relative
EFF. In this case, the moment M, is determined by the

expression
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M, =23 (hgg XU, ) +@p xJo bt (82)
where u, is the vector part of a quaternion U,. The
quaternion Agg is a normalized quaternion and has only
three independent coordinates, the fourth coordinate is
determined from the condition |Agg|=1. Let us choose
its vector part Agg as independent coordinates and
consider the equation that describes its change in time

.. . 2 . .

Mg :UA_((X%B) +7~TEB7~EB)7~EB- (83)
In [21] it is shown that the control law

Uy, = —Kheg —Kohgg, K >0, k, >0 (84)

ensures asymptotic stability of the equilibrium position

hig =(0 0 0), Agg=(0 0 0), (85)

and as a consequence the asymptotic stability of the
equilibrium position

Ags =1 Ag =0, (86)

that is, the stabilization of BFF relative to EFF.

4 EXPERIMENTS
A numerical simulation of the proposed algorithms
was carried out to analyze the qualitative features of the
algorithm. The parameters of the quadcopter model are
presented in Table 1. The flight from the starting point to
a given one with coordinates

re (t,) = (1000; 300; —4000)" and hovering over it were

simulated. The initial values of the quadcopter angular
orientation (for which the graphs below are given) were

set as follows: w5F =0, ¢=10", y=-10° and $=10°.
After hovering, the quadcopter should turn around at an
angle y =45". The flight time from the starting point to
the given one was chosen to be 300 seconds.

Table 1 — Quadcopter model parameters

Parameter | Description Value Units

g9 Gravity 9.81 m/s?

m Mass 0.468 kg

4 Distance 0.225 m

J Rotor Inertia 3.410° | kg:m?

Je Roll Inertia 4.9-10° [ kgm®

J, Pitch Inertia 4.9-10° | kgm’

J, Yaw Inertia 8.8:10° | kg-m’
Proportionality 5

k Constant 2.9-10
Proportionality 5

kn Constant 1110
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5 RESULTS
Figure 3 shows graphs of changes in the coordinates
of the centre of mass of the quadcopter over time, Fig. 4
shows graphs of changes in the centre of mass velocities
over time, Fig. 5 shows the orientation angles of the
quadcopter, and Fig. 6 shows the angular velocities.

6 DISCUSSION

In this study, the quadcopter was examined as a
control object, its flight mechanics analyzed, and a novel
methods for synthesizing algorithms for spatial motion
control of the quadcopter were proposed. Based on the
obtained quadcopter motion model, algorithms for
controlling the quadcopter’s spatial motion were
developed, namely, an algorithm for determining the
required direction of the propeller thrust to translate the
quadcopter from its current position to the desired one
and algorithms for its angular motion control.
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The algorithm development process consists of two
main parts. The first part is creating an algorithm to move
a quadcopter from its current position to a specified one.
For this, the approach from [23] was used, its essence is
to construct an analytical solution to the boundary value
problem for a linear stationary system without control
constraints. This approach gives acceptable results when
the system is not affected by external disturbances and
there are no measurement errors. The calculated direction

ng of the propellers’ thrust force due to disturbing forces
may differ from the actual direction ng. To eliminate this

phenomenon, a stabilizing component in the state
feedback form was added to the analytical algorithm for
solving a two-point boundary value problem.

In the second part, a novel method for constructing a
guadcopter angular motion control algorithm was
proposed, based on the motion of vector quaternion
equation developed by authors in the works [21, 22]. The
use of a dynamic quaternion equation of motion of the
vector has greatly simplified control synthesis, reducing it
to a set of second-order integrating links. In many cases,
the control synthesis problem has an analytical solution
for such systems. Control algorithms derived from this
model are implemented much more simply than those
synthesized from the traditional model, which includes
the dynamical Euler equation and the kinematic equation
for the quaternion.

The proposed algorithms were numerically simulated,
and the results demonstrated that the quadcopter flew
from the starting point to the target point within 300
seconds. It then turned at a 45-degree angle and hovered
over the target location. The results confirmed the
proposed algorithms’ efficiency in controlling the
quadcopter’s spatial movement.

CONCLUSIONS

A mathematical model of a quadcopter motion as a
control object was developed. Based on this model the
algorithms for quadcopter spatial motion control were
constructed. Control algorithms include determining the
required direction of the propellers’ thrust force to
transfer the quadcopter from the current position to the
given one and control angular motion, which ensures the
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coincidence of the real direction of the propellers’ thrust
force with the calculated one and yaw angle stabilization.

The scientific novelty of the obtained results is that
the quadcopter angular motion control algorithms
developed based on the dynamic equation for the
quaternion [21]. To eliminate the difference between the
real direction of the thrust force and the calculated one a
stabilizing component in the form of feedback on the state
was added to the known analytical algorithm for solving a
two-point boundary value problem. This significantly
improved the accuracy of guiding the quadcopter to the
given position.

The practical significance of the obtained results is
that the developed algorithms allow the implementation
of all main modes of quadcopter autonomous flight:
stabilization mode in which the quadcopter automatically
keeps zero roll and pitch angles and stabilizes the yaw
angle; mode of maintaining a given position in which the
quadcopter automatically hovers over a given point on the
earth’s surface; mode of automatic flight along points;
modes of automatic takeoff and landing.

Prospects for further research will focus on study-
ing the qualitative aspects of quadcopter control processes
affected by external disturbances and onboard sensor er-
rors and developing algorithms for autonomous naviga-
tion without using GPS information.
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TEPMIHAJIbHE KEPYBAHHS [TPOCTOPOBHM PYXOM KBAIPOKOITTEPA

€dumenko M. B. — 1-p TexH. Hayk, npodecop, npodecop kadeapu iHbopManiiHUX TEXHONOTiH €1eKTPOHHHUX 3ac001B
HamionaneHoro yHiBepcutety «3anopi3bka NOJITEXHiKa», 3amopixoks, YKpaiHa.

Kynepmeros P. K. — kaH1. TexH. HayK, JOLCHT, 3aBigyBad KadeIpH KOMII IOTCPHHX CHCTEM Ta Mepex HarioHamsHOro
YHIBEpCHUTETY «3aropi3bKka MoiTeXHika», 3anopixoks, YKpaiHa.

AHOTANIA

AxkTtyansnicTh. [ToOynoBa anroputmiB KepyBaHHS KBaJIPOKONTEPOM € 00JIACTIO MiBHILEHOTO IHTEPECY, OCKUIBKU Kepy-
BaHHS KBaJPOKONITEPOM IPHUHIUIIOBO CKJIaJHA 3a]a4a, He3BAKAIOUM Ha HOro MexaHidHy IpocToTy. KirrouoBoro mpobiemoro
CHCTEM YIPaBIiHHS KBaJIPOKONTEpaMH € e()EeKTUBHE MOEIHAHHS TPHOX MOCTYNAIBHUX Ta TPhOX 00EpPTAILHUX CTYIEHIB CBO-
0011 pyXy IJisl BAKOHAHHS YHIKQJIbHHUX I[IIbOBUX MaHeBpiB. KpiM Toro, 11i 3a1a4i akTyalbHi y 3B’513Ky 3 BUCOKOIO 3aTpeOyBa-
HICTIO KBaJPOKOINTEPIB y Pi3HUX BUAAX IisUIBHOCTI JIOJUHU, TAKUX SIK KagacTpoBa aepooTO3HOMKA A MOHITOPUHIY BaxK-
KOAOCTYITHAX TEPUTOPIii, TOCTABKA BAHTAXXIB HA HEBEJIMKI BiZICTaHi, BIiCHKOBA CIIpaBa TOIIIO.

Merta po6oTu — po3poOKa Ta OOIpYHTYBaHHS HOBUX METOJIIB 1OOYIOBH aJrOPUTMIB BUCOKOTOYHOTO KEPYBaHHS MPOCTO-
POBUM PYXOM KBaJIpOKONTepa, M0 3a0e3Meuyl0Th HOro aBTOHOMHY POOOTY y BCIX OCHOBHHX PEKHMAaX IMOJBOTY: PEKUM CTa-
Oinizawii, pe>kuM YTpUMaHHS MOJIOXKEHHS, PEKUM aBTOMAaTHYHOTO MOJbOTY 3 TOUKH B TOUKY, PEKUM aBTOMATUYHOI'O 3/1bOTY
Ta MOCAIKH.

Merton. [TocraBiieHa MeTa 3yMOBHJIa BAKOPUCTAHHS HACTYITHUX METOMIB OCHTiKeHHS. [t po3poOKH ajaropuTMiB pospa-
XYHKY IIPOTPaMHHX TPAEKTOPiH MepeBeeHHsT KBaIpOKONTepa 3 MOTOYHOIO CTAaHy B 3aJaHHWH 3aCTOCOBAHO MPHUHIIMI MAaKCH-
mymy Ilontparina. JIns cuUHTe3y Ta aHaji3y alrOpUTMIB KEpyBaHHS KyTOBUM IOJOXKEHHSM KBaJPOKONTEPAa BHUKOPUCTAHO
¢bynkuii JIsmyHoBa Ta METOAM MOJAJIBHOTO KepyBaHHS. JIJIsl mepeBipKy Ta MiATBEPIKESHHS OTPHMAHHUX TEOPETHYHUX PE3YIIb-
TaTiB BUKOPUCTAHO METOJH YHCEIBHOTO MOJEIIOBAHHS.

Pe3yabTaTi. 3anpornoHOBaHO METOIMKY TOOYIOBH alrOPUTMIB KEpPyBaHHS MPOCTOPOBHM PYXOM KBaIpOKONTEpa, LIO0
CKJIQIA€ThCA 3 ABOX YacTUH. Ilepina yacTuHa MICTUTh YAOCKOHAJIEHUH MEeTO OOYA0BH aJlrOPUTMa MEPEBECHHS KBaAPOKOII-
Tepa 3 MOTOYHOTO TOJIOKEHHS B 3afaHe. Y NpYTii 4acTHHI 3alpONIOHOBAHO OPUTIHAIBHUI METOJ MOOYIOBU alrOPUTMIB Ke-
PYBaHHS Opi€HTALlI€I0 KBaAPOKONTEPa HA OCHOBI JUHAMIYHOTO PiBHSIHHS JUIS KBATEPHIOHY.

BucHoBku. 3arrponoHOBaHa MaTeMaTU4HA MOJEIb PYXY KBaJpOKONTEpa Ta METOIU MOOYA0BH aJIrOPUTMIB KEPYBaHHs Be-
pudiKOBaHI YNCETBHIM MOJICITIOBAHHIM Ta MOXYTh OyTH 3aCTOCOBaHI Jisi pO3pOOKH CHCTEM KepPYBaHHS KBaJIPOKONTEPAMHU.

KJIIOYOBI CJIOBA: kBafpokonTep, KBaTepHiOH, IPUHIUI MakcuMyMy lIoHTpsAriHa, raminbToHiaH, QyHkuii JismyHo-
Ba.
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