p-ISSN 1607-3274
~ ¢ISSN 2313-688X

9" 771607 ~ 327005




J
. B

<<<§if
R ){

\,‘b’
f’e P ﬁco%‘*

MiHiCTEpCTBO OCBITH 1 HAyKU YKpaiHu
HairioHanpHUM YHIBEPCUTET «3anopi3bka MOJITeXHIKa»
PanioesiekTpoHika, iHhpopMaTuKka, ynpaBJIiHHA
HaykoBuii )xypHan
BuxonuTe 4oTHpu pasu Ha pik
Ne 3(74) 2025

3acHoBanuii y 1998 pori, Bunaersces 3 1999 poky.
3acCHOBHUK 1 BUJaBelb — HallloHanbHUI YHIBEPCUTET «3anopi3bKa MOJITEXHIKA.

ISSN 1607-3274 (npyxoBanuii), ISSN 2313-688X (enekTpoHHuii).
3anopkoKs
HY «3anopi3pka noaiTexHika»

2025

Ministry of Education and Science of Ukraine
National University Zaporizhzhia Polytechnic

Radio Electronics, Computer Science, Control

The scientific journal
Published four times per year
Ne 3(74) 2025
Founded in 1998, published since 1999.

Founder and publisher — National University Zaporizhzhia Polytechnic.
ISSN 1607-3274 (print), ISSN 2313-688X (on-line).
Zaporizhzhia
NU Zaporizhzhia Polytechnic
2025



HayxoBuii JKypHaJ «PajioeseKTpoHiKa, indopmarnka,
ynopasiinus» (ckopoueHa HasBa — PIY) Bumaetsess HamioHambHum
yHiBepcuTeToM «3arnopisbka nomiitexuika» (HY «3anopisbka mositexHika») 3
1999 p. nepioANYHICTIO YOTHPH HOMEPH Ha PiK.

Peecrpanist cyG’ekta y cdepi aApykoBaHux Memia:  PimreHHs
HamionanbHoi paam VYkpaiHu 3 THTaHb TeneOaueHHs 1 pagiOMOBICHHS
Ne 3040 Big 07.11.2024 poky. Inentudikarop mexia: R30-05582.

ISSN 1607-3274 (npyxosanuii), ISSN 2313-688X (enekrpoHHmii).

Hakazom MinictepctBa ocBith i Hayku Ykpainu Ne 409 Bin 17.03.2020 p.
«[Ipo 3arBepmkeHHs pimeHb ArecTauiitHoi konerii MiHicTepcTBa 110710
JUSsUTBHOCTI crienianizoBaHux BYeHuX paj Bix 06 Oepesns 2020 poky» :KypHa
BKJIIOYEHHIi 10 nmepetiKy HayKoBHX (axoBHX BHIAHb YKpaiHH B KaTeroii
«A» (HaiiBMIili piBeHb), B SKUX MOXYTh IyONIKyBaTHCS pPE3yJIbTaTH
JIMcepTaliifHuX pobiT Ha 3100y TTS HAYKOBUX CTYTICHIB JOKTOpa HayK i JOKTOpa
Ginocodii (kanauaaTa HayK).

Kypnan Brmouenuit 10 nonschkoro Ileperniky HayKOBHX >KypHAIiB Ta
PCLICH30BaHMX ~MaTepialiB MDKHApOAHHMX KOH(EpEeHILiif 3 MPHUCBOECHOIO
KinbKicTiO GaniB (DomaTok 1o orosomeHHs MiHiCTpa HayKd Ta BHILIOI OCBiTH
Pecry6umixu [Tonbma Bix 31 mmmmst 2019 p.: Ne 16981).

B sxypHanmi 6e3k0IITOBHO MyOIIKYIOTHCSI HAyKOBI CTATTi aHIIIHCHKOIO,
PpociiichkOI0 Ta yKpaTHCHKOI MOBaMU.

IIpaBuia o opmiIeHHs crarei
http://ric.zntu.edu.ua/information/authors.

JKyphnan 3a0e3nedye §e3KOIITOBHUN BiIKPUTHH OH-JalH AOCTYN 10
MMOBHOTEKCTOBHX ITyOJIiKaIlii.

JKypHan 1o3Bosisie aBTopaM MaTH aBTOPCHKI IpaBa i 30epiraTu mpasa Ha
BUJaHHA 0Oe3 oOMexeHb. JKypHam J03BOJsIE KOPHUCTYBauaM YHTATH,
3aBaHTA)KyBaTH, KOIIIOBATH, IOLIMPIOBATH, JAPYKyBaTH, IIyKaTH abo
MOCHJIATHCS Ha TOBHI TEKCTH CBOIX crareil. JKypHan H03BOJISE MOBTOpHE
BHKODPHCTaHHS Horo BMicty y Biamoinxocti Creative Commons nineHsiero
CCBY-SA.

OmnyO6miKOBaHUM CTaTTSM IIPUCBOIOETHCSA YHIKaNbHHIL ineHTH]iKaTOP
upposoro 06’exra DOI.

7KypHau BxoauTh 10 HaykomeTpuuHoi 6a3u Web of Science.

Kypnai pedepyerbest Ta iHAEKCYETBCS Y IPOBITHUX MDKHAPOJHUX Ta
Hal[iOHAJIBHUX pe)epPaTUBHUX )KypHANax i HAyKOMETpHYHHX 0a3ax HaHUX, a
TaKOX PO3MIILYeThCsl Y IN(pPoBUX apxiBax Ta 06i06gioTeKax 3 GE3KOIITOBHUM
JOCTYIIOM Yy pexumi On-ling, moBHMiA mepesik sAKWX I0JAQHO Ha CaiiTi:
http://ric.zntu.edu.ua/about/editorialPolicies#custom-0.

TemaTuka KypHATy. TeleKOMyHiKaulii Ta  paioeleKTpOHiKa,
nporpamMHa imkeHepis (BKJIIOYalOud TEOPil0 ajrOpuTMIB i MpOrpaMyBaHH),
KOMIT'toTepHi Hayku (MareMaTH4He 1 KOMII'IOTEPHE MOJEIIIOBAHHS,
ONTHUMI3alis 1 JOCTi/KEHHs Omepalliif, ynpaBiliHHs B TEXHIYHHX CHUCTEMaXx,
MDKMallMHHA 1 JIIOAMHO-MAlIMHHA  B3a€MOJis, IITYYHWH  IHTEJEKT,
BKJIFOYAIOYM CHCTEMH, 3aCHOBAaHI HAa 3HAHHAX, 1 eKCIEPTHI CHCTEMH,
IHTENIeKTyalbHUH aHAJI3 JaHUX, PO3Mi3HaBaHHA 00pa3iB, MTYyYHI HEHpPOHHI
i HeHpo-HeuiTKi ~ Mepexi, HEeUiTKy JIOriKy, KOJICKTHBHHII  iHTEIEKT
i MyJIBTHAreHTHI CHUCTEMH, TiOPUIHI CHCTEMH), KOMII'IOTEpHA IHXeHepis
(amapaTHe 3a0e3nedeHHs] OOYNCIIOBATIBHOI TEXHIKH, KOMII'FOTEPHI Mepexi),
iHdOpMaILiiiHi CHCTEMH Ta TEXHOJIOTIT (CTPYKTYpH Ta 6a3u [JaHMX, CHCTEMH,
3aCHOBaHI Ha 3HAHHAX Ta €KCIEPTHI CHCTEMH, 0OPOOKA JAHHUX | CUTHAIB).

Vei crarri, npomnoHoBaHi 10 myOuikarii, OAepKyHOTh 00’ €KTHBHMIl
PO3IUIsi, IO OLIHIOETBCS 3a CYTTIO 0e3 ypaxyBaHHS pacd, CTarTi,
BIPOCIIOBIIaHHS, C€THIYHOIO MOXO/PKCHHs, I'POMaJsIHCTBA ab0 MOJITHYHOL
dbinocodii aBropa(is).

Vi craTti npoXoasaTh ABOCTYIiHYACTE 3aKpUTe (AHOHIMHE Il aBTOpa)
pe3eH3yBaHHSI IUTATHUMU DPEJAKTOPAMM | HE3aJIKHUMH PElCH3EHTAMH —
MPOBIJJTHUMHU BYCHUMH 32 MpodiseM KypHay.

MOJJaHO Ha CaiiTi:

PEJAKIINHA KOJIEI'TA

T'onosnuii peoakmop — Cy66otin Cepriii OJiekcaHApOBHY — JTOKTOP
TeXHIYHMX HayK, mpodecop, 3aBigyBay Kadeapu NIpOrpaMHHX 3aco0iB,
Hartionansauit yHiBepcutet «3amnopi3bka HoJiTexHika», Ykpaina.

3acmynnuk 20n06n020. peoakmopa — Iliza Jimurpo MakapoBuy —
JOKTOp TEXHIYHMX HayK, Mpodecop, AUPEKTOp IHCTUTYTY iH(OPMATHKH Ta
pagioenektpoHiky, npodecop kadeapu pamioTeXHIKH Ta TEICeKOMYHiKariii,
HarionansHuit yHiBepeutet «3anopisbka nositexHika», Ykpaina.

Ynenu peokonezii:

AwnapoyJinaxic Tocig — noxrop dinocodii, ronosa nenapramenty renaedonii
Ilentpy obcmyroByBaHHs Mepex, YHiBepcuteT SHinu, ['pewis;

Boasincpkuii  €Breniii  BoloAMMUpPOBHY — JIOKTOp TEXHIYHHX HAyK,
npodecop, npodecop KadeapH MTYyIHOTO iHTENEKTy, XapKiBCbKHil HalliOHATBHHI
yHiBepcuTeT patioeneKTpoHiku, YKpaiHa;

Bennekenc FOct — nokrop ¢inocodii, OLEHT, TOUEHT (aKyIbTeTy iHKEHEPHUX
rtexuosoriii (kammyc e Haip), Karomiupkuii yuisepeurer JIboBena, benbris;

Boand Kapcren — nokrop dinocodii, mpodecop, mpodecop kadenpn
TexHi4HOi iH(popMaTuku, J[OPTMYHACHKHIl YHIBEpCHTET NpPUKIAJHAX HAyK Ta
muctents, HiMeuunna;

Byrrke Tanc-Jlitpix — gokrop ¢inocodii, JOmeHT, MpOBITHUNA HAayKOBHit
CMiBPOGITHUK IHCTUTYTYy TexHi4HOI iH(opMmaTuku, TexHiuHMI yHiBepcHTET
Lnpmenay, Himeuunna;

Top6anp Ouexcanap MukonaiioBuy — 10KTOp (i3HKO-MaTeMaTHIHHX
Hayk, Tpodecop, npodecop QaxympTeTy MaTeMaTHKH, YHiBepcuter Jlectepa,
Beiuka Bputanis;

Topopunuuii Imutpo OseroBuy — noktop ¢dinocodii, KaHANIAT TEXHITHUX
HayK, JOLEHT, MPOBIAHMUI HAYKOBHUIi CriBpoOITHUK JIUpeKLii HayKu Ta iHkeHepii,
KaHnajcbka areHuist IpuKopaoHHoi ciyx6u, Kanana;

NpobGaxin Ouer OueroBu4 — JO0KTOp (i3MKO-MAaTeMaTHYHHX HAyK,
npodecop, nepumii npopektop, JHINPOBCHKHIl HALliOHAIBHUIT YHIBEPCHTET iMEHI
Onecs ['onuapa, YkpaiHa;

3aiineBa Osiena MukojaiBHa — KaHIuaaT (i3MKO-MaTeMaTHYHHX HayK,
npogecop, mpodpecop xadempu indopmaruku, KumiHcekuil yHiBepcUTET B
Kunini, CroBavunHa;

Kamesima Miuitaka — poktop Hayk, mpodecop, mpodecop dakymbreTy
HayKH Ta imkenepii, YHiBepcureT lnHomaki Cenuy, SInonis;

Kapramos Bojogumup MuxaiiioBuu — JOKTOp TEXHiYHMX HayK,
npodecop,  3aBimyBau  kadenpu  Memiaimkenepii Ta  iHpopMariiHUX
pamiOCNeKTPOHHHX  CHCTeM,  XapKiBCbKHMil ~ HAI[iOHAIBHHH  yHiBEpCHUTET

paznioeneKTpoHiky, YKpaina;

Jlepamenko Biraniii I'puropoBuy — xanmumar (isuKo-MaTeMaTUYHHX Hayk,
npodecop, 3asixysau kadempu indopmaruku, XKwtiHcbkuid yHiBepcurer B Kuimi,
CrnoBayumna;

Jlyenro JlaBun — nokrop dinocodii, mpodecop, 3aBizysay xadempu teopii
CHTHAJIIB Ta KOMyHiKalliii, MaapuIchKuii moiTexHiunmii yHiBepeuter, Icnanis;

MapkoBcka-Kaumap VYpeysa — JOKTOp TeXHIYHHX Hayk, mpodecop,
npodecop Kadeapu OOYMCIIOBAILHOrO iHTENEKTY, BpolulaBchka moIiTEXHiKa,
TTonba;

Ouiiinuk Anapiii OsiekcaHIPOBHY — JIOKTOpP TEXHIYHUX HayK, mpodecop,

npodecop kapempum mporpaMHHMX 3aco0iB, HauioHambHHi  yHiBepcHTET
«3arnopi3bka HoJiTexHika», YKpaina;
IaBaikoB Bosoguvup BoJoaMMHPOBMY — JOKTOp TEXHIUHHMX Hayk,

CTaplinii HAyKOBHil CIiBPOOITHUK, IPOPEKTOP 3 HayKoBOI poboTH, HauioHanbHuit
aepoxocMiuHnii yHiBepcuteT iM. H.E. XKykoBcrkoro «XAl», YkpaiHa,

Manumueknii Mapuin - 1gokrop Hayk, mnpodecop, npodecop Bimminy
iHTEJIeKTya bHUX chcTeM, JlociqHuil iHCTUTYT cucTeM Ilonbebkoi akaieMii Hayk,
M. Bapmaga, [lonbma;

Cxpyncbkuii Crenan IOpiiioBnu — KaHIMIaT TEXHIYHUX HAyK, JOLEHT,
JIOLEHT Kadeapyu KOMIT'IOTePHHX CHCTeM i Mepex, HamionanbHuii yHiBepcHTET
«3aropi3bKa MoJliTeXHiKa», YKpaiHa;

Tadynmuk Taauna BoJsoguMupiBHA — KaHIMAAT TEXHIYHUX HAyK,
npodecop, npodecop kadenpu nporpaMHux 3acobiB, HarionansHuii yHiBepcHTeT
«3armopi3bKa NoJTeXHiKa», YKpaiHa;

Tpurano Tomac - poxrop ¢inocodii, crapumii Bukiagad Kadeapu
€IeKpUYHOi Ta eNeKTPOHHOI imkeHepii, Imxenepumit komemk im. C. Illamos,
M. Auyon, I3pains;

Xenke KapcreH - JOKTOp TEXHIYHHX Hayk,
cniBpoGiTHUK ~ dakysnbrery  iHOpMATHKM  Ta
yHniBepcuter LibMeHay, HiMeuunHa,

Hlapnancekux Outekciii AabbGeproBuu — 10kTOp (inocodii, moueHt,
JoneHT  (akymbTeTy —aepokocMiuHoi  imkeHepii, JlendTcekmii  TexHiuHMI
yHiBepcuteT, Hinepnanau.

HayKOBHH
TexuivHumit

npodecop,
aBTOMAaTH3AaIlii,

PEJAKIIMHO-KOHCYJIbTATUBHA PAJIA

Appac ITitep — nokrop dinocodii, ToreHT, TOIEHT PaKyIbTETy iHKEHEPHUX
texuosorii (kammyc Jle Haip), Katonuupkuii yuisepcurer JIbosena, benbris;

JlicHsiHebKHMii  AHaTodiii — KkaHmumaT  (i3MKO-MaTEeMAaTHYHUX HayK,
TOJIOBHMI HAayKOBHIl eKchepT, I3painbcka enekTpuuHa Koprioparis, Xaiida,
I3pains,

Mappur Xpucrian — gokrop dinocodii, npodecop daxynbrery iHxeHepii
Ta iHopMauifiHuX TexHoJNOTii, YHiBepcHTeT NpUKIagHMX Hayk Kapunoii,
ABgcrpis;

Mapkocsin Mrep BapakecoBHmd — JOKTOp TEXHIYHHX HayK, mpodecop,
JUPEKTOp €PEeBaHCHKOr0 HAYKOBO-IOCIIAHOTO IHCTUTYTY 3ac00iB 3B’513Ky, Ipodecop
kadenpu TenekoMyHikamil, Pocilicbko-BipMeHCBKUI yHiBepcHTET, M. €peBaH,
Bipmenist,

PyGeas Outer BosioAMMHpPOBMY — KaHIUAAT TEXHIYHUX HAYyK, JOLECHT
(akynbTety imkenepii, YHiBepcurer MakMactepa, ['aminbTon, Kanana;

TaBxeqifaze ABTaHIi — KaHAUIaT Bi3UKO-MAaTEMAaTHYHUX HayK, mpodecop,
npodecop 1Ko HizHecy, TeXHOIOTIT Ta ocBiTH, [lepxaBHuil yHiBepcuTeT iM. L
Yapuasayse, Toinici, ['pys3is;

Ypeyrsio Jlopy — 10KTOp (i3HKO-MaTeMaTHYHHX HayK, mpodecop, mpodecop
kadeapy eNeKTPOHIKM Ta OOYMCIIIOBAIBHOI TexXHiKH, TpaHCHIbBAHCHKUH
yHiBepcutet B Bpaiosi, PymyHis;

yasn Ilitep — 1oKTOp TEXHIYHUX HayK, podecop, npodecop daxkyabTeTy
iHKeHepii Ta KOMIT'IOTepHUX HayK, ['aMOyprchKuii yHiBEpCHTET IPUKIIATHAX HAYK
(HAW Hamburg), Fam6ypr, Himeuunna.

PexomenoBano 10 BianHs Buenoto pagoro HY «3anopisbka nositexnika», mporokoi Ne 1 Bix 28.08.2025.
XKypHai 3BepcraHuii perakuiiiHo-BuiaBHIYUM Bitisiom HY «3aropi3bka MostiTeXHiKa».

Beo-caiir :kypuaday: http://ric.zntu.edu.ua.

Anpeca pegakuii: Penakuis xypHany «PIY», HarionansHuii yHiBepeuTeT «3arnopisbka mojiTextika», Byi. JKykoBcbkoro, 64, M. 3anopixoks, 69063, Ykpaina.

Teun: (061) 769-82-96 — penakuiiiHO-BHAABHUYMIA Biin
E-mail: rvw@zntu.edu.ua

Paxc: +38-061-764-46-62
© Hauionaneuuii yniBepeurer «3anopisbka nositextika, 2025



The scientific journal Radio Electronics, Computer Science, Control
is published by the National University Zaporizhzhia Polytechnic NU
Zaporizhzhia Polytechnic since 1999 with periodicity four numbers per year.

Registration of an entity in the field of print media: Decision of the
National Council of Ukraine on Television and Radio Broadcasting No. 3040
of November 7, 2024. Media ID: R30-05582.

ISSN 1607-3274 (print), ISSN 2313-688X (on-line).

By the Order of the Ministry of Education and Science of Ukraine from
17.03.2020 Ne 409 “On approval of the decision of the Certifying Collegium
of the Ministry on the activities of the specialized scientific councils dated 06
March 2020” journal is included in the list of scientific specialized
periodicals of Ukraine in category “A” (highest level), where the results of
dissertations for Doctor of Science and Doctor of Philosophy may be
published.

The journal is included to tne Polish List of scientific journals and peer-
reviewed materials from international conferences with assigned number of
points (Annex to the announcement of the Minister of Science and Higher
Education of Poland from July 31, 2019: Lp. 16981).

The journal publishes scientific articles in English, Russian, and
Ukrainian free of charge.

The article formatting rules are
http://ric.zntu.edu.ua/information/authors.

The journal provides policy of on-line open (free of charge) access for
full-text publications. The journal allow the authors to hold the copyright
without restrictions and to retain publishing rights without restrictions. The
journal allow readers to read, download, copy, distribute, print, search, or
link to the full texts of its articles. The journal allow reuse and remixing of its
content, in accordance with Creative Commons license CC BY-SA.

Published articles have a unique digital object identifier (DOI).

The journal is included into Web of Science.

The journal is abstracted and indexed in leading international and
national abstractig journals and scientometric databases, and also placed to
the digital archives and libraries with a free on-line access, full list of which
is presented at the site: http://ric.zntu.edu.ua/about/editorialPolicies#custom-
0.

presented on the site:

The journal scope: telecommunications and radio electronics, software
engineering (including algorithm and programming theory), computer
science (mathematical modeling and computer simulation, optimization and
operations research, control in technical systems, machine-machine and man-
machine interfacing, artificial intelligence, including data mining, pattern
recognition, artificial neural and neuro-fuzzy networks, fuzzy logic, swarm
intelligence and multiagent systems, hybrid systems), computer engineering
(computer hardware, computer networks), information systems and
technologies (data structures and bases, knowledge-based and expert systems,
data and signal processing methods).

All articles proposed for publication receive an objective review that
evaluates substantially without regard to race, sex, religion, ethnic origin,
nationality, or political philosophy of the author(s).

All articles undergo a two-stage blind peer review by the editorial staff
and independent reviewers — the leading scientists on the profile of the
journal.

EDITORIAL BOARD

Editor-in-Chief — Sergey Subbotin — Dr. Sc., Professor, Head of
Software Tools Department, National University Zaporizhzhia
Polytechnic, Ukraine.

Deputy Editor-in-Chief — Dmytro Piza - Dr. Sc., Professor,
Director of the Institute of Informatics and Radio Electronics, Professor
of the Department of Radio Engineering and Telecommunications,
National University Zaporizhzhia Polytechnic, Ukraine.

Members of the Editorial Board:

losif Androulidakis — PhD, Head of Telephony Department, Network
Operation Center, University of loannina, Greece;

Evgeniy Bodyanskiy — Dr. Sc., Professor, Professor of the Department
of Atrtificial Intelligence, Kharkiv National University of Radio Electronics,
Ukraine;

Oleg Drobakhin — Dr. Sc., Professor, First Vice-Rector, Oles Honchar
Dnipro National University, Ukraine;

Alexander Gorban - PhD, Professor, Professor of the Faculty of
Mathematics, University of Leicester, United Kingdom;

Dmitry Gorodnichy — PhD, Associate Professor, Leading Research
Fellow at the Directorate of Science and Engineering, Canada Border
Services Agency, Ottawa, Canada;

Karsten Henke - Dr. Sc., Professor, Research Fellow, Faculty of
Informatics and Automation, Technical University of limenay, Germany;

Michitaka Kameyama — Dr. Sc., Professor, Professor of the Faculty of
Science and Engineering, Ishinomaki Senshu University, Japan;

Volodymyr Kartashov — Dr. Sc., Professor, Head of the Department of
Media Engineering and Information Radio Electronic Systems, Kharkiv
National University of Radio Electronics, Ukraine;

Vitaly Levashenko - PhD, Professor,
Informatics, University of Zilina, Slovakia;

David Luengo — PhD, Professor, Head of the Department of Signal
Theory and Communication, Madrid Polytechnic University, Spain;

Ursula Markowska-Kaczmar — Dr. Sc., Professor, Professor of the
Department of Computational Intelligence, Wroctaw University of
Technology, Poland;

Andrii Oliinyk — Dr. Sc., Professor, Professor of the Department of
Software Tools, National University Zaporizhzhia Polytechnic, Ukraine;

Marcin Paprzycki — Dr. Sc., Professor, Professor of the Department of
Intelligent Systems, Systems Research Institute, Polish Academy of Sciences,
Warsaw, Poland;

Volodymyr Pavlikov — Dr. Sc., Senior Researcher, Vice-Rector for
Research, N. E. Zhukovsky National Aerospace University “KhAlI”, Ukraine;

Alexei Sharpanskykh — PhD, Associate Professor, Associate Professor
of Aerospace Engineering Faculty, Delft University of Technology,
Netherlands;

Stepan Skrupsky — PhD, Associate Professor, Associate Professor of
the Department of Computer Systems and Networks, National University
Zaporizhzhia Polytechnic, Ukraine;

Galyna Tabunshchyk — PhD, Professor, Professor of the Department of
Software Tools, National University Zaporizhzhia Polytechnic, Ukraine;

Thomas (Tom) Trigano — PhD, Senior Lecturer of the Department of
Electrical and Electronic Engineering, Sami Shamoon College of
Engineering, Ashdod, Israel;

Joost Vennekens — PhD, Associate Professor, Associate Professor,
Faculty of Engineering (Campus de Nair), Katholieke Universiteit Leuven,
Belgium;

Carsten Wolff — PhD, Professor, Professor of the Department of
Technical Informatics, Dortmund University of Applied Sciences and Arts,
Germany;

Heinz-Dietrich Wuttke - PhD, Associate Professor, Leading
Researcher at the Institute of Technical Informatics, Technical University of
limenay, Germany;

Elena Zaitseva — PhD, Professor, Professor, Department of Informatics,
University of Zilina, Slovakia.

Head of Department of

EDITORIAL-ADVISORY COUNCIL

Peter Arras — PhD, Associate Professor, Associate Professor, Faculty of
Engineering (Campus De Nair), Katholieke Universiteit Leuven, Belgium;

Anatoly Lisnianski — PhD, Chief Scientific Expert, Israel Electric
Corporation Ltd., Haifa, Israel;

Christian Madritsch — PhD, Professor of the Faculty of Engineering
and Information Technology, Carinthia University of Applied Sciences,
Austria;

Mher Markosyan — Dr. Sc., Professor, Director of the Yerevan
Research Institute of Communications, Professor of the Department of
Telecommunications, Russian-Armenian University, Yerevan, Armenia;

Oleg Rubel — PhD, Associate Professor, Faculty of Engineering,
McMaster University, Hamilton, Canada;

Peter Schulz - Dr. Sc., Professor, Professor, Faculty of Engineering and
Computer Science, Hamburg University of Applied Sciences (HAW
Hamburg), Hamburg, Germany;

Avtandil Tavkhelidze — PhD, Professor, Professor of the School of
Business, Technology and Education, Ilia State University, Thilisi, Georgia;

Doru Ursutiu — Dr. Sc., Professor, Professor, Department of Electronics
and Computer Engineering, University of Transylvania at Brasov, Romania.

Recommended for publication by the Academic Council of NU Zaporizhzhia Polytechnic, protocol Ne 1 dated 28.08.2025.
The journal is imposed by the editorial-publishing department of NU Zaporizhzhia Polytechnic.

The journal web-site is http://ric.zntu.edu.ua.

The address of the editorial office: Editorial office of the journal Radio Electronics, Computer Science, Control, National University Zaporizhzhia Polytechnic,

Zhukovskiy street, 64, Zaporizhzhia, 69063, Ukraine.
Tel.: +38-061-769-82-96 — the editorial-publishing department.
E-mail: rvw@zntu.edu.ua

Fax: +38-061-764-46-62
© National University Zaporizhzhia Polytechnic, 2025



SMICT

PAJTIOEJIEKTPOHIKA TA TEJTEKOMYHIKAIIIL.........cooiiiiiiiiiiiicieieisses st 6

Kostyria O. O., Hryzo A. A., Trofymov I. M., Liashenko O. 1., Biernik Ye. V.

METHOD FOR STUDYING THE TIME-SHIFTED MATHEMATICAL MODEL OF A TWO-FRAGMENT

SIGNAL WITH NONLINEAR FREQUENCY MODULATION ... ... ittt it et e et e e et e e e ee e et ee e 6
MATEMATHYHE TA KOMIT'IOTEPHE MOIEJTFOBAHHSL..............ccooiiiiiee e 17
Bashtovyi A. V., Fechan A. V.

EVALUATING FAULT RECOVERY IN DISTRIBUTED APPLICATIONS FOR STREAM PROCESSING
APPLICATIONS: BUSINESS INSIGHTS BASED ON METRICS ... ettt et et e e e et e e 17
Korpan Ya. W., Nechyporenko O. V., Fedorov E. E., Utkina T. Yu.

METHODS AND ALGORITHMS OF BUILDING A 3D MATHEMATICAL MODEL

OF THE SURROUNDING SPACE FOR AUTOMATIC LOCALIZATION OF A MOBILE OBJECT....cccoviviiiiiiiiene, 28

Pysarchuk O. O., Pavlova S. O., Baran D. R.
THE METHOD OF ADAPTATION OF THE PARAMETERS OF ALGORITHMS FOR THE DETECTION

AND CLEANING OF A STATISTICAL SAMPLE FROM ANOMALIES FOR DATA SCIENCE PROBLEMS.............. 37
HEWUPOIH®OPMATHUKA TA IHTEJEKTYAJIBHI CUCTEMU.........cooooeooeeeeeeeeee e ee e e, 45
Boosncoxui €. tg., Llagponenxo €. O., bpooeyvkuui D. A., Tanancokuii O. C.

HIBUJIKA HEMPOHHA MEPEXA TA I ATTAIITUBHE HABUAHHS B BAJJAUAX KITACUDIKAII.................... 45
Boiko V. O.

METHOD OF PARALLEL HYBRID SEARCH FOR LARGE-SCALE CODE REPOSITORIES.........coiiiiiiiiiie e 52

Hmyria I. O., Kravets N. S.

URBAN SCENE SEGMENTATION USING HOMOGENEOUS U-NET ENSEMBLE:

A STUDY ON THE CITYSCAPES DAT ASET ... ettt ettt et e et e et e et et et e e et e ree e e e 64
Kashtan V. Yu., Hnatushenko V. V., Udovyk I. M., Kazymyrenko O. V., Radionov Y. D.

A NEURAL NETWORK APPROACH TO SEMANTIC SEGMENTATION

OF VEHICLES IN VERY HIGH RESOLUTION IMAGES. .. ... it et e e e e e e e e e e e e e 77
Maksymiv M. R., Rak T. Y.

MULTI-SCALE TEMPORAL GAN-BASED METHOD FOR HIGH-RESOLUTION

AND MOTION STABLE VIDEO ENHANCEMENT ... ettt ittt e e et e e et et e et e et e e e e e eaees 86
Pavliuk O. M., Medykovskyy M. O., Mishchuk M. V., Zabolotna A. O., Litovska O. V.

HYBRID MACHINE LEARNING TECHNOLOGIES FOR PREDICTING COMPREHENSIVE

ACTIVITIES OF INDUSTRIAL PERSONNEL USING SMARTWATCH DATA ... et e e e 96
Shelehov 1. V., Prylepa D. V., Khibovska Y. O., Tymchenko O. A.

HIERARCHICAL MACHINE LEARNING SYSTEM FOR FUNCTIONAL DIAGNOSIS

OF EYE PATHOLOGIES BASED ON THE INFORMATION-EXTREMAL APPROACH........coiiiiiie e 112

MPOT'PECUBHI THOOPMAIIMHI TEXHOJIIOTTL..........oooiiiiiiiiiiiisieiee s 126

Androsov D. V., Nedashkovskaya N. I.
SIMPLE, FAST AND SCALABLE RECOMMENDATION SYSTEMS VIA
EXTERNAL KNOWLEDGE DISTILLATION . .. ettt it ettt et et e e et et e e et et e e e e e e et e e e e 126

Bucoywvxa B. A.
IHOOPMAIIMHA TEXHOJIOI'L BUSIBJIEHHS IKEPEJ JE3IHOOPMALIIl TA HEABTEHTUYHOI

TTOBEJAIHKU KOPUCTYBAUIB UATIB HA OCHOBI METO/IIB NLP TA MAILIMHHOT'O HABYAHHAI............... 138
Kalmykov V. G., Sharypanov A. V., Vishnevskey V. V.

CARDIAC SIGNAL PROCESSING WITH ALGORITHMS USING VARIABLE RESOLUTION..........cooveveiiii s 154
Kuz Mykola, Yaremiy Ivan, Yaremii Hanna, Pikuliak Mykola, Lazarovych lhor, Kozlenko Mykola, Vekeryk Denys

METHODS FOR EVALUATING SOFTWARE ACCESSIBILITY ...ttt et et et e e e e e ee e 163

Medvid A. Y., Yakovyna V. S.
REDUNDANT ROBOTIC ARM PATH PLANNING USING RECURSIVE RANDOM

INTERMEDIATE STATE ALGORI THM . ..o e e e e e e e e et et e e e e e e e e 173
Xaxanos B. 1., '—{y/waqenko C.B,, ./ZumeuHoea €. 1., Xaxanoea I'. B., Xaxanos 1. B., Obpizan B. 1., Xaxanosa I. B., Maxcumosa H. I'.
THXXEHEPHUU COLITAJIBHUIM KOMIT BOTHIHI ... ..ottt e i e et e e et e et et e e e et e e e aae e aas 182
VYIIPABJITHHS Y TEXHIUHUX CHCTEMAX .......coiiii oottt e st s e e s aae e s staa e e sanae s saaeaesnteeesnneaesnneeas 195
Mamedov K. Sh., Niyazova R. R.

AN INNOVATIVE APPROXIMATE SOLUTION METHOD FOR AN INTEGER PROGRAMMING PROBLEM.........195



CONTENTS

RADIO ELECTRONICS AND TELECOMMUNICATIONS ..o s 6

Kostyria O. O., Hryzo A. A., Trofymov I. M., Liashenko O. I., Biernik Ye. V.

METHOD FOR STUDYING THE TIME-SHIFTED MATHEMATICAL MODEL OF A TWO-FRAGMENT

SIGNAL WITH NONLINEAR FREQUENCY MODULATION ... ..ttt ti ettt e vet e e ee e e e e ae e e aaae aeneeean e 6
MATHEMATICAL AND COMPUTER MODELING........cctiiii ittt sttt 17
Bashtovyi A. V., Fechan A. V.

EVALUATING FAULT RECOVERY IN DISTRIBUTED APPLICATIONS FOR STREAM PROCESSING
APPLICATIONS: BUSINESS INSIGHTS BASED ON METRICS. .. ...ttt ittt i e et e s e e e e e e e e 17
Korpan Ya. W., Nechyporenko O. V., Fedorov E. E., Utkina T. Yu.

METHODS AND ALGORITHMS OF BUILDING A 3D MATHEMATICAL MODEL

OF THE SURROUNDING SPACE FOR AUTOMATIC LOCALIZATION OF A MOBILE OBJECT......ccccvvvenieiviennen. 28

Pysarchuk O. O., Pavlova S. O., Baran D. R.
THE METHOD OF ADAPTATION OF THE PARAMETERS OF ALGORITHMS FOR THE DETECTION

AND CLEANING OF A STATISTICAL SAMPLE FROM ANOMALIES FOR DATA SCIENCE PROBLEMS.............. 37
NEUROINFORMATICS AND INTELLIGENT SYSTEMS ...t 45
Bodyanskiy Ye. V., Shafronenko Ye. O., Brodetskyi F. A., Tanianskyi O. S.

FAST NEURAL NETWORK AND ITS ADAPTIVE LEARNING IN CLASSIFICATION PROBLEMS.............ccceeeeeee. 45
Boiko V. O.

METHOD OF PARALLEL HYBRID SEARCH FOR LARGE-SCALE CODE REPOSITORIES.........cccoviiiiiie i, 52

Hmyria I. O., Kravets N. S.

URBAN SCENE SEGMENTATION USING HOMOGENEOUS U-NET ENSEMBLE:

A STUDY ON THE CITYSCAPES DAT ASET ... .ttt ittt ettt et e et e et e et e e r et e e nee e e ree e e aaes 64
Kashtan V. Yu., Hnatushenko V. V., Udovyk I. M., Kazymyrenko O. V., Radionov Y. D.

A NEURAL NETWORK APPROACH TO SEMANTIC SEGMENTATION

OF VEHICLES IN VERY HIGH RESOLUTION IMAGES. ... ..ottt ittt e et e e e e e e ee neeeana 77
Maksymiv M. R., Rak T. Y.

MULTI-SCALE TEMPORAL GAN-BASED METHOD FOR HIGH-RESOLUTION

AND MOTION STABLE VIDEO ENHANCEMENT ... .ottt ittt et e et e e et e e et e e e et e e e e eeneaaa 86
Pavliuk O. M., Medykovskyy M. O., Mishchuk M. V., Zabolotna A. O., Litovska O. V.

HYBRID MACHINE LEARNING TECHNOLOGIES FOR PREDICTING COMPREHENSIVE

ACTIVITIES OF INDUSTRIAL PERSONNEL USING SMARTWATCH DATA ... et e e e 96
Shelehov 1. V., Prylepa D. V., Khibovska Y. O., Tymchenko O. 4.

HIERARCHICAL MACHINE LEARNING SYSTEM FOR FUNCTIONAL DIAGNOSIS

OF EYE PATHOLOGIES BASED ON THE INFORMATION-EXTREMAL APPROACH........coiiiiiie e 112

PROGRESSIVE INFORMATION TECHNOLOGIES..........coiiiiii s e 120

Androsov D. V., Nedashkovskaya N. I.
SIMPLE, FAST AND SCALABLE RECOMMENDATION SYSTEMS VIA

EXTERNAL KNOWLEDGE DISTILLATION ...ttt it ettt e et e e et e e e e e e et e e te et e aenean e reaiaennas 126
Vysotska V.

INFORMATION TECHNOLOGY for DETECTION OF DISINFORMATION SOURCES AND INAUTHENTICAL
BEHAVIOR OF CHAT USERS BASED ON NLP AND MACHINE LEARNING METHODS..........cc.coi v, 138
Kalmykov V. G., Sharypanov A. V., Vishnevskey V. V.

CARDIAC SIGNAL PROCESSING WITH ALGORITHMS USING VARIABLE RESOLUTION.......c.ccoviiiiiiiiie 154
Kuz Mykola, Yaremiy Ivan, Yaremii Hanna, Pikuliak Mykola, Lazarovych Ihor, Kozlenko Mykola, Vekeryk Denys

METHODS FOR EVALUATING SOFTWARE ACCESSIBILITY ...ttt et e e e e et ee e 163

Medvid A. Y., Yakovyna V. S.
REDUNDANT ROBOTIC ARM PATH PLANNING USING RECURSIVE RANDOM

INTERMEDIATE STATE ALGORITHM . .ottt ittt et et et e et e e e e et et e e et e et e e e e e aea e 173
Hahanov V. I., Chumachenko S. V., Lytvynova E. 1., Khakhanova H. V., Hahanov I. V., Obrizan V. ., Hahanova I. V., Maksymova N. G.

ENGINEERING SOCIAL COMPUTING ... ..ttt ittt et e et e et e e et et et et ea e r et e eaa e re e e e aaenet e nen e eans 182
CONTROL IN TECHNICAL SYSTEMS......co ottt sttt e be e b st e e saa e e nbe s e nbeesnbe e 195

Mamedov K. Sh., Niyazova R. R.
AN INNOVATIVE APPROXIMATE SOLUTION METHOD FOR AN INTEGER PROGRAMMING PROBLEM.........195



p-ISSN 1607-3274 PanioenextpoHnika, inbpopmatrka, ynpasninss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

PAJIOEJIEKTPOHIKA
TA TEJEKOMYHIKAIIT

RADIO ELECTRONICS
AND TELECOMMUNICATIONS

UDC 621.396.962

METHOD FOR STUDYING THE TIME-SHIFTED MATHEMATICAL
MODEL OF A TWO-FRAGMENT SIGNAL WITH NONLINEAR
FREQUENCY MODULATION

Kostyria O. O. — Dr. Sc., Senior Research, Leading Research Scientist, Ivan Kozhedub Kharkiv National Air Force
University, Kharkiv, Ukraine.

Hryzo A. A. — PhD, Associate Professor, Head of the Research Laboratory, lvan Kozhedub Kharkiv National Air
Force University, Kharkiv, Ukraine.

Trofymov I. M. — PhD, Senior Researcher, Professor of Department, Ivan Kozhedub Kharkiv National Air Force
University, Kharkiv, Ukraine.

Liashenko O. I. — Researcher, Ivan Kozhedub Kharkiv National Air Force University, Kharkiv, Ukraine.

Biernik Ye. V. — Graduate student, Ivan Kozhedub Kharkiv National Air Force University, Kharkiv, Ukraine.

ABSTRACT

Context. The further development of the theory and techniques for forming and processing complex radar signals encompasses
both the study of existing mathematical models of probing radio signals and the creation of new ones. One of the directions of such
research focuses on reducing the maximum side lobe level in the autocorrelation functions of signals with intra-pulse modulation of
frequency or phase. In this context, the instantaneous frequency may vary according to either a linear or nonlinear law. Nonlinear
frequency modulation laws can reduce the maximum level of side lobes without introducing amplitude modulation in the output sig-
nal of the radio transmitting device and, consequently, without causing power loss in the sensing signals. The widespread implemen-
tation of nonlinear-frequency-modulated signals in radar technology is constrained by the insufficient development of their mathe-
matical models. Therefore, the development of methods for analyzing existing mathematical models of signals with nonlinear fre-
quency modulation remains an urgent scientific task.

Objective. The purpose of this work is to develop a method for conducting research to evaluate the advantages and disadvan-
tages of a mathematical model of a nonlinear-frequency-modulated signal consisting of two fragments with linear frequency modula-
tion.

Method. This study proposes a method for analyzing mathematical models of signals based on the transition from a shifted time
scale to the current time scale. The methodology consists of the following main stages: a formalized description of mathematical
models, transition to an alternative time scale, identification of components and determination of their physical essence, and a com-
parative analysis. The proposed method was validated through simulation modeling.

Results. Using the proposed method, it has been determined that the mathematical operation of time scale shifting is equivalent
to the introduction of additional components in the mathematical model. These components simultaneously and automatically com-
pensate for the frequency jump at the junction of fragments, as well as introduce an additional linear phase increment in the second
linearly frequency-modulated fragment. This approach provides a clear illustration of the frequency jump compensation mechanism
in the studied mathematical model. The applied method enabled the identification of a drawback in the examined mathematical
model, namely, the absence of a compensatory component for the instantaneous phase jump during the transition from the first LFM
fragment to the second.

Conclusions. A method has been developed to determine the essence and corresponding influence of the components of a
mathematical model in a time-shifted, nonlinear, frequency-modulated signal, which consists of two fragments with linear frequency
modulation. The model under study is not entirely accurate, as it lacks a component to compensate for the phase jump at the transi-
tion from the first signal fragment to the second. The introduction of such a component ensures a further reduction in the maximum
level of the side lobes of the signal autocorrelation function.

KEYWORDS: nonlinear-frequency-modulated signals, mathematical model, instantaneous phase jump, autocorrelation func-
tion, maximum level of side lobes.

ABBREVIATIONS IPM is an intra-pulse modulation;
ACEF is an autocorrelation function; LFM is a linear frequency modulation;
AFS is an amplitude-frequency spectrum; MF is a matched filtering;
ESS is an effective scattering surface; ML is a main lobe;
FM is a frequency modulation; NLFM is a non-linear frequency modulation;
FMR isa frequency modulation rate; MM is a mathematical model;
© Kostyria O. O., Hryzo A. A, Trofymov I. M., Liashenko O. I., Biernik Ye. V., 2025
DOI 10.15588/1607-3274-2025-3-1 OPEN 8“““3




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmatrka, ynpasninss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

MPSLL is a maximum peak side lobe level;
PSLL is a peak side lobe level,

REQ is a radio electronic equipment;

SAR is a synthetic aperture radar;

SL is a side lobe;

WEF is a window function.

NOMENCLATURE
fo is an initial signal frequency, Hz;
f(t) is an instantaneous frequency of the NLFM sig-
nal, Hz;
fo(t) is an instantaneous frequency of the second

fragment of the NLFM signal, Hz;
Afy is a frequency deviation of the first fragments of

the NLFM signal, Hz;
Af, is a frequency deviation of the second fragments

of the NLFM signal, Hz;

C, is a constant of integration;

t isacurrent time, s;

T, is a duration of the first fragments of the NLFM
signal, s;

T, is a duration of the second fragments of the NLFM
signal, s;

o(t) is a instantaneous phase of the NLFM signal,
rad;

d¢1o is a compensation component for the instanta-

neous phase jump at the junction of the first and second
LFM fragments, rad,;
¢, (t) is an instantaneous phase of the second LFM

fragment of the signal, rad;
By is a FMR of the first fragments of the NLFM sig-

nal, Hz/s;
B, is a FMR of the second fragments of the NLFM

signal, Hz/s.

INTRODUCTION

The continuous development of electronic technolo-
gies, along with the near-total abandonment of electro-
vacuum devices in favor of solid-state components, en-
sures multifunctionality and reduces the weight and di-
mensions of REQ. Another important direction of expand-
ing the capabilities of REQ is the use of signals with IPM
of phase and frequency, commonly referred to as complex
signals. Historically, the first systems to incorporate linear
frequency-modulated and code-phase manipulated signals
emerged [1-10] and are still widely used today. These
signals and their MF systems continue to evolve, undergo
modifications, and improve [11-22, 24-44].

The implementation of signals with IPM into radio
engineering and telecommunications has provided devel-
opers of radar systems, radionavigation, and communica-
tion technologies with additional opportunities to signifi-
cantly enhance system performance. This includes ex-
tending the operational range of REQ, provided that the
peak power of their radio transmitting devices is limited,
improving electromagnetic compatibility, enhancing noise
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immunity and operational security, and increasing the
bandwidth of information transmission channels [1-10].

However, despite the numerous advantages of using
signals with IPM, a significant drawback occurs — the
high MPSLL of the ACF compared to simple signals,
which imposes limitations on the achievable dynamic
range of the radio receiving device. In a multi-target aerial
environment, the reflected signal from a target with a
lower ESS may be masked by the side lobes of the signal
from a target or a passive obstacle with a higher ESS.
Research aimed at reducing MPSLL focuses on both im-
proving MF radio receiving devices and implementing
new types of signals with IPM [1-4, 11-44].

Thus, in studies [11-16], methods and devices have
been proposed to improve the processing of received echo
signals.

In [17-44], several types of NLFM signals have been
proposed for use in radio transmitting devices to reduce
MPSLL.

A large number of studies have been dedicated to the
problem of reducing MPSLL in SAR systems for various
purposes [15, 18-22].

Research on the issue of reducing MPSLL by imple-
menting NLFM signals whose fragments have IPM dif-
ferent from LFM has been conducted in studies [23-38].

A number of works are aimed at improving the exist-
ing MM of NLFM signals consisting of two or three LFM
fragments [39-44].

The authors [45-47] conducted a study analyzing
NLFM signal types and estimating their time-frequency
parameters in the context of solving problems related to
electronic intelligence and REQ suppression.

It should be noted that in the reviewed works, differ-
ent time scales are used for the formal description of the
mathematical model (MM) of pulsed NLFM signals [1-4,
11-44]. In particular, a symmetric time scale relative to
zero results in a radio pulse consisting of two opposite
fragments. Additionally, a continuous time scale allows
for the sequential determination of amplitude values of
signal samples in real-time, referred to as the current-time
MM. Another approach is to use a mathematical tech-
nique in which the mathematical description of both the
first and each subsequent fragment of the NLFM signal
starts from the zero-time value, thus implementing the
time-shifted MM.

In study [40], it is noted that the time-shifted MM of
two- and three-fragment NLFM signals has a useful fea-
ture, namely, it provides automatic compensation for the
frequency jump at the junction of LFM fragments, which
occurs at the moment of a change in the FMR value.

A detailed analysis of the compensation mechanism
and the study of the peculiarities of MM operation with a
time shift, due to the complexity of the mathematical de-
scription, have not been conducted in known studies, so it
is advisable to conduct such an analysis.

To conduct the study, this paper proposes a method
based on the mathematical transformation of a time-
shifted MM into an equivalent current-time MM, i.e., the
representation of models on a unified time scale, followed
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by a detailed analysis of their fine structure and proper-
ties.

Using the example of the MM of a two-fragment
NLFM signal, the validity of this approach is demon-
strated, and the equivalence of the current-time and time-
shifted MM is substantiated. Based on the results of the
conducted analysis, previously unaccounted distortion
components of the NLFM signal are identified, and a
method for their compensation is proposed.

The object of study is the process of synthesizing
NLFM signals using a time-shifted MM based on two
LFM fragments with different FMR values.

The subject of study is the MM of a time-shifted
NLFM signal consisting of two LFM fragments.

The purpose of the work is to identify and analyze
the components of the time-shifted MM of a two-
fragment NLFM signal by converting it into a current-
time model.

1 PROBLEM STATEMENT
For further analysis, we will write the expressions for
the instantaneous frequency and phase of the two-
fragment NLFM signal in the current time.

fq£Bit, 0<t<Ty;
f(t):{o By 1

1
fo iBlTliBZt’ T1< tSTl-f-Tz; ( )

2
fotiﬁl%,OStSTl;

. @
(fo iAfl)tiﬁz ?, T1< tSTl +T2,

o(t)=2n

Afy Af,
where B; T, B T, .

The '+ or "= sign in (1), (2), and the subsequent ex-
pressions for the uncertainty ' ' is chosen depending on
whether the frequency of the LFM fragments increases or
decreases with time.

The descriptions (1) and (2) are obtained by removing
the third fragment of the MM of the NLFM signal intro-
duced in [2].

For describing time-shifted NLFM signals, we will
use the MM introduced by the authors in [40, 42-44]. The
expression for the instantaneous frequency is as follows:

fo iBlt,OStSTl,
f(t)= ¢ L (3)
0 EBT P (t-Ty), Ty <t<Ty,
for the description of the instantaneous phase:
fot+ Pl o<,
ot - 2 =Ut=11,
£2
o(t) = 2mq (fo £ Af)(t-Ty) £ ?_Tlt , (4)
T1<tST2.
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The defining difference between (3), (4) and (1), (2) is
the use of a different time scale. The initial count of the
frequency and phase of the second LFM fragment in (3),
(4) is shifted to the zero mark. During the studies con-
ducted earlier [40], it was determined that the MMs (3),
(4) provide automatic compensation for the instantaneous
frequency jump at the junction of the fragments, but the
mechanism of such compensation has not been studied in
the known works.

2 REVIEW OF THE LITERATURE

The fundamental principles of the construction and
functioning of REQ for various purposes, including the
use of signals with IPM, are discussed in papers [1-10]. It
is noted that in devices using MF based on the compres-
sion of complex signals, various methods for reducing the
MPSLL of the ACF are employed.

The time WF method is most widely used in the radio
receiving device, which rounds the radio pulse envelope,
resulting in a reduction of the MPSLL at the MF output
[12, 16, 24].

The authors [1, 2] proposed emitting radio signals
with a rounded AFS, which is equivalent to its WF in the
time domain.

It is possible to further improve the results of the win-
dow function (WF) and achieve lower values of the
MPSLL. To this end, signals with polynomial FM [1, 14,
15] and NLFM signals [2, 17-22] are proposed. In papers
[1, 2], the achievable MPSLL for the proposed signals
was determined by calculation to be —42.8 dB. However,
in study [2], it is noted that for low-base signals — those
for which the product of signal duration and spectrum
width is less than 100 — a MPSLL value of -30.0 dB is
considered a significant achievement. The authors [37],
by improving the MM of the form [1] and using a genetic
algorithm to optimize the time-frequency parameters,
achieved an MPSLL for the low-base signal at —34.9 dB.

The distinctive feature of the NLFM signal proposed
in [2] is that it consists of three LFM fragments, with the
FMR changing as it transitions to a new fragment. Further
improvement of the MM of the form [2] was conducted
by the authors [34-44]. The main difference in the MMs
they propose is the use of a time-shifted scale and frag-
ments with both linear and nonlinear frequency modula-
tion laws.

The authors [34-37, 40-42] have developed MM for
two- and three-fragment NLFM signals, in which com-
pensation for frequency-phase distortions at the junctions
of the fragments is implemented at the moments when the
FMR changes. The fragments of such signals follow both
linear and nonlinear frequency modulation laws. These
NLFM signals, which simultaneously include fragments
with both linear and nonlinear FM, have been proposed to
be classified as combined signals [34-36].

It is shown in [43, 44] that the feature of the time-
shifted MM is the automatic compensation for the fre-
guency jump at the junction of fragments, which allows
the synthesis of signals while adhering to the specified
time-frequency parameters without the introduction of
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any additional compensation components. However, the
compensation mechanism itself has not been studied.

3 MATERIALS AND METHODS
For further research, we will use the proposed method,
which involves replacing the time scale for describing the
second fragment (3), i.e., transitioning from shifted time
to current time. By expanding the brackets and combining
like terms, we obtain:

fo(t) = fo Pt F (B — BTy, Ty <t <Ty. 5)

The analysis of (5) indicates that, compared to (1), the
expression for the second fragment has undergone a trans-
formation of the constant component of the frequency
change from ,T; to the component (B, —B1)T;, which

is accounted with the opposite sign relative to the main
one and is interpreted as compensatory.

Let us compare (5) with the current-time MM of the
two-fragment NLFM signal with compensation for instan-
taneous phase and frequency jumps at the junction of
fragments [41]:

foiﬁlt,OStSTl;
-2 e
fo£Bat F (B2 — BT, i< LTy +Ty;
2
fot+%,0StSTl;
2 2
o) = 2m{[fo + (B, —y Tt P2 B ZPITL g

2 2
Tl StSTl-i-Tz.

The change in instantaneous frequency is defined by
(6), from the second expression of which we can observe
that the compensation for the instantaneous frequency
jump at the junction of the signal fragments occurs due to
the component (B> —B1)T; -

From this, an important conclusion can be drawn: the
time-shifting operation in the second expression of the
system of equations (3) is equivalent to the introduction
of a compensatory component for the frequency jump,
which is what needed to be proven.

We now turn to the current time scale in the descrip-
tion of the instantaneous phase of the second LFM frag-
ment of the MM (4). Through simple transformations, we
obtain:

2
[fo (B2 +By) Tt Pat” T AfT,
2

T1< tST]_ +T2.

9o(t) =2m (8)

The analysis of (8) shows that the component
(B2 +PB1) Ty in square brackets compensates for the linear

incursion of the instantaneous phase caused by the com-
pensatory component of the frequency jump, while the
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component Af;T; outside the square brackets compen-
sates for the total phase incursion of the first LFM frag-
ment. That is, as intended by the authors of MM (3), (4),
the use of a shifted time scale should ensure a zero initial
count for both the frequency and phase of the signal for
the second LFM signal fragment. However, in this case, a
jump in the instantaneous phase occurs due to the instan-
taneous frequency jump Ty(B, +B;) at the junction of the
fragments, requiring additional compensation. The devel-
opment of such an MM was carried out in study [40],
resulting in the following:

2
fotiﬁ%,OSt ST]_;

2
o(t) =2m4 (fo iAfl)(t_Tl)iBZ[%_Tlt]$6@12v 9)

T1<t£T1 +T2 ,

1
where 3¢, =§T12 (B2 +B1) - (10)

It should be noted that the time scale shift operation in
(10) led to a sign change from '-' to '+' in the parentheses
compared to (7).

To derive (9), the graph-analytical method was ap-
plied in [40]; let us attempt to obtain this MM purely ana-
lytically. As a result of integrating the second equation
(3), we obtain:

0y(t) =

2
t
_ ZRI f2 (t —Tl)dt = (fo * Afl)(t _Tl) =+ 62[2 —Tlt}ﬁ-Cz, (11)
Tt

Tl <t STz.

The integration constant C, is determined considering
the initial conditions:

2
Co = 020y, = Thos- (12)
has the physical meaning of a compensatory component
concerning the phase jump at the junction of the frag-
ments caused by the instantaneous frequency jump.
Comparison of (10) and (12) shows that they do not
correspond, and therefore we conclude that expression
(112) is not entirely correct. In order to compensate for the
phase jump at the junction of fragments caused by a fre-
quency jump for a time-shifted MM, it is necessary to
integrate the frequency jump component (B, +pB1)T,

which is used to calculate the linear phase incursion in
(8). This is quite logical since the time-shift operation
ensures a zero initial phase value for the second LFM
fragment, while the final phase of the first LFM fragment
is not zero.

Thus, it has been established that the application of the
time scale shift to a zero point for the second LFM frag-
ment in MM (3) is equivalent to the introduction of a
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compensatory component for the instantaneous frequency
jump at the junction of the fragments. The obtained result
can be similarly extended to NLFM signals with a greater
number of fragments.

As a result of the conducted study, it has been estab-
lished that MM (4), used by the authors in [43, 44], does
not provide complete compensation for the phase distor-
tions of the resulting NLFM signal that occur when transi-
tioning to a new fragment due to the instantaneous change
in the value of the FMR. Only the additional linear phase
incursion caused by the frequency jump at the moment of
this transition is compensated. Therefore, obtaining the
resulting signal with a reduced MPSLL is not a general
rule and is only achieved for specific sets of frequency-
time parameters of the LFM fragments, which are typi-
cally determined through selection.

We will verify the obtained theoretical results through
simulation modeling. It should be noted that MM (7) and
(9) are equivalent and provide identical results, so it is
sufficient to use one of them for the simulation.

4 EXPERIMENTS
Mathematical modeling was carried out using the
Matlab software package. The studies were conducted
through a comparative analysis of the results obtained
using MM (4) and (9) for NLFM signals with identical
frequency-time parameters, namely: Af; = Af, =200 kHz,

T, =40ps, T, =100ps. A classical LFM signal with a

duration of 140 ps and a frequency deviation of 400 kHz
was also modeled.

The ACF parameters obtained as a result of modeling
the specified signals are summarized in Table 1.

Table 1 — Values of ACF Parameters for the Signals

rioration in range resolution. Due to instantaneous phase
distortion at the junction of the fragments, the resulting
MPSLL is higher than expected, and the SL ripples ex-
hibit level fluctuations and an irregular pattern of
changes. The MPSLL of the ACF is -14.59 dB, and the
ML width at the 0.707 level is 2.37 ps. Compared to the
classical LFM signal, the signal of type (4) demonstrated
an 8% reduction in the MPSLL of the ACF, a 7% increase
in the ML width at the 0.707 level of the maximum, and a
slight increase (approximately 2%) in the rate of decline
in the SL of the ACF.
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The result of using the time-shifted MM without com-
pensation for instantaneous phase jumps (4) is shown in
Fig. 1. Figure 1a demonstrates the change in instantane-
ous frequency without a jump at the junction of the LFM
fragments (at the current time of 40 ps). To simplify the
analysis of the oscillogram of the resulting signal (Fig.
1b), we take fy =0. In the oscillogram, at the moment of

transition from the first fragment of the NLFM signal to
the second at 40 ps, an instantaneous phase jump is ob-
served, with a magnitude exceeding 180°. The presence of
a significant phase jump causes a dip in the signal spec-
trum between the LFM components at a frequency of 200
kHz (Fig. 1c), which also results in distortion of its peak
and the presence of ripples on the side slopes and “wings”
of the spectrum.

The analysis of the ACF of the signal (Fig. 1d) indi-
cates the merging of the ML with the nearby SLs, which
led to the expansion of the ML and, consequently, a dete-
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Figure 1 — Oscillogram (a), instantaneous frequency change
graph (b), spectrum (c), ACF (d) of the NLFM signal according
to the model (4)
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The simulation results corresponding to (9) are pre-
sented in Fig. 2. Figure 2a shows that the frequency of the
signals (4) and (9) changes within the same range; there-
fore, their frequency variation graphs are in full compli-
ance. The frequency jump at the junction of the fragments
is compensated. The oscillogram in Fig. 2b, in contrast to
Fig. 1b, is smooth, i.e., the compensatory phase compo-
nent was calculated correctly, ensuring this result. Ac-
cordingly, the spectrum of the resulting NLFM signal
acquired the expected shape. Due to the higher FMR of
the first LFM fragment, its power spectral density is
lower, as seen in the spectrograms of Figs. 1c and 2c.
However, Fig. 2c shows no dips, peak distortion, or rip-
ples on the slopes and 'wings' of the spectrum.
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Figure 2 — Oscillogram (a), instantaneous frequency change
graph (b), spectrum (c), ACF (d) of the NLFM signal according
to the model (9)
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The absence of a phase jump at the moment of transi-
tion to the second fragment of the signal ensured an im-
provement in the shape and a decrease in the MPSLL of
the ACF, which is —17.14 dB. However, the ML width at
the 0.707 level from the maximum increased to 2.43 ps.
Compared to the LFM signal, the resulting NLFM signal
of type (9) provided a 27% reduction in the MPSLL of the
ACF, the ML width at the 0.707 level of the maximum
increased by 10%, and the rate of decline in the SL of the
ACF increased by 10%.

5 RESULTS

As a result of mathematical modeling, it was estab-
lished that for the given identical frequency and time pa-
rameters of the two-fragment NLFM and classical LFM
signals, the use of the studied MM for the NLFM signal
(4) compared to the LFM signal resulted in a decrease in
the MPSLL by 1.09 dB, a slight increase in the decay rate
of the PSLL by 0.45 dB/decade, and a slight expansion of
the ML, which corresponds to an increase in the resolving
power for a range of 24 m. After transitioning to a con-
tinuous time scale, in accordance with the proposed
method, a phase jump at the junction of fragments was
identified, which had not been taken into account previ-
ously. The further introduction of a compensatory com-
ponent for the phase jump improved the well-known MM
(9) and reduced the MPSLL compared to the LFM signal
by 3.64 dB. In relation to MM (4), the reduction was more
than three times greater. The corresponding PSLL decay
rate increased by 1.9 dB/decade, i.e., it increased fourfold
compared to MM (4), while the resolving power for a
range, compared to the LFM signal, increased by 33 m,
which is approximately 1.4 times higher than MM (4).

6 DISCUSSION

The study of MM (3), (4) conducted using the pro-
posed method enabled a comparison with MM (1), (2) and
analogues [2, 43, 44].

The analysis of MM (3), (4), carried out using the cur-
rent time scale, allowed for the formalization of the ana-
lytical expressions of the compensatory components:

—the frequency jump at the junction of fragments in
the second expression of (3);

—the linear increment of the instantaneous phase
caused by the frequency jump at the junction of fragments
in the second expression of (4).

The applied approach provides a clear illustration of
the frequency jump compensation mechanism in MM (3),
4).

The applied method enabled the identification of a
drawback in the examined MM, namely, the absence of a
compensatory component for the instantaneous phase
jump at the moment of transition from the first LFM
fragment to the second (second expression in (4)).

This can be explained by the fact that when the time
scale is shifted to zero, the initial phase of the second
LFM fragment becomes zero, while the final phase of the
first LFM fragment can take any value within the interval
from 0O to 2z, which explains the mechanism of the phase
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jump occurrence. This is confirmed by the fact that direct
integration of the second expression in model (3) does not
allow for obtaining the complete set of compensatory
components needed to calculate the instantaneous phase
values of the second LFM fragment of the signal.

In addition to directly introducing a compensatory
component for the phase jump, it is possible to avoid such
a jump by using the method of providing an integer value
for the number of periods of the LFM oscillation in the
first fragment of the NLFM signal, as proposed in [42].

CONCLUSIONS

The study is based on the use of the proposed method
for transitioning to a continuous current time scale, fol-
lowed by a comparative analysis of the MM of NLFM
signals, which consist of two LFM fragments. The study
was made possible through the use of results obtained in
[40, 41].

This approach is advisable for comparing different
MMs of NLFM signals with equivalent time-frequency
parameters. The feasibility of the method is confirmed
through mathematical calculation and verified by simula-
tion modeling.

The scientific novelty. A method for studying the
time-shifted MMs of NLFM signals is proposed, which
involves transitioning to the current time scale followed
by a detailed analysis of its structure and properties.

For the first time, the mechanism of automatic com-
pensation for the instantaneous frequency jump at the
junction of fragments is explicitly highlighted. It is shown
that performing the time scale shift operation for the sec-
ond LFM fragment in (3) and (4) is equivalent to the
emergence of compensatory components for the fre-
quency jump and the linear increment of the instantaneous
phase. This ensures the absence of a gap in the spectrum
of the resulting signal and the specified frequency devia-
tion.

The use of the proposed method allowed for determin-
ing the advantages and disadvantages of the time-shifted
MM (3), (4) relative to the MM (1), (2). It is shown that
the studied time-shifted MM (4) does not function cor-
rectly in the process of determining the instantaneous
phase increments of the second LFM fragment, and the
reason for this is the failure to account for the instantane-
ous phase jump at the junction of the fragments.

The practical significance of the obtained results lies
in providing the scientific community with a new mecha-
nism for studying time-shifted MM. This mechanism in-
volves applying a mathematical technique to transform
such a model into a current-time MM, which facilitates
the simplification and detailed analysis of the model’s
components.

Prospects for further research involve applying the
proposed approach to the study of time-shifted MM for
NLFM signals with a greater number of LFM fragments
and with FM laws different from linear in one or both
fragments.
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METOA AOCJLIKEHHA MATEMATI/I‘-IE—IOi MOJEJI 3CYHYTOI'O YHACY ABO®PATMEHTHOT'O CUTHAJIY 3
HEJIIHIMHOIO YACTOTHOIO MOAYJIALIEIO

Koctupst O. O. — 1-p TexH. HayK, CTapmiuii HayKOBHH CHIBPOOITHHMK, NPOBIAHUN HAayKOBHH CHiBPOOITHUK XapKiBCHKOTO
HauioHanbHOro yHiBepcutety [loBiTpsuux Cui imeni IBana Koxeny6a, Xapkis, Ykpaina.
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AHOTANIA

AkTyanabHicTb. [lonanemmii po3BUTOK Teopii Ta TeXHIKH GopMyBaHHS i 0OPOKH CKIAAHUX PaIioNOKaliiHIX CHTHATIB mependa-
Yae TOCHIKEHHS ICHYIOUHX Ta CTBOPEHHS HOBHX MaTeMaTHYHUX MOJENeH 30HAyBaNbHUX pagiocurHaniB. OfUH i3 HANPSMKIB TaKUX
JOCIIIDKEHb CIIPSIMOBYETHCS Ha 3HIKEHHSI MAaKCHMAJILHOTO PIBHS OIYHHMX MEIIOCTOK aBTOKOPEIIIMHUX (YHKIIH CHTHAIIB 3 BHYT-
PIIIHBO IMITYJILCHOIO MOJYJIAIIEI0 YacTOTH 200 (azu. IIpy boMy MHUTTEBA 4acTOTa MOXKE 3MIHIOBATHCS 32 JIHIMHMM a00 >k HemiHii-
HUM 3aKOHOM. HeniHiliHi 3aKOHM 4acTOTHOT MOIYJISILT MOXKYTh 3a0€3MeUNTH 3HIKEHHSI MAaKCUMAaJIbHOTO PiBHS OIYHMX HEITIOCTOK Oe3
aMIDTITYIHO MOZYJISILii BUXIIHOTO CHTHATY pajiolepeaBaJbHOr0 PUCTPOIO, @ 3HAYNUTH 0€3 BTPaT MOTY)KHOCTI 30HAYBAJIBHUX CHUT-
naniB. [Ilupoke 3anmpoBaKeHHST HENIHIHHO-YaCTOTHO MOJYJIbOBAHUX CHTHATIB B PaliONOKALiHY TEXHIKY CTPUMYEThCS HEJOCTaT-
HBOIO MPOPOOKOI0 TX MareMaTHYHUX Mogeineil. ToMy po3poOieHHS MEeTOAIB Ul JOCTIPKEHHS iICHYIOYMX MaTeMaTHYHUX MOZENeH
CHUTHAJIIB 3 HENiHIITHOIO YaCTOTHOIO MOAYJIALIEIO € aKTyaIbHOI HAYKOBOIO 33/1a4€IO.

MeTo10 podoTH € po3poOKa METOAy Uil BUKOHAHHS IOCIHIIKCHb CTOCOBHO BH3HAYEHHS IepeBar Ta HEIOJIKiB MaTeMaTHYHOL
MOJIeNi HeTiHIIfHO-9aCTOTHO MOIYJILOBAHOTO CUTHAITY y CKJIAJIi IBOX ()parMeHTIB 3 JiHIHHOIO MOIYJISIIEI0 YACTOTH.

MeTtoa. Y 11p0My JOCITIDKEHHI 3aIIpOIIOHOBAHO METOJ aHaJli3y MaTeMaTHYHHUX MOJENel CUTHANIB, SIKUH 0a3yeThcs Ha IIepexoi
BiJl IIKaJIM 3CYHYTOTO Yacy JI0 LIKAJIH IOTOYHOro yacy. MeTo/oJioris BKII0OYa€e Taki OCHOBHI eTany: (opMajli30BaHUH OMUC MaTeMa-
TUYHHX MOJIEJNEH, TIepexis J0 1HIIOoT MIKAJIU Yacy, BUJJICHHs CKJIQJIOBUX Ta BU3HAUYCHHS 1X (i3N4HOI CyTHOCTI, IPOBECHHS HOPIBHS-
nbpHOTO aHamizy. [lepeBipky mpare3gaTHOCTI METOAY BUKOHAHO IIUIIXOM iMITalliifHOrO MOJICTIOBaHHSI.

Pe3yjbTaTH. 3 BUKOPUCTAHHSM 3alIPONOHOBAHOIO METOJy BU3HAYEHO, 1[0 MaTeMaTH4Ha OIepallis 3CYBY ILIKaJIM 4acy € eKBiBa-
JICHTHOIO TIOSIBl B MAaTEeMaTHYHIA MOJENi JOAATKOBHX CKJIAIOBHUX, IO 3IHCHIOIOTH OJHOYACHY aBTOMAaTHYHY KOMIICHCALIIO0 CTPHOKa
YacTOTH Ha CTHKY (parMeHriB, a TaKOXK MOJATKOBOTO JIHIHHOTO MpHPOCTy (asu y ApyroMy JNiHIHHO-4aCTOTHO MOIYJIHOBAHOMY
(dparmenTi. 3acTocoBaHU MiXix 3abe3nedye HA0OUHY IITIOCTPALil0 MEeXaHi3My KOMIIEHcaIlil CTpHOKa 9acTOTH y MaTeMaTHIHOI MoJie-
i, MO JOCTi/pKyBaslacs. BHKOpHCTaHMH METOJ IO3BOJNMB BUSIBUTH HENOTIK PO3IIITHYTOI MaTeMAaTHYHOI MOJEN, SKHi IoJsrae y
BiJICYTHOCTI KOMIICHCAIIWHOT CKJIAZIOBOI CTprOKa MUTTEBOI (ha3u y MOMEHT riepexoy Bia nepinoro JIYM ¢dparmenTy mo apyroro.

BucnoBku. Po3poGiieHo MeTox Juls BU3HAYEHHS CYTHOCTI Ta BIAIIOBIAHOTO BIUIMBY CKJIQJIOBUX MaTEMaTHYHOI MOJENI y 3CYyHY-
TOMY 4Yaci HeJiHIHHO-4aCTOTHO MOJYJIbOBAaHOTO CHIHAIY, 10 CKJIAJAy SKOI0 BXOAATH ABa ()PArMEHTH 3 JiHIHHOI MOIYJIALIEI0 4acTO-
Tu. JlocnimKyBaHa MOJIENb € He 30BCIM KOPEKTHOIO, OCKIIBKM HEe Ma€ y co0i CKIagoBoi Ul KoMmeHcalii ctpubka (a3 y MOMEHT
Hepexoay BijJ mepioro GpparMeHTy CHrHaiy A0 Ipyroro. BeeleHHsS Takoi CkiIagoBoi 3a0e3redye Moanblie 3HIKEHHS MaKCHMallb-
HOTO PiBHS OIYHMX METMIOCTOK aBTOKOPEIALiHOT QyHKIIT CHTHAITY.

KJIFIOYOBI CJIOBA: curHamy 3 HElTiHIHHOI YacCTOTHOK MOJYJISIIEI0; MaTeMaTHYHa MOJENb; CTPHOOK MHUTTEBOI (ha3u; aBToO-
Kopesniiina GpyHKIIis; MAaKCHUMaJIbHHI PiBEHb OIYHUX ITEJIIOCTOK.
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EVALUATING FAULT RECOVERY IN DISTRIBUTED APPLICATIONS
FOR STREAM PROCESSING APPLICATIONS: BUSINESS INSIGHTS
BASED ON METRICS

Bashtovyi A. V. — Post-graduate student of the Department of Software, Lviv Polytechnic National University,
Lviv, Ukraine.

Fechan A. V. — Dr. Sc., Professor of the Software Department, Lviv Polytechnic National University, Lviv,
Ukraine.

ABSTRACT

Context. Stream processing frameworks are widely used across industries like finance, e-commerce, and 10T to process real-time
data streams efficiently. However, most benchmarking methodologies fail to replicate production-like environments, resulting in an
incomplete evaluation of fault recovery performance. The object of this study is to evaluate stream processing frameworks under
realistic conditions, considering preloaded state stores and business-oriented metrics.

Obijective. The aim of this study is to propose a novel benchmarking methodology that simulates production environments with
varying disk load states and introduces SLO-based metrics to assess the fault recovery performance of stream processing frame-
works.

Method. The methodology involves conducting a series of experiments. The experiments were conducted on synthetic data gen-
erated by application using Kafka Streams in a Docker-based virtualized environment. The experiments evaluate system performance
under three disk load scenarios: 0%, 50%, and 80% disk utilization. Synthetic failures are introduced during runtime, and key metrics
such as throughput, latency, and consumer lag are tracked using JMX, Prometheus, and Grafana. The Business Fault Tolerance Im-
pact (BFTI) metric is introduced to aggregate technical indicators into a simplified value, reflecting the business impact of fault re-
covery.

Results. The developed indicators have been implemented in software and investigated for solving the problems of Fisher’s Iris
classification. The approach for evaluating fault tolerance in distributed stream processing systems has been implemented, addition-
ally, the investigated effect on system performance under different disk utilization.

Conclusions. The findings underscore the importance of simulating real-world production environments in stream processing
benchmarks. The experiments demonstrate that disk load significantly affects fault recovery performance. Systems with disk utiliza-
tion exceeding 80% show increased recovery times by 2.7 times and latency degradation up to fivefold compared to 0% disk load.
The introduction of SLO-based metrics highlights the connection between system performance and business outcomes, providing
stakeholders with more intuitive insights into application resilience. The findings underscore the importance of simulating real-world
production environments in stream processing benchmarks. The BFTI metric provides a novel approach to translating technical per-
formance into business-relevant indicators. Future work should explore adaptive SLO-based metrics, framework comparisons, and
long-term performance studies to further bridge the gap between technical benchmarks and business needs.

KEYWORDS: fault-tolerance, Kafka Streams, benchmarking, distributed systems, performance measurement, stream process-
ing, SLO(Service level objectives).

ABBREVIATIONS NOMENCLATURE

BFTI — Business Fault Tolerance Impact; BFTI is a Business Fault Tolerance Impact, aggre-
SLA - Service Level Agreement; gated metric for evaluating the business impact of fault
SLO - Service Level Objective; tolerance based on SLO indicators;
IoT - Internet of Things; D is a disk usage for the state store in stream process-
JMX - Java Management Extensions; ing application.
CPU - Central Processing Unit; L(t) is a lag at a specific point of time t;
RAM - Random Access Memory; Lnormatised (t) 1S @ normalised consumer lag at a specific
e2e — End-to-End; t point;
API - Application Programming Interface; Lmax IS @ max allowed lag defined by stakeholders;
VM - Virtual Machine; Latency (t) is a event processing delay at a specific t
1/0 — Input/Output. point;
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ALatency is a latency difference;

Latencyaqwar i an actual latency limit during faults;

Latencys o is a maximum allowed latency as per the
SLO;

n is a number of measurements of lag;

tj is a time point during the total measured time;

Tiotal 1S the total time of an experiment;

Throughput(t) is a number of events processed by the
system at a specific t point;

AThroughput is a throughput difference;

Throughput,ormar IS an  average number  of
events/records processed per second when the system is
operating normally;

Throughputi,y is @ number of events processed per se-
cond during the fault period;

A(t) is a vector of normalized deviations for metrics;

At is an interval between measurements;

S is a distributed processing system;

Viag IS @ SLO based lag;

w; is a weight coefficient for Vi, in BFTI formula;

W, is a weight coefficient for calculated throughput in
BFTI formula;

ws is a weight coefficient for latency in BFTI formula;

Xiarget IS @ Vector target values for metrics;

X(t) is a single value that represents how systems per-
forms across different(latency, throughput, consumer lag)
specific t point.

INTRODUCTION

In today’s data-driven world, stream processing
frameworks have become essential for handling real-time
data streams across industries such as finance, e-
commerce, and loT. Fragkoulis et al.in their work [1] talk
about how increasing volume and velocity of data have
driven significant advancements in stream processing
technologies, including the adoption of serverless com-
puting, edge streaming, enhanced query capabilities, and
hardware acceleration. While serverless architectures of-
fer flexibility and cost efficiency, they also introduce
challenges in state management and low-latency process-
ing. Similarly, edge computing reduces latency by bring-
ing processing closer to data sources but requires light-
weight techniques, particularly for 1oT environments [2].
Hardware acceleration using GPUs, FPGAs, and near-
memory computing further enhances performance, mak-
ing stream processing frameworks increasingly powerful
and widely adopted. As stream processing applications
gain traction, ensuring their performance, reliability, scal-
ability, and fault tolerance becomes critical. They are
even considered as a supportive tool in migration to dis-
tributed systems[3]. Metrics such as throughput, latency,
and resource utilization are key indicators of system effi-
ciency and stability, aiding in detecting and mitigating
failures that could impact business operations. Bench-
marking is a common approach used to evaluate these
metrics, providing insights into system behavior under
various conditions. Fault tolerance, in particular, is a cru-
cial aspect of stream processing, enabling systems to re-

cover from failures and maintain uninterrupted data proc-
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essing [4]. Techniques such as checkpointing, state recov-
ery, and replication are widely used to ensure data conti-
nuity and resilience [5][6]. This resilience is increasingly
essential as applications expand in scale and complexity,
underscoring the need for robust benchmarking to evalu-
ate recovery times and fault-tolerance effectiveness [7].
However, despite advancements in benchmarking meth-
odologies, many existing studies focus on clean-state
conditions, often using synthetic data that does not accu-
rately reflect real-world production environments. Current
benchmarking approaches often fail to consider the im-
pact of preloaded state stores on system performance,
leading to an incomplete understanding of how state ac-
cumulation affects latency and recovery times. The ap-
proach[8] presented by Van Dongen G, et al., lacks repre-
sentation of real-world scenarios where state stores are
progressively populated, impacting latency and recovery
time. Another research on stream-processing cost tracking
[9] in the same manner does not consider the effect of
compound time on the system performance.

Introducing a benchmark methodology that simulates
production-like environments, including preloaded state
stores, would allow for a more accurate assessment of
system performance under realistic load conditions, which
is crucial for decision-making regarding resource alloca-
tion and infrastructure needs [10]. Our study addresses
this gap by introducing a benchmarking methodology that
evaluates stream processing performance under varying
state loads, simulating real-world conditions more accu-
rately. Additionally, while most research primarily tracks
technical metrics such as latency and throughput, there is
a lack of business-oriented insights that connect system
performance with user experience and operational effi-
ciency. To resolve the existing gap, we integrate SLO-
based metrics, providing a framework that translates tech-
nical performance indicators into business-relevant in-
sights.

The object of study is the process of evaluation of
fault recovery in distributed stream processing applica-
tions under realistic conditions, considering preloaded
state stores and business-oriented metrics.

The subject of study is benchmarking methodologies
for assessing fault tolerance in stream processing frame-
works, focusing on the impact of state store accumulation,
synthetic failures, and business-driven SLO metrics.

The purpose of the work is to develop and validate a
benchmarking methodology that simulates production
environments with varying state loads, integrates SLO-
based metrics, and provides insights into the business
impact of fault recovery in stream processing applica-
tions.

1 PROBLEM STATEMENT
Let’s assume that S distributed stream processing sys-
tem is provided, which constantly ingests and processes
events in real time. The system maintains local state in an
embedded state store that resides on disk. The system’s
performance is defined by the following primary metrics:
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— Latency (t) € Ry;

— Throughput () € Ryg;

- L(t) S Rzo.

Each of these metrics can degrade under fault condi-
tions and contributes to the system’s overall performance
loss. However, monitoring them separately requires de-
tailed technical analysis, making it difficult for non-
technical stakeholders to evaluate the system’s health
quickly and effectively.

Let’s assume that target values for these metrics must
be:

Xtarget = [ LatenCySLO, ThrOUghPUtnormaI, Lmax]- (1)

Let’s define the vector of normalized deviations from
expected behavior:

A(t) = [ALatenCy (t)7 AThroughput(t), I—normalised (t)] (2)

This vector represents the normalized deviations from
the target values. By aggregating these deviations into a
single value, we aim to simplify the monitoring process. It
is required to build a mathematical model of a single
normalised value X(t) € Ry, that encapsulates the sys-
tem’s overall performance at time t and provides a single
value which represents value of three metrics in the sys-
tem at point t. Which must be adjustable from the priori-
ties and requirements perspective.

The second objective is to analyze the behavior of S
under varying levels of disk usage D in the embedded
state store. The research’s goal is to evaluate how changes
in disk state store utilization D influence the system’s
real-time performance metrics and the resulting value of
X(t), providing insights for optimizing resilient stream
processing in production-like environments.

2 REVIEW OF THE LITERATURE

SLO metrics are commonly referenced in fault toler-
ance research, they are rarely explicitly defined or struc-
tured to provide meaningful insights for stakeholders.
Most studies focus on system stability from an engineer-
ing perspective, overlooking how technical failures trans-
late into business impacts such as service availability and
user satisfaction [11]. Existing benchmarking methodolo-
gies do not simulate production environments where state
stores are preloaded and continuously evolving.

There are studies that have explored benchmarking
methodologies for stream processing frameworks, with a
strong emphasis on scalability and fault tolerance. The
paper [12] offers provides insights into the scalability of
frameworks like Apache Flink, Kafka Streams, and Ha-
zelcast Jet within cloud-native microservice architectures.
The study focuses on scaling challenges, particularly in
dynamic resource allocation and fault recovery. However,
it primarily addresses short-term scalability and does not
extensively explore fault tolerance under long-term opera-
tional conditions, where large state accumulation and
multi-fault scenarios may arise. This limitation highlights
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the need for research that considers fault recovery in sys-
tems with extensive state persistence. Another study [13]
provides a comprehensive classification of fault tolerance
techniques in stream processing systems, emphasizing
their importance in preventing erroneous results and sys-
tem unavailability. The authors highlight that failures in
processing nodes or communication networks can lead to
severe disruptions, impacting user experience and causing
financial losses. The study introduces an evaluation
framework for fault tolerance mechanisms in Apache
Flink assessing efficiency in failure recovery. Key future
research directions include adaptive checkpointing, inte-
gration with modern hardware, and parallel recovery
mechanisms. Despite these advancements, the study does
not account for real-world scenarios where applications
run continuously, accumulating state over time.

3 MATERIALS AND METHODS

In this section, we propose our own method for
benchmarking stream processing applications based on
the basic metrics. In the end, evaluation and experiment
details are presented. As we discussed previously, stake-
holders may be interested in knowing how stream proc-
essing systems perform in general without technical de-
tails in debt. We concentrate on the business-related SLO
metric, which is supposed to be straightforward and rep-
resentative of business and engineering needs. Despite the
fact, that the basic metrics like throughput, and latency
are less conductive; they represent core system perform-
ance. In the following sections, we define core metrics of
the system which are used for formulating our SLO met-
ric.

The throughput metric represents the number of
events per certain time mark. The metric is considered to
be a status quo for most event-based applications. We
define throughput as a number of processed events per
second on the instance in general. For our experiment, we
had to understand the change in throughput under differ-
ent states of the application. The change is calculated
based on the difference between throughput under normal
conditions and throughput when some parts of the system
are under a fault. In this way, we can define how faults
affect the throughput. The change is stated as throughput
difference which is declared by the formula(3):

AThroughput = Throughput,orma — Throughputiue.  (3)

The latency metric represents the time delay from
when an event is generated or received to when it is fully
processed and produces a result. In event-based applica-
tions, latency is a critical measure of system responsive-
ness. Increased latency impacts customer experience and
can lead to missed business opportunities in real-time
applications. We describe latency as the average time
taken to process each event from the moment it enters the
system to when it completes processing on the instance.
As with throughput, we calculate ALatency as the differ-
ence in latency observed under normal conditions versus
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when fault conditions are introduced into the system by
the formula(4):

ALatency = Latencyacuwa — Latencysio. 4

This comparison will allow us to quantify the influ-
ence of faults on latency. In addition to ALatency, we
defined Latencys o, which describes a certain latency
threshold acceptable by business requirements. Some ap-
plications, like the critical financial sector strictly require
minimum latency for the operations in a system. This
value is quite subjective and depends on the business
needs. The best way to establish Latency SLO latency is
by defining limitations for a certain business process by
stakeholders based on the monitoring and recording of an
average Latency for a specific time frame. Total latency is
calculated by the formula(5):

AlLatency

Latency =———.
y Latencyg o

®)

Consumer lag refers to the difference between the last
message produced to a Kafka topic and the last message
consumed by a downstream consumer. It indicates how
far behind the consumer is in processing the data, which
can occur due to factors such as high data production
rates, network bottlenecks, slow processing by the appli-
cation, failures, network delays, or other reasons. The
actual consumer lag L(t) at time t is normalized and de-
fined by formula(6):

Lnormalaised (t) = min(tﬂ vlj : (6)

max

Basically, Lpormaiisea (t) = 0 when there is no lag and
Lnormatised (1) = 1 when the lag reaches or exceeds L.

The formula is V44 designed to quantify the proportion
of time during which a Kafka Streams application experi-
ences consumer lag violations relative to a defined SLO
threshold, specifically , which is defined by the stake-
holders based on both business expectations and tracking
average or common lag in the production system. The
actual formula(7):

in:1 Lnormalized (ti )>< At). @)

This metric allows for precise monitoring of applica-
tion performance by assessing how often and for how
long the system fails to meet the lag criteria, which is
critical for maintaining real-time processing guarantees.
The use of time-weighted integration ensures that the met-
ric reflects the severity and duration of SLO violations,
enabling more accurate diagnosis and optimization of
stream processing topologies. This makes it an essential
tool for evaluating fault tolerance and ensuring that the
application meets business-critical requirements. Since
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the formula uses time-weighted experiments measure-
ments must be conducted at least for two time points with
the specified time differences. By normalizing lag values
to the range [0, 1] and aggregating them over time, the
formula provides a clear, comparable, and actionable
measure of performance degradation under varying work-
loads or fault scenarios. The resulting value 0 means there
is no lag on the consumer while 1 means lag is severe
respectively to the defined lag threshold L. Based on
the previously mentioned formulas, we defined Business
Fault Tolerance Impact (BFTI) metric which is designed
to quantify the overall business impact of a fault in Kafka
Streams by considering the direct effects on SLOs, recov-
ery time, throughput reduction, and their subsequent im-
pact on operational costs, which is described by the for-
mula(8):

BFETI =wy xVjag +W, x[ Throughput j+

Throughputormal )}

+wjg x (Latency).

This metric provides a view of how system perform-
ance during failures translates to operational impact on
the business. The results of the formula are represented in
a value that is in the range of [0,1]. Lower BFTI values
indicate high fault tolerance, meaning the application re-
covers quickly from failures with minimal impact on
throughput, latency, or SLO violations. Higher BFTI val-
ues suggest poor fault tolerance, indicating significant
performance degradation during failures, such as pro-
longed recovery times, high lag, or unacceptably high
latency. In the Table 1 we have defined a reference table
to simplify the interpretation of results.

Table 1 — BFTI formula results interpretation

BFTI
output

Explanation Description

(0-0.3] Excellent fault tolerance | The system  performs
reliably  under failure
conditions. No immediate

action is required.

(0.3-0.6] | Good fault tolerance Minor impact on perform-
ance during failures.
Monitor specific bottle-
necks (e.g., lag or la-

tency).

(0.6-0.8] | Moderate fault tolerance | Noticeable performance
degradation. Review
system capacity and fail-

ure recovery mechanisms.

(0.8-1.0] Critical issues with fault
handling. Immediate

optimization or adding

Poor fault tolerance

new instance is required.
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Additionally, the formula introduces weighted priori-
tization based on business-critical metrics. Weights re-
lated to 3 main measurements: throughput, latency, and
Viag- A larger weight coefficient means a larger impact
and priority for the respective measurement. If throughput
is more critical than latency and Vi, than w, > w3 and
Wy > Wy,

4 EXPERIMENTS

In this section we describe our technical setup used for
experiments, actual experiment methodology and archite-
cure. The technologies were selected based on our experi-
ence, usage in production, popularity, and expertise.
Moreover, the selected tools mimic real-world production
deployments. Our experiment replicated real-world
stream processing environments using a Docker-based
virtual machine setup managed via Docker Compose
(v2.32.4). Containers were configured with 8 GB RAM,
40 GB disk space, and an 8-core CPU. Apache Kafka
(vcp-kafka:7.1.0-1-ubi8) served as the message broker,
while Kafka Streams (v3.8.1) with Spring Boot (v3.4.1)
handled stream processing. Metrics were tracked using
JMX, with Prometheus(v2.54.1) for data collection and
Grafana for real-time visualization. The experiments ran
on two Kafka client instances to evaluate distributed
processing performance, ensuring a high-throughput and
reproducible benchmarking environment.

For the experiment, we created a sample infrastructure
based on the state-of-the-art technologies discussed
above. Fig 1. shows the architectural solution. Kafka
Streams was chosen as the core client library for our
stream processing experiments due to our experience with
it, its seamless integration with Kafka-based ecosystems,
and its suitability for projects requiring rapid deployment
[14]. As a lightweight, client-side library, it simplifies
real-time data processing without the need for additional
infrastructure, unlike other solutions that may require
dedicated servers. Kafka Streams also supports essential
features such as fault tolerance, stateful processing, and
windowing, making it a practical and efficient choice for
high-velocity data streams in agile business environments.
We defined producer application and consumer applica-
tion, message broker, metrics aggregator, and visualiza-
tion of the metrics. To collect data and state we set IMX
exporters that publish metrics from consumer applications
and message brokers to monitor the metrics defined
above.

For the producer, we created a data-generator app, that
operated continuously throughout the experiment, provid-
ing a consistent workload that enabled detailed tracking of
individual metrics across iterations. The data generator
generates synthetic data at a rate of 700 events per second
for two specific topics. This rate was chosen to ensure
optimal resource utilization and maintain clarity in ex-
perimental conditions. In our experiment, these are tutor-
in and lesson-in topics, ids for the models are generated
iteratively, beginning from 0. We took a synthetic exam-
ple from the educational domain, tutors can have multiple
lessons attached to them.
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Kafka-Streams app
Instance |

Kafka-Streams app
Instance 2

Figure 1 — The architecture of the experimental application

Tutor topic events are not necessarily related to unique
tutors, so multiple events can be connected to a single
business entity. The app allows a flexible configuration
change for the rate of the events and other parameters.
Fig. 2 shows the Kafka Stream topology used by consum-
ers in our application. The topology consists of two
source processors, multiple intermediary processors, and
one sink processor where eventual results are recorded.
The application consumes input events from two different
topic which are populated by the producer app. There are
two live instances of consumer applications. The metrics
we measure are calculated based on the values from two
instances, hence the moments one instance is not working
metrics should reflect that accordingly. Consumer appli-
cations expose all existing build-in metrics via JMX to
Prometheus.

lesson-in tutor-in
topic topic
map map
. iy . y
join by tutor id
group by lesson data
aggregate

output
topic

Figure 2 — Synthetic topology architecture
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In order to measure the effect of storage capacity on
the processing throughput our topology contains state-
ful operation — aggregation. Stateful processing helps
us understand the relationships between events and
leverage these relationships for more advanced stream
processing use cases. To support stateful operations,
we need a way of storing and retrieving the remem-
bered data, or state, required by each stateful operator
in our application (e.g., count, aggregate, join, etc.).
The storage abstraction that addresses these needs in
Kafka Streams is called a state store, and since a single
Kafka Streams application can leverage many stateful
operators, a single application may contain several
state stores. There are two options for how Kafka
Streams can handle stateful operations, in memory and
disk storage state. The memory state is efficient in
terms of processing and fast operations. On the other
hand disk storage has significant benefits in compari-
son to the in-memory: A state can exceed the size of
available memory. In the event of failure, persistent
stores can be restored quicker than in-memory stores.
Since the application state is persisted to disk, Kafka
Streams does not need to replay the entire topic to re-
build the state store whenever the state is lost (e.g., due
to system failure, instance migration, etc.). It just needs
to replay whatever data is missing between the time the
application went down and when it came back up.

For our application, every individual Kafka Streams
instance preserves its own disk-based state store. When
an individual application fails on the restart it checks
out local state stores and restores all of the relevant
values. If an application cannot be started on the same
instance then a new instance has to be started. In this
scenario, the state store will not be replicated on the
new instance automatically and the application has to
restore a state from scratch. Since every state store is
backed by Kafka Topics it is quite a simple task to do.
The application has to replay all of the messages avail-
able in backed topics and restore the state. In order to
speed up instance state store recovery there are multi-
ple techniques that can be used. One of them is to have
disk memory saved somewhere in the durable storage
so after instance replacement there is a way to simply
use the existing disk instead of replaying Kafka mes-
sages. Since the focus of the experiment is to provide
insights on the efficient and rapid state recovery we
based our experiment on the persistent disk state store
for the applications. We conducted a detailed series of
experiments over a total execution time of more than
24 hours to evaluate system performance and fault tol-
erance under varying conditions. The experiment con-
sisted of six iterations, with each iteration running for 2
hours to gather metrics systematically. Within each
iteration, we assessed fault tolerance by introducing
synthetic failures, randomly terminating one instance
multiple times during the execution period to simulate
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real-world disruption scenarios. We determined the
instance exactly after 30 minutes of beginning an inter-
action. To ensure robust and unbiased results, we re-
peated the experiments under three different disk load
conditions, with two iterations per load state. Eventu-
ally, we took average results per two interactions. For
the first set of iterations, the disk state was empty, rep-
resenting 0% capacity utilization. The subsequent set
of iterations simulated a slightly(0%), partially(about
50%), and heavily(more than 80%) loaded state. This
approach allowed us to observe the system’s behavior
across varying levels of resource utilization, ensuring
the reliability and accuracy of the evaluation outcomes.
In order to load a disk for our experiment we decided
to generate data synthetically, thereby populating indi-
vidual instance stores with relevant events which are
aggregated on the instances. This mimics the real-
world scenarios when an application works for days
and stores a lot of data in state storage. To monitor disk
load during the experiments, we utilized the Prome-
theus metrics disk_free_bytes and disk_total_bytes.
These metrics allowed us to calculate the percentage of
disk capacity utilized at any given time, providing a
clear representation of the disk load for each test sce-
nario. This approach ensured precise tracking of disk
usage, which was critical for evaluating the impact of
varying disk load states on system performance and
fault tolerance.

Throughput generally refers to the rate at which a
system processes data. In Kafka consumers, we meas-
ured it as the number of records consumed per second
from our source topics. Meaning that if records were
consumed successfully then the records will be proc-
essed by the next nodes in the topology. For the
throughput, we decided to measure throughput for in-
dividual instances and sum this value up. We selected
kafka_consumer_records_consumed_total, which is a
counter metric that increments whenever a Kafka con-
sumer successfully processes a record. It directly re-
flects the number of records consumed over time, mak-
ing it a reliable proxy for measuring throughput. Since
the metric is cumulative we decided to take a rate of
this metric and measure the number of records con-
sumed per 1 minute. End-to-end (e2e) latency meas-
ures the total time taken for a record to traverse from
the source topic to the sink topic within a Kafka
Streams topology. This metric captures the processing
delays introduced at each node in the topology, includ-
ing computation, state store interactions, and any in-
termediate transformations. Measuring e2e latency
helps us understand the overall performance of the data
pipeline and identify potential bottlenecks. For this
measurement, we chose the kaf-
ka_stream_processor_node_record_e2e_latency avg
metric, which represents the average latency for re-
cords processed by each processor node in the topol-
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ogy. This metric provides granularity at the processor
node level, allowing us to analyze and aggregate the
latency for the entire topology. To calculate the e2e
latency for individual instances and across the applica-
tion, we averaged the metric across all processor nodes
and instances. Since latency is not cumulative, we used
an average calculation instead of a rate:
avg(kafka_stream_processor_node_record_e2e_latency
_avg). This setup allows us to evaluate the latency at
each processor node. To calculate the overall e2e la-
tency for the entire topology, we aggregated the metric
across all nodes and instances: This approach ensures
that we capture the average e2e latency for processing
records, giving us insights into the system’s overall
responsiveness and helping to pinpoint areas for opti-
mization.

The Viag metric uses the kaf-
ka_consumer_fetch_manager_records_lag_avg metric,
which represents the average consumer lag in Kafka
consumers. This metric is aggregated and normalized
over time to reflect the proportion of lag violations
across the system. The base metric Kkaf-
ka_consumer_fetch_manager_records_lag_avg is col-
lected for each consumer group and topic. We applied
the metric for our two input topics. Since the metric is
tracked across two running instances it is aggregated
by topic only and normalized for value to be in [0,1]
range.

Implementing the BFTI formula within Prometheus
involved monitoring and calculating essential metrics
directly from the Kafka Streams application. It is de-
signed to evaluate the system’s fault tolerance based on
three critical components: SLO-based lag, throughput
degradation, and latency increase. These components
are derived from the metrics above and provide a quan-
titative measure of the system’s performance under
fault conditions. Each component incorporates argu-
ments that must be defined collaboratively by stake-
holders and the engineering team. These arguments are
based on system behaviour during normal operation
and the tolerable thresholds established for each metric.
For instance, tolerable limits for latency or throughput
degradation may reflect SLO agreements or operational
baselines. The table 2, shows values we have set for
these arguments, ensuring alignment with real-world
operational expectations and providing a framework
for accurately assessing the system’s resilience. This
structured approach allows for reproducible evaluation
and fosters a deeper understanding of the system’s fault
tolerance characteristics.
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Table 2 — Input arguments for the experiment

Argument Value Description

Determine the relative
importance of each fac-
tor lag violation,
throughput degradation,
and latency increase.

Wy, Wy, W3 1

Lmax 1000
messages

Lag SLO Threshold. The
maximum acceptable
consumer lag beyond
which SLO is considered
violated.

Latencys.o 35sec The end-to-end latency
threshold that defines

acceptable performance.

Throughputhormar 500
messages/sec

The normal or expected
throughput of the Kafka
Streams application
under fault-free condi-
tions

5 RESULTS

This section presents the findings from our experi-
ments. Our analysis showed a positive correlation be-
tween system failures and changes in key performance
metrics, including those measured by the SLO metric. In
the first iteration, no synthetic data was preloaded onto
the hard drive, resulting in a 0% load from experimental
data. However, due to Kafka’s internal metadata storage,
the actual disk utilization was approximately 24%.

Metrics gathered under these baseline conditions
served as benchmarks for defining SLO constraints during
subsequent experiments. As illustrated on Fig. 3a, e2e
latency significantly increased during an instance shut-
down, doubling its normal value during the restoration
period of the second instance. This spike is consistent
with expectations, as live instances require additional time
to rebalance and synchronize with the data generation rate
during failures. Once the disrupted instance was restored,
latency returned to baseline levels, reflecting the system’s
recovery capabilities under fault conditions. Initially, the
system maintained a stable load, with throughput exhibit-
ing relatively consistent, non-volatile values. Addition-
ally, we can see(Fig. 3b), throughput was not significantly
impacted by instance failures. In fact, brief increases in
throughput were observed, indicating that the active in-
stances temporarily accelerated processing to catch up on
event backlogs. Figure 4 illustrates the effect of instance
failures on SLO-based lag. The experiment reveals a dra-
matic spike in consumer lag, with values increasing from
a regular average of 112 messages to over 15,000 mes-
sages in a short period. This behaviour aligns with expec-
tations, as the number of incoming events remained con-
stant while the number of active instances available to
process these events was temporarily reduced. Conse-
quently, the accumulation of unprocessed messages
caused the lag to escalate rapidly during the failure pe-

riod.
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a) Latency affected by instance shutdown
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Figure 3 — Latency and throughput affected by instance shutdown at 66 minute of experiment
SLO_lag Table 3 — Experiment results for the defined metrics
! Metric Disk load
08
0% <50% >80%
0.6
0.4 Latency, sec 87 121 445
0.2 Throughput, 912 819 331
- - = ops/sec
14:15 14:30 14:45 15:00 15:15 15:30 15:45 16:00 16:15 16:30
= |esson-in == tutor-in Viag 0.21 0.34 0.54
Figure 4 — Failures effect on V| 4 latenc
g lag y BFTI 031 0.41 1
In the next phase of the experiment, we introduced
varying levels of disk load and conducted additional itera- 6 DISCUSSION

tions using the same methodology described earlier. The
results, summarized in Table 3, reveal the impact of disk
load on throughput, latency, and overall application per-
formance. Notably, the system maintained stable per-
formance when disk utilization remained below 80%,
with state restoration occurring relatively quickly and
without significant degradation in the basic operational
characteristics of the instances. However, when disk utili-
zation exceeded 80%, the system exhibited marked per-
formance degradation. Latency following a fault in-
creased nearly fivefold compared to regular latency under
minimal disk load conditions. Additionally, recovery time
was prolonged, taking approximately 2.7 times longer
than under a 0% disk load. Throughput also declined sig-
nificantly, dropping to less than half of the normal rate
observed under lighter disk load conditions.
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The findings in the section above highlight the critical
role of disk utilization in maintaining the performance and
fault recovery capabilities of the system. While author[15]
extensively evaluated stream processing frameworks un-
der failure scenarios, their benchmark primarily focused
on stateless or short-lived workloads with empty state
stores. In contrast, our approach simulates production-
grade conditions with preloaded persistent states and
long-running streams, uncovering fault recovery delays
that were not visible in prior benchmarks. This highlights
both a methodological extension and deeper insight into
the behavior of stateful applications under disk-intensive
loads. Additionally, no authors provide a standardized
methods for stream processing app tracking. Based on the
experiment results represented in Table 3 BFTI formula
provides stakeholders with a comprehensive measure of
the overall fault tolerance and performance stability based
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on the single output. We can see the BFTI definition cor-
relates with increased latency, lower throughput, and in-
creased Vi, The formula simply represents an aggrega-
tion of all of the results in a simple manner. It simplifies
decisions and saves time for interested people mainly
because they can take a look at individual value instead of
monitoring the whole system for different metrics. If the
following and deeper analysis is required then engineer-
ing teams can elaborate on discovery and investigate vari-
ous metrics of the system. However, it is the next step
after monitoring BFTI results. The impact of a failure on
one instance is straightforward: the application processes
fewer events at a slower pace. But the long-term effects of
such failures are more critical. Our analysis shows that
latency and throughput remain degraded for a consider-
able period even after the affected instance has restarted.
This occurs because the data generator continues to pro-
duce events during the failure, leading to a backlog of
unprocessed events. As a result, some events remain de-
layed while the failed instance recovers and the system
rebalances. For stakeholders, this means the system han-
dles business tasks at a reduced efficiency, potentially
affecting operational timelines and customer satisfaction.
The metrics reveal that it took over an hour for the appli-
cation to recover to its initial performance levels, indicat-
ing that fault recovery is not instantaneous and can disrupt
normal operations for an extended period. This recovery
lag underscores the importance of considering fault-
tolerance strategies to minimize downtime and ensure
smoother operations. One potential mitigation strategy is
scaling the application dynamically in response to fail-
ures. For example, when an instance fails, a new instance
could be launched alongside restarting the failed one.
However, this approach has limitations it requires the
number of Kafka partitions to be equal to or greater than
the total number of instances, and scaling down later can
introduce additional overhead due to rebalancing. More-
over, this solution may be resource-intensive and could
temporarily impact throughput and overall performance.
These findings highlight the need for careful planning of
fault-tolerance mechanisms that balance recovery speed,
resource allocation, and system performance, ensuring
minimal disruption to both operations and stakeholder
expectations.

CONCLUSIONS

The study addressed critical gaps in benchmarking
methodologies for stream processing frameworks by sim-
ulating production-like environments and introducing
SLO-based metrics to evaluate fault-tolerance perform-
ance. Key findings demonstrate that while systems main-
tain stable performance under moderate disk loads, per-
formance degrades significantly when disk utilization
exceeds 80%. The increased latency, throughput reduc-
tion, and prolonged recovery times observed under heavy
disk loads underline the importance of robust fault-
tolerance mechanisms. Furthermore, the incorporation of
SLO-based metrics provided meaningful insights into
how technical disruptions affect business outcomes, em-
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phasizing the value of bridging the gap between engineer-
ing metrics and stakeholder objectives.

The scientific novelty of the obtained results lies in
the proposed methodology for evaluating fault recovery in
stream processing applications using preloaded state
stores and business-driven performance indicators for the
first time. Unlike existing approaches, this method inte-
grates SLO-based metrics to quantify the business impact
of failures, providing a novel perspective on fault toler-
ance assessment. Additionally, our work introduces a new
benchmarking framework that considers varying state
loads, which enables a more realistic evaluation of stream
processing resilience in production environments.

The practical significance of the results is that the
developed benchmarking methodology and BFTI metric
allow practitioners to assess the reliability of stream proc-
essing applications with greater precision. The methodol-
ogy was validated through experiments, demonstrating its
applicability for real-world deployments. The proposed
approach can be directly integrated into performance
monitoring systems, aiding decision-makers in optimizing
resource allocation, failure recovery strategies, and sys-
tem resilience.

Prospects for further research include refining the
proposed benchmarking methodology to accommodate
different types of state store implementations, such as
distributed file systems or cloud-based storage solutions.
Future work should also explore the development of adap-
tive SLO-based metrics that dynamically adjust based on
workload variations and user-defined business priorities.
Additionally, extending the study to compare fault recov-
ery across multiple stream processing frameworks, such
as Apache Flink and Spark Streaming, would provide
deeper insights into optimizing real-time data processing
for various industry applications.
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OIIHKA BIJHOBJIEHHS PO3IOIIEHUX CUCTEM ITICJISA 350IB ¥V TOJATKAX ITOTOKOBOI
OBPOBKH JAHHUX: PO3YMIHHA METPUK 3 TOYKH 30PY BIBHECY
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AHOTANIA

AkTyanbHicTh. @peliMBOPKY MOTOKOBOI OOPOOKH JaHUX IIMPOKO BUKOPUCTOBYIOTHCS B raly3six (hiHaHCIB, €IEKTPOHHOI
komepiii Ta 10T ans epexkTrBHOT 0OpPOOKH MOTOKIB TaHUX y peanbHOMY 4aci. [IpoTe GiNbIIiCTh METOAOJOTIH TECTyBaHHS HE
BIZITBOPIOIOT YMOBH pealbHOI POOOTH Micis BHPOBAXKEHHS, L0 NPU3BOJUTH JIO HEMNOBHOI OLIHKU IPOJYKTHBHOCTI
BiJTHOBJICHHS micis 300iB. O0’€KTOM JOCHIKEHHS € OIliHKa (peHMBOPKIB MOTOKOBOT OOPOOKH y pealiCTHYHHX YMOBax 3
ypaxyBaHHSM IONEPETHBO 3aBaHTAXKCHUX CXOBUII[ JJAHUX Ta Oi3HEC-Opi€HTOBAaHUX METPUK.

Merta po6oru. Po3poOka HOBOI METOMOJIOTIT OIIHIOBAaHHS MPOXYKTHBHOCTI BiJIHOBIICHHS Miciis 3001B y (peiMBOpKax
HOTOKOBOI 00poOKY, fKa iMiTye BUPOOHMYI YMOBHU 3 Pi3HUMHU PIBHSIMU 3aBaHTaKEHHs JUcka Ta BBOIUTh SLO-opieHTOBaHI
METPHKH JUTS OL[iHKH.

Metoa. Mertonosoris mepenbadae cepito excrnepumeHTiB i3 Bukopuctanusm Kafka Streams y BipryamizoBaHomy ce-
pemosuiii Ha 6a3i Docker. EkcriepiMeHTH OIHIOIOTH MPOIYKTHBHICTD CHCTEMH TIPH TPHOX PiBHAX 3aBaHTaXeHHs aucka: 0%,
50% Tta 80%. I1ix yac poGOTH BBOAATHCS CHHTETHYHI 3001, a KIIFOUOBI METPHUKH, TaKi SIK MPOIMYCKHA 3/IaTHICTh, 3aTPUMKa Ta
BIJICTABaHHS CIIOXKUBAYiB, BIICTEXKYIOThCs 3a nomomoror JMX, Prometheus ta Grafana. 3ampononoBana merpuka Brumsy
bisunecy na TonepantHicts 10 36018 (BFTI) arperye TexHidHi MOKa3HHKM y CIPOINEHE 3HAYCHHS, MO BimoOpaxae GizHec-
e(eKTH BiJHOBJICHHS IicJist 3001B.

Pe3yabTraTn. ExcrepuMeHTH MOKa3yloTh, IO PiBeHb 3aBAHTAXKCHHS MHCKAa CYTTEBO BIUIMBAE HA NPOAYKTHBHICTH
BimHOBIICHHS. [Ipu 3aBaHTaXeHHI ucka noHax 80% 4ac BiTHOBIICHHS 301IBIIYETHCS y 2,7 pasu, a 3aTPUMKaA 3pOCTAE 10 I ATH
pasiB y nopiBHsHHI 3 0% 3aBanTakeHHs. BBenenHs SLO-0pieHTOBaHMX METPHK IiJKPECIIOE 3B’ 30K MiXK MPOTYKTUBHICTIO
cucreMu Ta Oi3HeC-pe3ysbTaTaMu, HaJalo4yH 3alliKaBJICHUM CTOPOHAM OUIbII IHTYITHBHY OLIHKY CTIHKOCTI IPOTpaMH.

BucnoBku. OTpuMaHi pe3yJabTaTH MiJAKPECIIOITh BAXKIMBICTh MOJICITIOBAHHS PEaAIbHUX BUPOOHUYHX YMOB y TECTYBaHHI
¢peiiMBopkiB 10TOKOBOI 00poOku. Merpuka BFT| mpomoHnye HOBuH mifXiA [0 NEPEeTBOPEHHsS TEXHIUHHMX IOKA3HUKIB Yy
Oi3Hec-opieHTOBaHI iHaMKaTtopu. [lomamblni JOCHIIKEHHS TMOBMHHI BKItoyath azantuBHi SLO-mMeTpukH, NOpPiBHSHHS
(bpeiiMBOPKIB Ta MOCHIIKESHHS MPOIYKTUBHOCTI Ha JNOBrOTPHBAIUX IHTEpBalax Ul MONAIBIIOTO YCYHEHHS PO3PUBY MiX
TEXHIYHUMH [TOKa3HUKAMH Ta Oi3HeC-moTpedamMHu.

KJIFOUOBI CJIOBA: norokoBa 00pobka manux, Biamosocriiikicts, Kafka Streams, 3usTst MeTpuk, po3noainieHi cucre-
MU, 1 piBas 06cmyroByBanus (SLO), BUMiproBaHHS MPOIYKTHBHOCTI.
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ABSTRACT

Context. The task of automating the positioning of a mobile object in a closed space under the condition of its partial or complete
autonomy is considered. The object of study is the process of automatic construction of a 3D model of the surrounding space.

Objective. The goal of the work is the develop an algorithm for creating a 3D model of the surrounding space for further
localization of a mobile object in conditions of its partial or complete autonomy.

Method. The results of the study of the problem of localization of a mobile object in space in real time are presented. The results
of the analysis of existing methods and algorithms for creating mathematical models of the surrounding space are presented.
Algorithms that are widely used to solve the problem of localization of a mobile object in space are described. A wide range of
methods for constructing a mathematical model of the surrounding space has been researched — from methods that use the
comparison of successive point clouds of the object of the surrounding space to methods that use a series of snapshots of
characteristic points and comparison of information about them in different snapshots at points that are as similar as possible
according to the parameter vector.

Results. The method for three-stage construction of a 3D model of the surrounding space is proposed for solving the problem of
localization of a mobile object in a closed space.

Conclusions. The conducted experiments have confirmed the possibility of the proposed algorithm for three-stage construction
of a mathematical model of the environment to determine the position of a mobile object in space. The methods used in the algorithm
allow obtaining information about the surrounding space, which allows localizing a mobile object in a closed space. Prospects for
further research may lie in the integration of information flows about the position of the object from different devices, depending on
the type of data acquisition, into a centralized information base for solving a wide range of tasks performed by automatic mobile
objects (robots).

KEYWORDS: mathematical 3D model, localization method, SLAM method algorithms, position determination, mobile object.

ABBREVIATIONS Cyn Characterizes the erroneous measurements in the
DATMO is a detection and tracking of movingobjects;  data;
EKEF is a extended Kalman filter; k is a field covered by the beam;
ICP is a iterative closest point; m is a model that maximizes the probability of the
NDT is a normal-distributions transform; data;
NNS is a nearest neighbor search; X¢ IS a robot position at a certain point in time;
LS3D is a least squares 3D surface matching; f is a function that returns for each position x, of the
ML-NDT is a multi-layered NDT; robot, each beam with number n and each field k<z; .;
PCL is a point cloud library; ¢ is a indicator variables that are equal to 1 if and only
PMD is a photonic mixer device; if z,,, is the maximum value of the range, otherwise — 0;
RANSAC is a random sample consensus; s; is a given point in space R®, for which it is necessary
SLAM is a simultaneous localization and mapping; to find the shortest distance to the set T;
SURF is a speeded up robust features; 7 is a the point that gives the smallest value to the
ToFisa tlme-Of-ﬂlght functional S;
NOMENCLATURE 7j is a nearest pair of points for point s;;

T, is a environmental space; J is a functional for a given displacement vector t and
Xn i a scan area size along the x-axis; rotation matrix R; o _
yn is a scan area size along the y-axis; R is a real or_tho_gonal matrix with a determinant
z, is a scan area size along the z-axis; equal to one, that is, it belongs to a special orthogonal
z,, is a beam data obtained using a laser range group of rotation SO(3);

scanner, t is a vector representing the displacement of a set of

points along vector [x,y,z]";
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Il-15 is a square of the norm or the square of the

Euclidean distance between two points;
S; is a point cloud block;
¢ is a point cloud threshold,;
T+(p,X) is a spatial transformation function;
p is a vector;
t is a displacement;
r is a axis of rotation;
¢ is a angle of rotation.

INTRODUCTION

Today, there is a rapid development of mobile
autonomous systems. Such systems, for the most part, are
increasingly based on the use of intelligent systems. One
of the main functions of modern intelligent mobile
systems is their autonomous navigation. Implementation
of such a function is possible with a clear understanding
of the surrounding environment, that is, it is necessary to
transform information about the surrounding world into a
mathematical model convenient for processing by these
systems.

The object of study is the process of automatic
construction of a 3D model of the surrounding space.

Construction of a mathematical model of the
surrounding environment using modern circuit solutions
is possible when using SLAM and DATMO algorithms
[1].

The subject of study is methods of building a
mathematical model of the environment at the expense of
a set of received spatial points that give an idea of their
relative location in space.

The purpose of the work is to develop a method for
creating a 3D model of the surrounding space for further
localization of a mobile object in conditions of its partial
or complete autonomy.

1 PROBLEM STATEMENT

Let’s assume that there is a mobile object (robot) that
is in a closed space under conditions of partial or
complete autonomy. The task facing the system of such a
mobile object is that, based on the received data, it should
be able to form a 3D model of the surrounding space,
localize the object in space, create (or update or
supplement) a “map” of movement and to decide on
further actions. It should be borne in mind that many
methods of creating a mathematical model of the
environment are designed with powerful hardware and
computing resources in mind, and this often does not
depend on the complexity of the task assigned to the
mobile device.

Let’s assume that the environmental space T, (Xn, Yn,
zn). For a given space, the task of determining the point
clouds that characterise the objects located in the given
area can be solved in two ways: the first is by directly
calculating the point clouds in the entire space T, and the
second is by dividing the space into parts T, where m
characterizes the share into which the space is divided (in
this case, the calculation of the point clouds is carried out
separately in each part). The division into parts and
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division options are set by the user and can look like this,
for example:

— into two parts - TI’]/Z(XI’]/21 Yn, Zn) or TnIZ(Xnv Yn, Zn/2);

—into three parts - Tn/3(Xn/3n Yn, Zn) or Tn/3(xn’ Yn, Zn/3);

— into six parts — Toe(Xws, Yns Zoi2) OF Tre(Xn2, Yy Znia);

— into nine parts — Tro(Xns3, Yns Znia)-

This division is set by the user taking into account the
possible complexity of the "contour" of the surrounding
space and the available computing power. That is, the task
of determining the need for division (or its expediency)
should be determined by the nature of the objects in the
scanning area T, (X, Yn, Z,) and the degree of complexity
of calculating the parts m.

So, in the final result, using the methods and
algorithms of SLAM and DATMO, the mobile object
system, when using limited hardware and software
capabilities, should produce a convenient model of the
environment for further processing.

2 REVIEW OF THE LITERATURE

The work [1] presents a description of the system
operation method intended for simultaneous localization
and mapping, as well as detection and tracking of objects
moving in dynamic environments. It is known that for
more accurate localization and mapping, it is necessary to
carry out a detailed reconstruction of the surrounding
environment.

All  approaches to creating three-dimensional
modeling (“reconstruction”) are of two types: passive and
active. Passives do not affect the object to be
reconstructed, unlike actives. In work [2], two approaches
to the reconstruction of a three-dimensional model are
distinguished.

The first approach. Three-dimensional scanning,
which refers to active types of reconstruction and is
carried out using special scanners. This method is
characterized by high accuracy and does not depend on
weather conditions, but it also has disadvantages, such as
expensive and hard-to-find equipment, as well as a large
amount of time needed to develop the model. These
problems can be solved by reducing the quality of the
original 3D model for simple objects that do not have
clear requirements for detail and the difference in quality
will not be very noticeable.

The second approach. Photogrammetric approach,
which belongs to the passive type. It consists of
determining characteristic points on a series of images
and comparing information about them with the points
that are as similar as possible according to the vector of
parameters. The approach is characterized by the ability
to reconstruct complex objects of any level of complexity
without the use of special equipment, but it requires a lot
of time and depends on weather conditions. Reducing the
influence of the number of provided reference images and
weather conditions on the quality of the original 3D
model can be achieved by using the stereoscopic parallax
algorithm and stereo images.

Active methods [3] of obtaining a mathematical
description of an object include any methods that emit
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any waves. Such methods include obtaining object
characteristics using PMD-cameras, lasers, echo sounders,
etc.

The principle of operation of PMD-cameras is based
on ToF measurements, i.e. the measurement of the time it
takes for light to move from the camera to the object and
back after reflection from the object to a special light-
sensitive matrix. The distance can be calculated from the
equation for an ideal camera.

The article [4] compares distance determination
methods using a PMD-camera and stereo vision. Possible
deviations of the distance depending on the angle of
inclination of the cameras are indicated. In conclusion, the
distance is determined more accurately by the PMD-
camera, the disadvantages are the low resolution of the
PMD-camera, which leads to a lower quality of
information compared to stereo vision, therefore, for the
purposes of surface reconstruction, the use of both
methods would be desirable.

The work [5] is devoted to the combination of active
and passive methods of determining object coordinates,
that is, the use of both PMD-cameras and stereo vision.

In [6], it is proposed to use a combination of a PMD-
camera with a high-resolution RGB camera to improve
the quality of object visualization. The accuracy of using
PMD-cameras is considered, but the accuracy of the
resulting combination is not specified.

The authors of [7] conduct a comparison of different
ToF cameras, based on the distance determination error,
depending on the installation angle, as well as the quality
of the averaged frames at each distance.

The application of the laser is described in detail in the
works [8, 9] for the composition of spectral portraits of
objects, use for navigation of a mobile robot and for 3D
modeling of an object when using a system of four
cameras, respectively. The use of lasers is associated with
the high accuracy of determining the points of the object’s
surface, but this leads to a significant increase in the price
of the system for finding coordinates, modeling and
visualization of objects.

3 MATERIALS AND METHODS

At the moment, there are many different SLAM
algorithms, which differ both in the type of input
information, the representation of the surrounding space
in the form of a map, and in the methods of processing
this information. The work [10] presents the classification
of localization algorithms according to the dimension of
the fixed space:

— two-dimensional localization on the plane (2D-
SLAM);

— three-dimensional localization in space (3D-SLAM);

— color localization by R, G, B image components
(RGB-D SLAM);

— color three-dimensional localization in space (6D-
SLAM).

These characteristics depend directly on the type of
sensor used. For example, when using simple laser
rangefinders, the input information about the surrounding
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space is a set of grid maps, accordingly, 2D-SLAM is
used for processing. In the presence of an additional
scanning axis, a set of spatial points can be obtained,
which gives a representation of the objects of the room
taking into account their relative location in space, so 3D-
SLAM can be applied here. Color localization algorithms
evaluate the state of the robot based on the image from
the color video camera installed on it. 6D-SLAM
algorithms are used when using sensors that allow
obtaining a three-dimensional color image of objects for
the purpose of localization and map construction. It
should be noted that the vast majority of localization
algorithms on the plane can be extended to three-
dimensional space.

An important feature of SLAM is that most of the
algorithms can be implemented only in a static
environment, that is, the room or area where the robot is
located should not change.

The 2D-SLAM algorithm is used, as a rule, in
application of laser rangefinders. But when processing the
received data, especially in the presence of dynamic
objects, it is also necessary to take into account the
probability of their position changing [11]:

Zin-1

Cen
P(Ztn [Ctns X, M) :[ H (1_mf(xt,n,k))} x

k=0

n 1- n
X[[mf(xt,n,zt,nﬂc“ LR AL

(-&,n)
z;n-1

< [T @=mg e nk))
k=0

The first term in this equation determines the
probability that the distance specified by the beam is the
maximum scan range. In such a situation, the probability
is calculated as the product of the probabilities that the
beam covered the region from 0 to z,, ;. The second term
of the equation indicates what to do in the case when the
maximum range of the beam is not displayed. If z;, is not
reflected by a dynamic object, i.e. c,=1, then the
probability is equal to mgyny. If, on the contrary, z;, is
reflected by a dynamic object, then probability takes
valueis 1 — Mix,n,k)-

The built model, when using this approach, should
take into account the probability of the appearance of
false measurements when building the map.

Using the 3D-SLAM algorithm has a number of
advantages:

— the complete vector of the position and orientation
of the mobile robot in space is known;

— measurement data obtained from the sensors do not
depend on the shape of the surface on which the object is
moving;

— 3D reconstruction of the room in which the moving
object is located is possible.

The disadvantages of this type of algorithms include
the limited speed of model building, which is associated
with a large flow of information from sensors and the
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need to process it. This problem can be partially solved
using such algorithms as ICP, 3D-NDT, ML-NDT.

As in the two-dimensional version, the ICP algorithm
is based on finding pairs of matching points between the
current and reference scans.

The ICP algorithm [13] can be conditionally divided
into four stages.

The first stage is finding the matching closest pair T;
for the point s;, such that

S(T):"TJ' ~Si ”2
(t) = arg min S(1) .

SieS,‘rjeT

The second stage is calculating the displacement vector
t and the rotation matrix R, which deliver the minimum
functionality

N 2
JRY) = Z||(Rsi +1) — 1 ||2 ,
i=1

(R,t)= argmin

ReSO(3), teR®

JRY).

The third stage is converting the block of transforming
point cloud using the found rotation matrix of the
displacement vector into a new point cloud

Si=RS; +1.

The fourth stage is repeating the entire iterative
process of the algorithm until J(R,t) > ¢, where the
transforming point cloud is the point cloud obtained at the
previous stage.

One of the main problems of this algorithm is the
limited area of convergence: the algorithm works only
under the condition that the point clouds are not
significantly shifted from each other.

3D-NDT is an algorithm for three-dimensional
transformation of normal distributions. The main
difference between the 3D-NDT algorithm and the two-
dimensional algorithm is the type of coordinate
transformation functions T(p, x) and its partial derivatives
[14]. A general rotation in 3D is more complicated. A
robust 3D rotation representation requires both an axis
and an angle. A simple way to represent a general 3D
transformation is to use seven parameters — three
parameters for displacement, three for the rotation axis,
and one for the rotation angle. Using a right-handed
coordinate system and counterclockwise rotation, the 3D
transformation of a point x by a parameter vector p can be
formulated as

2
ery +C  eryry —sf;  err, +sry t,
2
T7(p,X) =|eryry +sr,  ery+c  erygr, —sh [X+|ty |.
eryr, —sr,  eryr, +sfy er? +c t;
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p=[tir{¢]
t=[t.t, t.]
r=[r,ry,r.l

s=sin ¢, c =cos ¢, e =1 —cos ¢.

In the 3D-NDT algorithm, the correct choice of cell
size is very important. If the cell is too large, many other
details will not be taken into account and the localization
accuracy will decrease; if a very small cell is selected, it
will be described quite clearly, but for the convergence of
the algorithm, it is necessary to choose an initial
approximation close to the real position, which cannot
always be implemented. The optimal size of the cell
depends on the shape and size of the room in which the
moving object is located. Therefore, a structure for storing
cells with normal distributions with adaptive spaces
discretization, depending on the detail of the scanned
areas, is needed. The work [14] presents several options
for solving this problem, namely: the use of an octal tree
to divide spaces into octants, additive distribution,
iterative distribution, as well as the use of connected cells
and cells with infinite boundaries.

ML-NDT algorithm is an extension of 3D-NDT that
improves  convergence speed and long-distance
measurement [15]. This effect is achieved due to the
automatic assignment of the cell size for each reference
scan. This approach was presented as an eight-cylinder
tree model, but the mathematical expectation vector and
covariance matrix of each cell is stored in all layers if it
contains 5 or more points. The essence of this method
consists in the sequential comparison of first general
forms, then more detailed and, finally, small features of
the object.

In addition, a different description of the matching
functions of the scan and NDT maps is presented than in
the original algorithm, using the Newton and Levenberg-
Marquardt iterative optimization method. The identified
main drawback of the algorithm is the expansion of the
necessary memory for storing layers. During experimental
verification, it was found that the convergence speed
increased by an order of magnitude compared to the
original 3D-NDT algorithm.

Works [16, 17] present one of the methods of
implementing the color localization system based on the
R, G, B components of the image — RGB-D SLAM. The
work algorithm is presented in the following steps:

— extracting the SURF function from current input
color images [12];

— comparing the obtained functions with the functions
of previous images — obtaining characteristic points;

— evaluating image depth at the locations of
characteristic points (obtaining 3D correspondence points
between two frames);

— estimating the relative transformation between
frames using RANSAC,;
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— improving the initial estimate using the ICP
algorithm [13];

— optimizing the resulting position graph.

As a result, a global consistent model of the
environment is obtained, which is presented in the form of
a colored point cloud.

Input information for 6D-SLAM is typically 3D laser
range finder data and locations obtained using an EKF
that measure odometry and metrics such as: yaw, pitch,
roll, acceleration, roll rates [18].

When measuring, it is advisable to use equipment that
allows you to obtain data while the robot is moving. But it
is more convenient for the calculation to use a laser with a
rotating profile, which requires a static 3D measurement
(the robot does not move during the measurement). The
initial trajectories and the 3D data associated with various
positions from that trajectory are the input data for the
iterative data logging component. So six registration
algorithms are available:

— ICP with parallel implementation of NNS nearest
neighbor procedure.

— ICP - implementation of PCL;

— ICP indicates a projection with parallel NNS;

— Semantic ICP with parallel division of points into
four classes (plane, edge, floor/ground, ceiling);

— LS3D is the smallest surface area that coincides with
the parallel computation of the surface representation;

— NDT - implementation of PCL.

4 EXPERIMENTS

The goal set in the work is complicated by the fact
that mobile devices used indoors to capture the
surrounding space use optical systems that are sensitive to
the level of illumination, which increases the ambiguity of
detailing the construction of a 3D model of the
surrounding environment.

The research was carried out in a laboratory room with
optimal filling of the space with objects of varying
perceptual complexity by an optical device. The
laboratory room made it possible to change the intensity
of illumination of the surfaces.

A mobile object with an optical system attached to it
was used during the research. The experiment was
conducted at different mounting heights (from 40 to 100
cm), as well as at different tilt angles (from —-30° to 40°)
of the optical system.

Since it was necessary to use low-powered systems for
the task at hand, i.e. the use of algorithms and methods
that require minimal hardware and software resources,
two systems were used:

1) a platform based on an Intel Core 2 Duo E6400
processor with a video core based on NVIDIA GeForce
GT220M (1Gb), 4 Gb RAM,;

2) a platform based on an Intel(R) Core(TM) i5-
9300H processor with a video core based on NVIDIA
GeForce GTX 1650 (4Gb), 8 Gb RAM.
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5 RESULTS

The purpose of the research was to expand the
capabilities of existing 2D SLAM methods to perform 3D
probabilistic SLAM. The main specificity consists in
supplementing the existing stages with the stages of data
segmentation and scanning compliance analysis. The
scanned data of the three-dimensional range is presented
in the form of individual three-dimensional point clouds,
which are correlated with the location of the scanning
device.

The results of one of the calculations are presented in
Fig. 1 and Fig. 2.

When creating the environmental model, the results of
object fixation were analyzed, which were pre-ordered
according to the distance from the object of movement to
the object of fixation. Fig. 1 shows the results of creating
a 3D model of individual elements. Fig. 1a, 1c, 1e show
the results of data processing by the first computing
platform. Fig. 1b, 1d, 1f show the results of data
processing by the second computing platform.

Fig. 2 presents the results of data processing for all
fixation components with their combination into a single
3D model. Fig. 2a shows the model built using the first
computing platform, Fig. 2b - using the second
computing platform.

A further study of the results showed that as the
distance at which an object is fixed increases, the detail of
its 3D reconstruction decreases. However, more emphasis
is placed on the contours of the object. Therefore, when
building a generalized model, it is advisable to use the
results of calculations of individual objects with their
subsequent combination. This approach will allow not
only to automatically localize the mobile device in space,
but also, if necessary, to analyze in more detail the objects
near which it is located. This is necessary for a correct
analysis of the current situation, especially for confined
spaces.

The analysis of the results of the work of the first and
second computing platforms (described in section 4)
showed that there are no significant differences that
would later influence the model creation process. The
main difference lies in the time required to process the
database and create point cloud. According to this
indicator, the first platform spends almost three times
more time processing these data sets. The total data
processing time on both platforms depends on two
factors:

— how many objects are located on the analyzed
territory and their overall dimensions;

— how detailed a 3D model of the surrounding space
needs to be built.

The algorithm for recreating the surrounding space is
proposed to be implemented in three stages:

— initial — small elements that are near the mobile
object are recreated,;

— intermediate — combining small elements into a 3D
model of the space near the mobile object;

— generalized — combining all intermediate objects
into a generalized scheme/system.
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Figure 1 — The result of the initial stage of creating a 3D model of a separate object:
a, ¢, e — the result of data processing by the first computing platform;
b, d, f - the result of data processing by the second computing platform
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b
Figure 2 — The result of the intermediate stage of creating a generalized 3D model of the surrounding space:
a —the result of data processing by the first computing platform;
b — the result of data processing by the second computing platform
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This approach will make it possible to obtain not only a
generalized result of object localization, but also, if
necessary, more detailed information about a separate small
element of space. The difference in the results of data
processing at these stages lies in the details. That is, at the
initial stage, we receive more detailed information about
small objects, but there is no general information about the
position of the mobile object. At the generalized stage,
generalized information about individual elements of the
surrounding space is obtained, but there is information for
accurate localization of the mobile object.

6 DISCUSSION

The results show that when the position of the scanning
device changes, that is, a new 3D point cloud is formed and
fixed at that position, odometry provides mutually exclusive
transformations  between  them. The intermediate
transformations can then be used to augment the delayed-
state EKF with additional degrees of freedom. After each
state change, successive point clouds can be registered
together, using the odometry as an initial estimate, using a 6
degrees of freedom registration algorithm. High-precision
transformations can later be used to update the EKF state.

It is recommended to use an integrity check to determine
the coincidence of scans approaching false local minima.
This factor is especially important when the initial estimates
of the transformation are erroneous.

To extend the methods described above, integrity check
quality metrics have been added to the registration process
itself. This step can deepen the convergence volume reading
to the desired convergence properties.

CONCLUSIONS

The urgent task of determining the optimal method and
algorithm for building a mathematical 3D model of the
surrounding space for automatic localization of a mobile
object in space is solved.

The scientific novelty of the obtained results is that a
method of three-stage construction of a 3D model of the
surrounding space is proposed to solve the problem of
localization of a mobile object in a closed space. This
method will make it possible to direct information flows
about the object’s position from different devices, depending
on the type of data acquisition, into a centralized information
base for solving a wide range of tasks performed by
automatic mobile objects (robots). Combining information
flows will allow creating a centralized information base,
which will not only position the mobile object in space, but
also allow mapping and localization on the terrain with great
accuracy.

The practical significance of the obtained results is that
the proposed method of building a mathematical model of
the environment for determining the position of a mobile
object in space allows, regardless of the complexity of the
task set before the mobile device and the use of limited
hardware and software capabilities, to ultimately produce an
easy-to-process model of the environment.

Prospects for further research lie in studying the
proposed method to extend the capabilities of existing 2D
SLAM methods to perform 3D probabilistic SLAM.
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METO/IU TA AJITOPUTMH MMOBYJI0BA MATEMATHUYHOI 3D-MOJIEJI HABKOJHUIITHLOI'O TPOCTOPY JJISA
ABTOMATHUYHOI JIOKAJIBAIII MOBLJIBHOT'O OB’ €KTA

Kopnans 1. B. — xaHJ. TeXH. Hayk, JOLEHT, JOLUEHT Kadeapu poOOTOTEXHIKM Ta CIEIialdi30BaHUX KOMII IOTEPHHX cHcTeM YepKachbKoro
JIeP)KaBHOTO TEXHOJIOTIYHOrO yHiBepcuTeTy, Uepkacu, YKpaiHa.

Heunnopenko O. B. — xaHx. TexH. HayK, IOLEHT, MOLEHT Kadenpu iHpopmariiiHoi Oe3nekd Ta KOMII'IoTepHOi imxkeHepii Uepkachkoro
JIEp>)KaBHOTO TEXHOJIOTIYHOTO yHiBepcuTery, Yepkacu, Ykpaina

®enopoB €. €. — 1-p TexH. Hayk, JAOLEHT, npodecop Kkadeapu CTATHCTHKH Ta NPHKIAJHOI MaTeMaTHKH UYepKachKOro Aep)KaBHOTO
TEXHOJIOTYHOTO yHiBepcuTeTy, Yepkacu, Ykpaina.

Vrkina T. FO. — kaHj. TexH. HayK, JOLEHT, AOLEHT Kadeapu pOOOTOTEXHIKM Ta CIEliali30BaHMX KOMII IOTEPHHX cUCTeM YepKachbKoro
JIepKaBHOTO TEXHOJIOTIYHOrO yHiBepcuTeTy, Yepkacu, YkpaiHa.

AHOTALIA

AKTyaabHicTb. Po3risiHyTO 3a7a4y aBTOMaTH3alil MO3ULIOHYBaHHS MOOUIFHOTO 00’€KTa B 3aMKHEHOMY HPOCTOPI IPH YMOBI HOTr0 4acTKOBOL
2060 1moBHOT aBTOHOMHOCTi. 06’ €KTOM JOCIIiLKEHHS € TIpoLiec aBTOMaTHYHOI 100y 10BY 3D-Mo1ei HaBKOJIHIIHBOTO IIPOCTOPY.

Meta po6oTHn — po3pobka MeToxy cTBOpeHHs 3D Mo/eii HaBKOIUIIHBOTO IPOCTOPY ISl HOAAIBIIOT JToKani3anii MOOIIEHOTO 00’ €KTa B yMOBaX
#oro 4acTKoBoi 00 MOBHOT aBTOHOMHOCTI.

Mertoa. IlpuBeneHO pe3yinbTaTd IOCIIDKEHHS NPOOJeMH JIoKaji3auii MOOUIBHOrO 00’€KTa B HPOCTOpi B peasibHOMY 4aci. IIpuBeneHO
pe3yJIbTaTH aHAN3y ICHYIOUMX METOJIIB Ta aJrOPUTMIB CTBOPEHHS MAaTEMAaTHYHHX MOJENeH HaBKOJMIIHBOTO IpocTopy. OmmMcaHi adroputMu, sKi
MIUPOKO BUKOPHCTOBYIOTBCS AJIA BUPIIICHHS MPOOJIeMH JOKamizamii MOOiIbHOro 06’€kTa B mpocTopi. IIpoBeseHo NOCHiIKeHHS MIUPOKOTO CIIEKTPY
MeTOIiB MoOYAOBH MaTeMaTHYHOI MOJENI HABKOJHMIIHBOIO IPOCTOPY — BiJ METOAIB, sSIKi BHKOPHCTOBYIOTH CITIBCTAaBJICHHS IIOCIIJOBHHX XMapHH
TOYOK 00’€KTa HABKOJMIIHBOTO IIPOCTOPY IO METOMIB, SKi BUKOPHCTOBYIOTE Cepii 3HIMKIB XapaKTepUCTHYHHX TOYOK Ta NOPIBHAHHI iH(opMarii nmpo
HHX Ha Pi3HUX 3HIMKaX B TOYKaX, MAKCHMaJIbHO CXOXKHX 38 BEKTOPOM [apaMeTpiB.

Pe3yabTaTH. 3amponoHOBaHO MeTOX TphboxeTamHol moOynoBu 3D Moneni HaBKONHMIIHBOTO IIPOCTOPY JUIS BHUpINIEHHS 3ajadi JoKawizamii
MOOLTEHOr0 00’ €KTa B 3aMKHEHOMY IIPOCTOPI.

BucnoBku. IIpoBejieHi eKCIIEPHMEHTH ITiATBEPANIN MOXIIUBICTh 3aIPOIIOHOBAHOIO aJITOPUTMY TPhOXETANHOI MOOYI0BH MaTeMaTH4HOI MOJEIi
HABKOJIMIIHBOTO CEPENOBHINA I BH3HAYCHHS IOJIOKEHHS MOOLIBHOro 00’ekTa y mpoctopi. Meroaw, siki BHKOPHCTOBYIOTBCS B aJTOPUTMi
JIO3BOJISIFOTH OTPUMATH 1H(GOPMAIIit0 PO HABKOJIMILHIM MPOCTIp, 10 JT03BOJISIE MPOBECTH JIOKAIIi3allil0 MOOLJIBHOIO 00’ €KTY B 3aMKHEHOMY IIPOCTOPI.
[lepcreKTHBH MOJAIBLIMX OCTIIKEHb MOXYTh HOJSITaTH B iHTerpauii iHGopMaumifiHMX MOTOKIB NMPO MOJOXKEHHS 00’€KTa 3 Pi3HHUX, 338 THIIOM
OTpUMAaHHS [aHHUX, HOPHIAiB B LEHTpali3oBaHy iH(popMamiiiHy 0a3y Ul BHPpIIICHHS LIMPOKOrO CIEKTPYy 3ajad, sIKi BUKOHYIOTh aBTOMATHYHI
MOGinbHI 06’ekTH (pO6OTH).

KJIFOYOBI CJIOBA: matematnuna 3D-mozemns, MeTo JoKaitizanii, amroputmu Meroqy SLAM, BU3HAYEHHS MONOXKEHHS, MOOIIbHUIT 00’ €KT.
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ABSTRACT

Context. Popularization of the Data Science for the tasks of e-commerce, the banking sector of the economy, for the tasks of
managing dynamic objects — all this actualizes the requirements for indicators of the efficiency of data processing in the Time Series
format. This also applies to the preparatory stage of data analysis at the level of detection and cleaning of statistical samples from
anomalies such as rough measurements and omissions.

Obijective. The development of the method for adapting the parameters of the algorithms for detecting and cleaning the statistical
sample of the Time Series format from anomalies for Data Science problems.

Method. The article proposes a method for adapting the parameters of algorithms for detecting and cleaning a statistical sample
from anomalies for data science problems. The proposed approach is based on and differs from similar practices by the introduction
of an optimization approach in minimizing the dynamic and statistical error of the model, which determines the parameters of set-
tings of popular algorithms for cleaning the statistical sample from anomalies using the Moving Window Method.

Result. The introduction of the proposed approach into the practice of Data Science allows the development of software compo-
nents for cleaning data from anomalies, which are trained by parameters purely according to the structure and dynamics of the Time
Series.

Conclusions. The key advantage of the proposed method is its simple implementation into existing algorithms for clearing the
sample from anomalies and the absence of the need for the developer to select parameters for the settings of the cleaning algorithms
manually, which saves time during development. The effectiveness of the proposed method is confirmed by the results of calcula-
tions.

KEYWORDS: anomaly detection, dynamic error, statistical error, model optimization, Moving Window, Data Science, Big Da-
ta, time series.

ABBREVIATIONS y; is an actual values of the variable.
AM is an Abnormal Measurements;
ARIMA is an Autoregressive Integrated Moving INTRODUCTION
Average; At present, Data Science tasks have gained immense
MAE is a mean absolute error. popularity, as they allow the use of large amounts of data
(Big Data) to obtain valuable information and make in-
. . NOMENCLATURE formed decisions [1-14]. It should be noted that this trend
6 is a dynamic error; ) has been maintained for many years, which is due to the
o is a standard deviation (square root of variance);  development of information technologies and their imple-
o? is a variance of the error sample ( D[y | x]); mentation in many areas.
5 i . One of the areas of Data Science is the processing of data
oy s a variance of the dependent variable sample j, the format of a time series, which characterizes the stud-
(D[y)); ied processes with a discrete series of values that change in

time or depending on another argument (variable). Examples
] o ) of time series processing tasks are the analysis of changes in
D[y | x] is a conditional variance of the dependent  time and forecasting: indicators of economic efficiency of
variable given factors x (variance of the model error); trading companies; weather indicators; changes in exchange
e; is a model error; rate fluctuations; global statistical indicators of the state’s
economy — production of agricultural products, population
5 . . L. growth, subsistence minimum, morbidity of the population,
R” is a coefficient of determination; _ etc.; navigation parameters of the movement of dynamic
threshold is a threshold for anomaly detection; objects — airplanes, cars, robotic/unmanned aerial vehicles
window _size is a size of the sliding window; and many other industries.
X; is an predicted values of the variable;
© Pysarchuk O. O., Pavlova S. O., Baran D. R., 2025 8
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D[y] is a variance of the sample;

n is a number of observations in the sample;
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These examples are focused on high accuracy of
time series processing. This is achieved by considering
the heterogeneity of the input data due to the presence
of abnormal measurements (AM). The problem of
clearing the time series from AM is quite common [1-
3, 6-10]. Since, depending on the ratio of the number
and magnitude of AM to the number of measurements
in the time series, anomalies can significantly distort
the processing results. However, this is an additional
stage, which on Big Data is critical to the conflict of
attracting resource space and the efficiency of obtain-
ing the result. Therefore, more often they prefer simple
but effective algorithms built on the principles of a
sliding window [3, 4, 8-14]. Here, simplicity is a posi-
tive and negative property at the same time. The nega-
tive is manifested in fixing the parameters of such al-
gorithms. But this does not allow you to adapt to dy-
namic data properties. This phenomenon is signifi-
cantly manifested by data with significant nonlineari-
ties, seasonal variations, etc. That is, the algorithms for
clearing the time series from AM with fixed parameters
are fast, but “blind” to the dynamics of data changes.
This leads to the need to support program implementa-
tions of such approaches, which is not always justified
and possible.

One of the basic approaches to time series process-
ing is statistical training methods. But they apply pre-
prepared data through AM cleanup.

In connection with the above, the task of develop-
ing effective (in terms of speed and accuracy) ap-
proaches to adapting the parameters of algorithms for
detecting and cleaning the statistical sample from
anomalies for data science problems is relevant.

The object of study is the process of purifying the
statistical sample from anomalous measurements

The subject of study is methods for cleaning the
statistical sample from anomalous measurements.

The purpose of the work is to develop a method
for adapting the parameters of algorithms for detecting
and cleaning the statistical sample of the Time Series
format from anomalies for Data Science problems.

1 PROBLEM STATEMENT

Time series processing methods are quite common
and are represented by algorithms such as ARIMA,
regression analysis and statistical training (such as the
method of least squares (LSM) and others), deep learn-
ing using artificial neural networks [2-4]. The quality
of application of all these approaches is largely deter-
mined by the quality of data preparation for processing.
One of the stages of data preparation is to clean them
from anomalous measurements — those that differ sig-
nificantly in their values from other measurements and
disrupt the dynamics of the time series, as well as data
omissions. Depending on the absolute values of AM
and the ratio of the number of AMs to the sample size
of the time series, anomalies can distort the processing
results quite strongly [6-9]. Therefore, in the process

© Pysarchuk O. O., Pavlova S. O., Baran D. R., 2025
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of data preparation, it is necessary to provide for the stage of
clearing the sample of measurements from AM. In turn, the
process of clearing time series from AM is and remains one
of the most difficult and time-consuming tasks in the field of
Data Science. This is due to the complex nature of the rea-
sons for the appearance of AM and their negative impact on
the results of processing. At the same time, quite high re-
quirements for performance are put forward to the algo-
rithms for clearing time series from AM (especially on Big
Data arrays) and to autonomous adaptation (adaptation of
parameters by “self-learning” depending on the properties of
the Time Series — the nature of the trend, statistical charac-
teristics, etc.).

Let us assume that a set of measurements y; ,that form

the Time Series. It is known that the measurements are dis-
tributed with normal law and a contain certain percentage of
anomalous measurements. Detection of anomalous meas-
urements is carried out using a sliding window algorithm,
the efficiency of which is determined by the parameters
threshold - the anomaly detection threshold and
window _size — the size of the sliding window.

It is necessary to develop a method for adapting the pa-
rameters of the algorithms for detecting and cleaning the
statistical sample from anomalies -  threshold,
window _ size to the properties of a specific sample of meas-

urements.

Criteria and limitations. The method under development
should ensure the minimization of dynamic @ and stochastic
o estimation of errors on a limited set of time series meas-
urements n.

2 REVIEW OF THE LITERATURE

In the problems of clearing the sample from anomalies,
there are quite a lot of varieties of methods and algorithms
based on different approaches and principles [6-14]. All
known approaches are based on unitary and/or combinatorial
analysis of AM features. In general, there are AM of the
rough dimensions and AM of the omission type. In both
cases, the signs of AM are a change in the dynamics of the
time series (dynamic properties); a difference in the value of
a single dimension compared to other dimensions (properties
of absolute values measurements); changes in the statistical
properties of the sample in the presence of AM (statistical
properties).

Depending on the signs used to detect AM and the prin-
ciples of their detection, the following classes should be dis-
tinguished:

— methods of clustering according to the principles of
machine learning [5, 6];

— methods for analyzing the dynamic properties of the
time series [8];

— methods for analyzing the statistical properties of the
time series [8, 9].

Despite the versatility and wide representation of these
approaches, their key drawback is the empirical (research)
adjustment of their parameters, depending on the nature of
the properties of the time series. This may not be acceptable,
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as finding the best solutions can take a significant
amount of time during the development phase. It also
complicates their practical implementation and scal-
ability for time series with a wide range of properties
that sometimes change during the operation of the
software system. The disadvantages of known ap-
proaches to training according to the parameters of
algorithms for clearing the sample from AM are also in
the complexity of their implementation on Big Data
arrays with significant nonlinearities and seasonalities.

3 MATERIALS AND METHODS

The method under development is aimed at sup-
plementing the known time series cleaning algorithms
based on the principle of a sliding window, for exam-
ple: Moving Window Method, Median Filtering algo-
rithm or Least Squares Method [9].

The main idea of the proposed method is as follows.

The parameters to be determined are the size of the
sliding window and the threshold value (sensitivity) of
the algorithms for detecting and cleaning the time se-
ries from the anomalies. These parameters are deter-
mined from the list of discrete values that ensure a
minimum of dynamic and statistical error in the model
of the results of statistical selection after cleaning the
time series from the anomalies. The method of statisti-
cal learning is used as the Least Squares Method [9].

It is advisable to put forward the following re-
quirements for the method of adaptation of the parame-
ters of the algorithms for detecting and cleaning the
statistical sample from anomalies:

1) The use of the method of parameter adaptation
should lead to an improvement in the results of clean-
ing the sample from anomalies in accordance with the
quality metrics of the statistical learning model given
below.

2) The method of parameter adaptation should be
based on the choice of a statistical learning model with
the minimum combination of dynamic and statistical
error.

3) Sample cleaning by the developed method
should not remove structurally important properties of
the sample.

We will introduce model quality indicators to un-
derstand how successful data cleaning from anomalies
was. We will take the mean absolute error

(MAE) and the coefficient of determination (R?) as
such metrics.

2=l Xl W

MAE = i=1 _ =1 1
n n
Dlylx] _, o°
R?=1- =1-=,
D[Y] G?, @)

where D[y]=e is the variance of the random error of

the measured sample y , and D[y|x]=c? is the con-
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ditional (by factors x) variance of the dependent variable
(variance of the model error).

Considering the above requirements and model quality
indicators, a method for adapting the parameters of algo-
rithms for detecting and cleaning a statistical sample from
anomalies has been developed, based on minimizing the
dynamic and statistical error of the statistical learning model.

A method for adapting the parameters of the algorithms
for detecting and cleaning up the sample anomalies.

The size of the sliding window and the threshold for de-
tecting the anomalies are subject to adaptation based on the
characteristics of the input sample. This is done by finding a
balance between the dynamic and statistical errors of the
statistical learning model [3-5]. The dynamic error is the
previously defined metric of mean absolute error ( MAE),
and the statistical error is the coefficient of determination
(R?).

For a representative sample, the mean absolute error is
minimal, and the coefficient of determination is close to one.
A small MAE value guarantees minimal discrepancy be-
tween data without anomalies and the results of anomaly

removal algorithms. An R? value close to one means that
the model reproduces the data well and considers all its vari-
ability.

If the parameters of the algorithms for detecting and
cleaning the sample from the outliers are incorrectly defined,
this will result in the outliers remaining in a posteriori sam-
ple. The presence of anomalies in the sample will lead to an
increase in the mean absolute error (MAE ) and a decrease

in the coefficient of determination (R2 ), which can be used
as feedback for evaluating the next combination of parame-
ters of the algorithms for detecting and cleaning the sample
from the outliers.

Thus, the problem of parameter adaptation is reduced to
minimizing the result of the expression calculation:

MAE + (1- Rz) over the course of the values of the parame-
ters of the algorithms for detecting and cleaning the sample
from the anomalies. Reducing the result of calculating this

expression means that the model has smaller errors (low
MAE ) and at the same time explains the data well (high

Rz). This is a consequence of the quality of the algorithm
for cleaning the sample from outliers.

The stages of the method of adapting the parameters of
the algorithms for detecting and cleaning the sample from
the anomalies include the following.

1. Determine the range for optimizing the window _ size

and threshold parameters within the specified limits. The
boundaries, i.e. the minimum and maximum values of
window _size and threshold , are determined using the sta-
tistical parameters of the input sample — sample size, stan-
dard deviation, etc.

a) The window _size parameter affects how many
neighboring values will be considered during data cleaning.
Determining the optimal window size allows you to balance
data smoothing and detail preservation.
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b) The threshold parameter defines the acceptable
level of deviation for anomaly detection. Values above
this threshold are considered anomalies. Determining
the optimal threshold allows you to effectively detect
and eliminate anomalies without unnecessarily deleting
correct data.

2. A nested loop is executed for window _size and

threshold . At each iteration of the loop, one of all pos-
sible combinations of window _size and threshold

within the previously defined limits is considered.
3. For each combination of window_size and

threshold , one of the following data cleaning algo-
rithms is used: Moving Window Method, Median Fil-
tering, or Least Squares Method.

4. For each combination of window _size and

threshold , the MAE+(1—R2) values are calculated

for the original and cleaned data.
5. For each combination of window_size and

threshold , the MAE + (1- R2) values of the current

combination are compared with the best values of the
previous combinations. If the current values are better

(less MAE and more R2), they become the best val-
ues.
6. The result is a combination of window _size and

threshold parameters with the
MAE + (1- R?) value.

To implement these stages of the method of adapt-
ing the parameters of the algorithms for detecting and
cleaning the sample from anomalies, a software script
was developed in the Python programming language
with the numpy [11], pandas [10], and matplotlib li-
braries.

To evaluate the effectiveness of the proposed solu-
tions, several computational experiments were con-
ducted. The essence of the experiments is to process a
stochastic sample with anomalies by a known algo-
rithm and an algorithm using the developed method.
The analysis of the results was carried out by compar-
ing the initial and final characteristics of the sample
obtained using the traditional and the proposed ap-
proaches.

lowest

4 EXPERIMENTS

We will conduct a series of experiments to evaluate
the effectiveness of the method of adapting the parame-
ters of the Moving Window Method [9], Least Squares
Method, and Median Filtering algorithms for the task
of cleaning the sample from anomalies.

A statistical sample of n=21 measurements was
subject to modeling. The basis was real data: statistics
on Russian army losses for 1-21 September 2023. The
data is presented by category: personnel, armored
combat vehicles, tanks, artillery, aircraft, helicopters,
ships.
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For the Mowing Window Method, the standard deviation
in the input sample is o =0.2800, and the dynamic error is
0=0.2287 . After modeling the addition of 10% of anoma-
lies, which are uniformly distributed over the sample, we
have the following characteristics of the statistical sample:
c=0.3763,06 =0.2863 .

For the Least Squares Method, the input sample con-
tained: ¢ =0.2669, 6=0.2033. The sample with anoma-
lies: 6 =0.4115, 6=0.3209.

For the Median Filtering algorithm, the input sample
contained: ¢=0.2710, 6=0.2035. Sample with anomalies:
6 =0.3463, 6=0.2705.

5 RESULTS

The results of the study of the method of parameter adap-
tation based on the Mowing Window Method are shown in
Fig. 1.

Fig. 1a shows the sample plot (dependence of the value
of the controlled parameter “Values” on time “Time”) after
using the well-known Moving Window Method:
6 =0.1840, 6 =0.1398 . The model quality indicators mean
absolute error MAE =0.2876, coefficient of determination

R? =0.7649.

Instead, Fig. 1b shows the sample plot after using the de-
veloped method of parameter adaptation, which has error
values: ¢=0.2535, 6 =0.1933. The following model qual-

ity indicators were obtained: MAE =0.2569, R® =0.7761.

The statistical characteristics show that the algorithm
without a method of parameter adaptation also removes
structurally important data. While the proposed approach
allows preserving the structure of the input sample and pro-
vides better model accuracy.

The results of the study of the method of parameter adap-
tation based on Least Squares Method are shown in Fig. 2,
where the notation is like that of Fig. 1.

The use of the well-known Least Squares Method algo-
rithm gave the following results: o =0.1220, 6=0.0694.
When applying the developed method, we have:
o =0.0845,0=0.0304 .

Comparison of the graphs of Fig. 2, and Fig. 2 b and the
model quality criteria indicate that the sample is still repre-
sentative when using the developed adaptation method.
While the well-known Least Squares Method algorithm fo-
cuses more on the initial values of the sample.

The results of the study of the method of parameter adap-
tation based on the Median Filtering are presented in Fig. 3,
where the notation is like that of Fig. 1. The well-known
Median  Filtering showed the following results:
6 =0.1653,0=0.1229. Whereas the optimized algorithm
is: 6=0.1910,0=0.1532. Comparison of the graphs of
Fig. 3a and Fig. 3b also demonstrates a decrease in the aver-
age absolute error and increase in the coefficient of determi-
nation when using the proposed approach, which indicates
its effectiveness.
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Figure 1 — Results of the study of the method of parameter adaptation based on the Moving Window Method through comparison
of the input and cleaned samples: a —using a well-known Moving Window Method ( MAE = 0.2876 , R =0.7649), b — using
adaptation of Moving Window Method ( MAE =0.2569, R? =0.7761)
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Figure 2 — The results of the study of the method of parameter adaptation based on the Least Squares Method: a — using well-
known Least Squares Method ( MAE =0.2598, R? =0.8353), b — using adaptation of Least Squares Method parameters
(MAE =0.2154, R?* =0.8609)
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Figure 3 — Results of the study of the method of parameter adaptation based on the Median Filtering: a — using well-known Me-
dian Filtering (MAE = 0.3243, R? =0.5809), b — using adapting the parameters of the Median Filtering ( MAE = 0.2630,
R? =0.7685)
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Table 1 — Generalized statistical characteristics of the approaches under study

Algorithm Input sample A :2omr$:|i\évsith Stan(;iiz:;](:nalgo- Mimg:ﬁ;ion
e | eEs | e
s | oo | oo
Median Filtering 6=02710, 6=0.2035 o S oaiso O S eront

Table 2 — Summary of model quality indicators

Algorithm Standard algorithm Minimization method
. _ MAE =0.2876, MAE = 0.2569,
Moving Window Method ) )
R“=0.7649 R =0.7761
Least S Method MAE =0.2598, MAE =0.2154,
t t
cast auares Teo R? =0.8353 R? = 0.8609
. o MAE =0.3243, MAE = 0.2630,
Median Filtering ) )
R =0.5809 R =0.7685

6 DISCUSSION

A summary of the statistical characteristics of the ap-
proaches studied is presented in Table 1. The generalized
quality indicators of the models are presented in Table 2.
The analysis of the data in Tables 1 and 2 allows us to
conclude that the application of the developed method of
parameter adaptation for the Least Squares Method algo-
rithm is not the best choice to preserve the statistical
properties of the sample. Figures 2.a and 2.b show exces-
sive smoothing of the data and, accordingly, the loss of
their features, which is also demonstrated by the results
presented in Table 1. However, even with such a loss of
features, the use of the developed approach demonstrates
the best quality of the model among the three algorithms
considered the properties of time series [9]. The calcula-
tion results have proved the effectiveness of the proposed
approach.

It is worth noting that the values of the dynamic and
random component errors in the estimates of the con-
trolled parameters after the applied solutions are sufficient
to be no worse than the known analogues. This statement
is true because the main advantage of the proposed ap-
proach is the adaptation of the parameters of the anomaly
detection methods to the properties of the input sample.
Therefore, the fact of preserving accuracy along with the
adaptive properties of the proposed approach is evidence
of achieving the goal and conditions and limitations of the
pre-face part of the work.

CONCLUSIONS

The work solves the problem of developing a
method for adapting the parameters of algorithms for de-
tecting and cleaning statistical samples from anomalies
for data science tasks.

The scientific novelty of the obtained results lies in
the implementation of an optimization approach in mini-
mizing the dynamic and statistical error of the model,
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which determines the parameters (sliding window size
and sensitivity coefficient) of known algorithms for clean-
ing statistical samples from anomalies according to the
principles of the sliding window.

The practical value of the proposed solution for Data
Science tasks lies in the possibility of developing software
components for cleaning data from anomalies, which are
trained according to the parameters taking into account
the structure and dynamics of changes in the time series.
At the same time, high accuracy rates of estimation for
the dynamic and stochastic components of errors are
maintained. The advantage of the proposed method is also
its simplicity and implementation into existing algo-
rithms.

Prospects for further research lie in expanding the
list of anomaly indicators (for example, to dynamic and
influential) for multifactorial optimization of the parame-
ters of detection algorithms.
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CIIOCIB AJIAIITAIIE TAPAMETPIB AJITOPUTMIB BUSIBJIEHHSI TA OUYHIIEHHSI CTATHCTUYHOI BUBIPKHA
BIJI AHOMAUII JIUISI 3AJJAY DATA SCIENCE

IMucapuyk O. O. — 1-p TexH. HayK, npodecop, npodecop kadeapu 0OUNCTIOBATIBHOI TEXHIKH, (aKynpTeTy iHGopMaTHKU Ta 00-
YHUCITIOBAIbHOI TexHikH, HarioHansHoro TexniuHoro ysiBepcutery Ykpainu «KuiBcbkuit nomitexHiunuid inctutyT imeHi Iropst Ci-
KOPCBKOTO».

MaaoBa C. O. — ctyaeHTKa GaKkynbTeTy iHQOPMATHKU Ta OOUUCITIOBAIFHOI TEXHIKH, HallioHAIEHOTO TEXHIYHOTO YHIBEPCUTETY
Yxpainu «KuiBcbkuil MONiTeXHIYHUNA THCTUTYT iMeHi [ropst CikOpchKOTo».

Bapan [I. P. — acucrenT xadeapu o60UNCIIOBANEHOI TEXHIKM (aKyJIbTeTy iHGOPMAaTHKN Ta 0OUHCIIOBAIbHOI TexHiku, Hariona-
JILHOTO TEXHIYHOTrO yHiBepcuteTy YKpainu «KuiBchbkuil momiTeXHiYHUHA iHCTUTYT iMeHi Iropst Cikopcbkoro.

AHOTANIA

AxrtyansHicts. [lonynspusanist 3amaui Data Science mis 3aBoaHp eleKTPOHHOI KOMEpIil, GaHKIBCHKOTO CEKTOPY €KOHOMIKH,
JUTSL 33724 YIPABIiHHS JUHAMIYHIME 00’ €KTaMU — aKTyalli3y€e BUMOTHY JI0 [TOKA3HHUKIB eeKTHBHOCTI 00poOKu manHux dopmaty Time
Series.3a3HaueHe CTOCYETHCS 1 MiArOTOBYOrO €TAIy aHAi3y HaHUX HA PiBHI BUSBICHHS Ta OYHINCHHS CTATHCTHYHUX BHOIPOK Bin
aHoMaltiit TuIry rpy0i BUMIpH Ta IPOITYCKH.

MeTo10 pobGoTH € po3pobKa crioco0y aganTarii mapaMeTpiB aJITOPUTMIB BUSBICHHS Ta OYMINEHHS CTaTHCTHYHOI BUOipkU (opma-
Ty Time Series Bix anomaniii 1iis 3agau Data Science.

MeToa. VY crarTi 3a1pONOHOBAHO CIIOCIO ajanTalii napaMmeTpiB aJIrOPUTMIB BUSIBJICHHS Ta OYHMIIEHHS CTATHCTUYHOI BUOIPKH Bif
aHoMaJIill Ui 3azau data science. 3anponoHoBaHMH MiaXia Ga3yeThes Ta BiAPI3HAECTHCS Bill AHAIIOITYHUX NPAKTUK 3alPOBAHKEHHIM
ONTUMI3AIIHHOTO MIX0My B MiHIMI3aIlil JUHAMIYHOI Ta CTaTHCTHYHOI MOXHOKH MO, IO BH3HAYAE MapaMeTpH HaJIallTyBaHb
MOMYJISIPHUX aJTOPUTMIB OYHINCHHS CTATUCTHYHOI BUOIPKM Bix aHoMaiiii 3 BuKOpHCTaHHsAM KoB3Horo BikHa (Moving Window
Method).

Pe3yabTat. 3anpoBa/UKeHHs 3alIpOIIOHOBAHOTO MiAX0ay B mpakTuky Data Science mo3ossie po3poGIisiTi mporpamMHi KOMIIOHEH-
TH/UISL OYMILCHHS JAHKUX BiJl aHOMaJIiif, 10 HABYAIOTHCS 3a MapaMeTpaMH CYTO 3a CTPYKTYporo Ta JuHamikoro Time Series. e 3a0e3-
revye MiATPHMKY IIHPOKOro KoJia 3a/a4 3 HEeMiHIHHUMH BJIACTHBOCTSIMH Ta CE30HHUMH 3aKOHOMIPHOCTSIMH Y AaHuX. OTXe CHpoIy-
€TBCS TPOLIEC CYNPOBOKCHHS MTOJIOHUX MPOAYKTIB MiC)Is BIPOBAIKEHHS iX B IPAKTHKY 3aCTOCYBAHHS.

BucnoBku. KirtouoBoro nepeBaroro 3arpornoHOBaHOTO METOAY € Horo mpocrta iMIIeMeHTalil B iCHYI0Yi aJrOpUTMH OYHMIIECHHS
BUOIpKH Bix aHOMaUTiif Ta BiACYTHICTh HEOOXIMHOCTI PO3POOHHKY MiAOHPATH MapaMeTpH HAJIAIITYBaHb AITOPUTMIB OYHILCHHS BPYyY-
HY, 1[I0 €EKOHOMHTBH Yac 1pu po3pobii. EGekTHBHICTD 3aponoHOBaHOro Croco0y MiATBEPKYETHCS Pe3yIbTaTaMK PO3PaXyHKIB.

KJIOYOBI CJIOBA: anoManbHi BAMipH, AHHaMidHa OXHOKA, CTATHCTHYHA TOXHOKa, onTuMizamis moxeni, Moving Window,
Data Science, Big Data, Time Series.
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HEWUPOIH®OPMATHUKA
TA IHTEJEKTYAJIBHI CUCTEMM

NEUROINFORMATICS
AND INTELLIGENT SYSTEMS

V/JIK 004.8:004.032.26

IIBU/IKA HEIIPOHHA MEPEXKA TA i AJAIITUBHE HABYAHHS B
3AJAYAX KJACUPIKAIIT

Bonsincskmii €. B. — n-p TexH. Hayk, nmpodecop, mpodecop KadeapH MTYIHOTO IHTENEKTY, XapKiBChKHA HaIliOHA-
JIBHUH YHIBEPCHUTET PaliOeNeKTPOHIKH, XapKiB, YKpaiHa.

Ila¢gponenko €. O. — acucreHT kadeapu MeniaimxkeHepil Ta iHGOPMALIIHUX paliOeIEKTPOHHUX CHCTEM, XapKiB-
CHKUI1 HallIOHAILHUN YHIBEPCHUTET PalioeeKTPOHIKH, XapKiB, YKpaiHa.

Bponeubknii ®@. A. — crapumii Bukiaaay kadenpu iHpopmaruky, XapKiBCbKUI HalllOHATBHUH YHIBEPCUTET Pajiio-
eJICKTPOHIKH, XapKiB, YKpaiHa.

Tansincebknii O. C. — acnipanTt kadeapu iHpopMaTHKH, XapKiBCbKUH HalllOHAIBHUN YHIBEPCUTET palioeleKTPOHi-
ku, XapkiB, YkpaiHa.

AHOTAIIA

AKTyaJabHicTh. 711 BUPIMICHHS IMUPOKOTO KJIAcy 3aaad oOpoOKu iHpopMalii i, mepim 3a Bce, po3mi3HaBaHHS 00pa3iB 3a yMOB
CYTT€BOI HENIHIHHOCTI MHPOKE PO3MOBCIOINKCHHS Ofiep Kay MITyYHI HEHPOHHI MepeKi, 3aBASKU CBOIM yHIBEpCAaJIbHUM alpOKCHMY-
FOYUM BJIACTHBOCTSIM Ta 3[JAaTHOCTI JI0 HABYAHHS HAa OCHOBI TPEHYBaJbHHX HaBuanbHHX BUOIpok. HaiiGinbmoro posmnoBcromkeHHs
OTpUMAaH IIHOOKI HEHPOHHI Mepexi, SAKi AIMCHO JEMOHCTPYIOTh Ay’Ke BIHCOKY SIKICTh PO3IIi3HABaHHS, ajie OTPEOYIOTh HaJBETHUKIX
00CsTiB HaBYaJIbHUX JAHUX, SKi HE 3aBXIU € JOCTYIHUMH. 3a IUX yMOB €()eKTUBHUMH MOXYTh OyTH, Tak 3BaHi, MAIlIMHN ONOPHUX
BEKTOpiB HalIMEHIIMX KBaJparTiB, sIKi He MOTPEOyIOTh BEIMKHUX OOCSTIB HABYAIBHUX BHOIPOK, OHAK MOXYTh HaBYATHCS JIMIIE Y Ma-
KETHOMY PEXHUMI 1 € TOCTaTHBO I'POMI3JKUMY Yy YHCENbHIH peanizanii. ToMy JOCTaTHBO aKTyanbHOIO € 3ajada HaBdaHHS LS-SVM y
HOCJIITOBHOMY PEKHMMIi 32 YMOB CyTTEBOI HECTALliOHAPHOCTI JaHUX, 110 MOCIITOBHO Y OHJIAMH PeKUMi HAJIXOASATh Ha ONPALIOBAHHS y
HEHPOHHY MEpexy.

Meta. Merta po6oTu moJssirae y 3amnpoBapKeHHI MiAX0AY 10 ajanTuBHOro HadauHs LS-SVM, mio mo3Bossie BiAMOBHUTHCS Bij
TIEPETBOPEHHS 300paKEHb Y BEKTOPHI CHUTHAIIH.

MeTtona. 3amponoHOBaHO MiAXi A po3Mi3HABaHHA 00pa3iB-300paXKeHb 3a JONOMOTOK0 MAaIllMHH ONOPHUX BEKTOPIB HAHMEHIIIHX
kBazaparti (LS-SVM) 3a ymoB, ko fgaHi Ha 00pOOKy HAIXOMATH Y MOCITIJOBHOMY OHIIAWH pexxumi. IlepeBaroio 3ampornoHOBaHOTO
IIXOly € CKOPOUYEHHS 4acy BHpIIICHHS 3aJadi po3Ii3HaBaHH 00pa3iB-300pakeHb, a TAKOXK J03BOJISIE PeallizyBaTH IPOIieC HaBYaHHS
Ha HECTAI[IOHAPHUX TPEHYBAIFHNUX BUOIpKaX. OcOOIMBICTIO 3aIIPONOHOBAHOTO METOAY € OOUYHCIIIOBAIBHA POCTOTA 1 BHCOKA MIBUJI-
KOJIisl, OB’ s13aHa 3 THM, [0 KUTBKICTh HEHPOHIB Y MEPEXKi HE 3MIHIOETHCS 3 YaCOM, TOOTO apXiTEKTypa 3aJHIIAeThC (PIKCOBAHOKO Y
HpoIeCi HaJAIITyBaHHS.

Pe3yabTaT. 3anponoHOBaHUH MiAXin oo amantuBHOTO HaB4aHHS LS-SVM crpomrye uncensHy pearizamiro HeHPOHHOI Mepexi
Ta JT03BOJISIE MiBHUIIATH MBUIKICTH 00poOKM iH(opMarii i, mepir 3a Bce, HANAIITYBAHHA ii CHHANITHYHHX Bar.

BucnoBkn. Po3risnyTa 3agada posmizHaBaHHS 00pa3iB-300paXkeHb 3a JOMOMOTOI0 MAIIMHN OMOPHHUX BEKTOPIB HAHMEHIINX KBa-
npariB (LS-SVM) 3a ymoB, konu JaHi Ha 06pOOKy HaIXOiTh y MOCIHIIOBHOMY OHJIAlH pexuMi. [Iporiec HaBYaHHS peasi3yeTbcs Ha
KOB3HOMY BiKHI, 1[0 BeJie 0 TOTO, L0 KUIBKICTh HEHPOHIB Yy Mepexi He 3MIHIOETBCS 3 4aCOM, TOOTO apXiTeKTypa 3ajaumaeThes (ik-
COBAHOIO y Tpolieci HaJamTyBaHHs. Takui MiJXix CIPOLIye YHCENbHY peaizallilo CUCTEMH Ta JO3BOJISIE peai3yBaTd Npolec Ha-
BUAHHS Ha HECTALlIOHAPHUX TPEHYBAIBHUX BUOipKaX. Po3misHyTa MOXJIMBICTE HABUaHHS y CHUTYaIlisIX, KON HaBYalbHI 00pa3u 3aja-
Hi He JIMIIe y BeKTOPHIi (opMi, a i MaTpHUUHIii, 1110 103BOJISIE BiAMOBUTHCS Bifl IEPETBOPEHHS 300pakeHb Y BEKTOPHI CHTHAIIH.

KJUIFOYOBI CJIOBA: ajantiBHe HaBYaHHS, Kiacu}ikailis, MBHU/Ka HEHPOHHA MEpeKa, MaIlInHa OIIOPHHUX BEKTOPIB.

ABPEBIATYPU K — HOMEp BEKTOPY-CIIOCTEPEIKEHHSI;
SVM — mammHa OITOpHUX BEKTOPIB;
LS-SVM — mMammHa OOpHUX BEKTOPiB HAHMEHIITIX
KBaJpaTiB.

x(k) — BekTOp-CIIOCTEpEKCHHS;
¥(X) — BUXiqHMI CHTHAII MEPEXKI;

¢(X) — BEKTOp, YTBOPEHHU# SMEPHUMH JT3BOHYBATHMH
HOMEHKJATYPA aKTUBAMIMHUME (DYHKIISIMU,
W — BEKTOp CHHAITHYHUX BAar;
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®;(X) — 3HaueHHs -1 sepHOi A3BOHYBATOI aKTHBA-
iHOT PYHKIIIT;

W, — IOpOroBuii mapameTp BUOIpKY;

W, — 3Ha4eHHs K-T0 BEKTOPa-CIIOCTEPEKECHHS;

X(1) — BxigHi BekTOpH;

(nx1) — BeKTOp BXiJHNUX CHUTHAJIB B MEPEKY;

M1) — mHO)HUKH Jlarpanka,;

E - minboBa yHKIis;

L* - kBanpaTHuHmil KpUTEPif;

e(l) — cepenns moxubKa;

y(I) — 30BHilIHIM HABYAIBHUI CUTHAI,

N
(¢) - cumeon nceBnooGepHenns 3a Mypom — Ilen-

poy3om;
Y — mapameTp peryispu3arii;

I, — onMHMYHA (k x k) MaTpuIs;
I, —(kx1) — BekTop, yTBOpPEHHIi OAMHUIIIMH,;
A(K) — BexTop, yTBOpeHHii MHOKHUKamMu Jlarpanka,;

Y (k) — BekTop, yTBOpEHHH BHXIIHHMH CHTHAlIAMU

Mepexi;

Q(K) — akruBariiiHa sepHa QYHKITLIS;

o’ - napamMeTp PEIenTOPHOro IMOJs aKTHUBAIIHHOT
GbyHKIIIT;

Sp(e) — cumBox citizty MaTpHIL;
K' — TpamumiitHuii raycciaH,
P(k) — obepHenHs GIOYHMX MATPHLI.

BCTYII

IIpo6rema xiacuikamii — posmi3HaBaHHS 00pasiB, y
TOMY YHCITi 300pa)KEeHb, € OJIHIEI0 3 HAWBAXKJIMBILINX MTPO-
6aem Data Mining, Data Stream Mining, Big Data
Mining. B manuii yac icHye 6arato miaxoaiB s ii BUpi-
menHs. Ha choromHi HaiiOinbIl €(EKTUBHUMH 3 HUX €
Deep Neural Networks, siki 7eMOHCTPYIOTH IiliCHO Bpa-
Karodi pe3ysbTaTH caMe B 3aja4aXx 0OpoOKM 300pakeHb
JOBUTBHOI Tpupoau. BomaHowac mi Mepexi MaroTh psf
ICTOTHHX HEHOJNIKIB, SIKi OOMEXYIOTh iX BHKOPHCTaHHS,
0coOIMBO B 3a7adax, KOJH JaHI HAAXOIATh Ha OOpOOKY
MIOCITiIOBHO, CIIOCTEPEKEHHS 32 CIIOCTEPEKEHHAM, MOXK-
JMBO, B pealbHOMY 4aci. Lle MosCHIOETBCS THM, IO TIIHU-
0OKi MepexXi € IOCUTh MOBUIBHUMH CHCTEMaMH, SKi Ha-
BYAIOThCS 32 JOIIOMOT'O0 3BOPOTHOT'O MOIIMPEHHS TOMH-
JIOK TIPOTSTOM 0araTboX emox y MakeTHoMmy (MiHimaker-
HOMY) PEXHUMI, 110 3aiiMae O6arato yacy Ta BUMArae Belli-
KHX OOCSTiB HaBYAIBHUX JAHHX, IO HE 3aBXKIU ITIXO-
JTH JUIS PEasbHUX MPOrpaMm.

3a nux yMOB (EKTHBHUMH MOXYTh OyTH, TaK 3BaHi,
MaIllMHA OTTOPHHUX BEKTOPiB HaliMeHmux KBaaparis [1-3],
SIKi He TOTPEOYIOTh BEIMKHX OOCATIB HABYAJIBHHUX BHOI-
POK, OTHAK MOXKYTbh HABYATHCS JIMIIE y MTAKETHOMY PEXH-
Mi 1 € JOCTaTHBO TPOMI3JKUMH y YHCEIbHIM peasi3ariii.
ToMy HOCTaTHRO aKTyajJbHOIO € 3agada HaB4yaHHs LS-
SVM vy nocniioBHOMY peKMMi 32 yMOB CYTTE€BOI HECTa-
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I[IOHAPHOCTI JaHUX, IO MOCIIJOBHO Yy OHJIAHH DPEXHMI
HAJIXOAATH Ha OTPAIIOBAHHS Y HEHPOHHY MEPEKY.

O0’exT pocaimkenHs. PosmisHaBaHHs — 00pasiB-
300pa)keHb 3a JOIIOMOTOI0 MAIIMHH OIIOPHHUX BEKTOPIB
HaiimMeHmmx KkBaapariB (LS-SVM) 3a ymoB, konu naHi Ha
00pOOKY HAIXOIATH y MOCIIIOBHOMY OHJIAIH PEKUMI.

Mpenmer gocaimxkenns. [ligxin 10 aganTUBHOTO Ha-
BuaHHs LS-SVM.

Meta podoTH TIOISTaE y 3ampOBaHKEHH] MIX0AY 0
ananTuBHOro Hasyanug LS-SVM, mo nos3somnse BigmMoBu-
THUCS BiJl IEPETBOPEHHS 300payKeHb Y BEKTOPHI CUTHAIIH.

1 TTIOCTAHOBKA 3ABJIAHHS
Sk BKe Bi3HAYAIOCS, HABYAHHS TPAJUIIIHHUX MaITHH
ONOPHHUX BEKTOPIB € JOCTATHHO TPOMI3AKHM 3 OOUHUCIIIO-
BJIBGHOI TOYKH 30py 1 MOB’si3aHE 3 BUPIIICHHAM 3ajadi
HEJHIHHOTO MpOrpaMyBaHHS 3 OOMEXEHHSIMH, a PO3Mip-
HICTH M€l 3a7a4yi BU3HAYAETHCSA 00CATOM HaBYaJIbHOI BH-
Oipku. 1lle pa3 migkpecaumo, 0 HaBYaHHS BinOyBaeThCA
y MakeTHOMY O(iIaliH pexxuMi.
HenmniniifHe mepeTBOpeHHs, IO peati3yloThcs HEHpOH-
HOIO MEPEXEI0 OMOPHUX BEKTOPIB Ma€ BUIVISIL

5(x) =w o(x) +wp,

ne W= (W,.,W,..,W, )" — BeKTOp CHHANTHYHHMX BaT,
pO3paxoBaHWii HA  OCHOBI  HABYAIBHOI  BHOIPKH
X, X(1) o x(K) 5 XD = (X (1) % (1), ()T =
(nx1l) - BekTOp BXiJHUX CHTHAIIB Yy MEPEKY;

T v
O(X) = (@, (X), ..., 9, (X), ..., 0 (X)) — BekroOp, yTBOpEHHIt
SIEPHUMH J3BOHYBATUMH aKTHBAMIMHUME (YHKIIIMH,
LIEHTPU SKHX BU3HAYAIOThCS BXIMHUMH BEKTOpaMHU

x(),1 =1,k .

20IJIs1 4 JITEPATYPU

Jlms BUpimIeHHS MIMPOKOTO Kiacy 3amad oOpoOKH iH-
(hopmaii 1, mepmr 3a Bce, po3MizHaBaHHA 00pa3iB 3a YMOB
CYTTEBOI HENIIHIMHOCTI IIMPOKE PO3MOBCIOPKEHHS OfEp-
AW IITy4YHI HEUPOHHI Mepexi [4], 3aBmaku cBOIM yHi-
BEPCAIILHUM alPOKCUMYIOYMM BIACTHBOCTSIM Ta 34aTHOC-
Ti /10 HaBYaHHSI Ha OCHOBI TPEHYBAJIbHUX HaBYAJIBHUX
BuOipok. TyT HaifOinpmIe pPO3MOBCIOMKEHHS OTPHMAIH
mrOOKI HEWPOHHI MEpexKi i, mepir 3a Bce, 3TOPTKOBI Me-
pexi [5], ski AiCHO TEMOHCTPYIOTh JyXKe BUCOKY SKIiCTh
po3mi3HaBaHHS, aye MOTPeOyIOTh HAABEIMKHX OOCATIB
HaBYAJIbHUX JAaHUX, SIKI HE 3aBXKIU € JOCTYIHUMH IpU
BUPINICHH] pealbHUX KOHKPETHHX 3aaad. Jns po3misHy-
Toi 3a1a4i epeKTHBHUM MOXe OyTH BUKOPUCTaHHS OIOp-
Hoi BektopHoi mammuu (SVM) [6-8], sika ontumisye em-
MipUYHUNA KPUTEPiii HABYAHHS PHU3HKY Ta KOPUTYE HOTO
mapaMeTpu SK Ha OCHOBI TPAAMLIHHOTO HAaBYAHHS IMix
KEpIBHHULITBOM, TaK i HA OCHOBI «HEHPOHIB y TOYKax Ja-
Hux» ToHATTA [9]. HaBuanus SVM moxHa 3Ha4HO TpH-
CKOPUTH Ta 3BECTH JI0 PO3B’SI3yBaHHS CHUCTEM JIiHIHHUX
PIBHSHB 32 JIOTIOMOTOIO TaK 3BaHMX OMOPHHX BEKTOPHUX
MalMH HaimeHmux kBaaparis (LS-SVM) [10].
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VY 3arajnpbHOMY BUIAAKy MAIIHU OTIOPHHUX BEKTOPIB € K +
OKPEMHUM KJIACOM HEHPOHHHX MEPEK, 3aCHOBAHUX Ha Mi- wh = (Z(p(x(l))(pT (X(I))) (p(x(l)) y(l).
HiMi3allii, TaKk 3BaHOrO, EMIIPHYHOTO PU3MKY [6] Ta Ha- 1=
JALITOBYIOTBCS y PEKHMi KOHTPOJIBOBAHOTO HABYAHHI,
TIPH [bOMY IIEHTPH iX aKTHBALiHUX (YHKITIH PO3TaIo- 3HAYHO Kpalli pe3yJabTaTH MOXYTh OyTH OTpHMaHi Ha
BYIOTBCSL 3@ NMPUHIMIIOM «HeHpoHM B TOYKax NaHMx». OCHOBI KPUTEDIs EMIIIPUYHOTO PU3UKY
Ki1r0u0BHM MOMEHTOM TYT €, TaK 3BaHi, omopHi (KpaiiHi)
BEKTOPH, 10 (POPMYIOTh JOCTATHHO KOMIIAKTHY MHOXKUHY
HAMOLTBII 1HOOPMATUBHUX CIIOCTCPESIKEHb 3 HABYAIBHUX
nmanux. Ciij TakoK BIAMITHTH, 10 «KjiacuuHi» SVM Ha-
BYAIOTBCS Y MAKETHOMY DPEXHMI, NPU LOMY HaBYaJIbHA
BrOipKa moBuHHA OyTH C()OpPMOBaHA 3a3/1aJICTi/Ib.

1 k
ES (k) = =w'w+2 (1)
2 273
3a HassBHOCTI K NiHIHHIX 0OMEXeHb-piBHOCTEH

3 MATEPIAJIM I METOJIA y(@) = w o(x(D)) +w, +e(),
IIpn HaBUaHHI MTYYHUX HEHPOHHUX MEpEX Haifdac-
Tillle BHUKOPUCTOBYEThCS TPATULIHHUNA KBaJpaTUUHHIA

y(1) = wo(x(1)) +w, +e(l),

KpHUTEPIi
k T
1=1
[Tpn HaBUaHHI Y TAKETHOMY PEXXHMI OIIHIOBaHHS CH-
ae e(l)=y()-y(x),1=12,..k. HANTHYHHUX Bar MAIIMHU OMIOPHUX BEKTOPIB HAHMEHIIINX
Minimisaris 0bOro KpHTEpis Bede MO CTaHAAPTHOI  KBaIparTiB IOB’SA3aHE i3 3HAXOMKEHHAM CiIIOBOI TOUKH
OLIIHKHM HalMEHIIINX KBaJpaTiB ¢dynkuii Jlarpanxa

L = (wowy,e,2) = B (k) + 2200 (y() =W o(x(1) - w, —e(l))=%wTw+%Zx(l)(y(l)—wT(p(x(l»—wo —e()),

IpY 1IbOMY B NpOLIECi ONTHMIi3alii TOBMHHI OyTH 3Haiije- HecknagHo MOMITHTH, 1110 CHHANITHYHI Baru TOBHICTIO
Hi He JIMIIE CHHANTHYHI Bard W, W, , ajie i HeBM3HAyeHi  BM3HAYAIOTHCSH HEBU3HAYCHUMH MHOXHMKamu Jlarpamka
(mepie piBHSHHS CHCTEMH), @ caMa ISl CHCTEMa MOXKe

mHoxuukn Jlarpamxa A(1),1=1,2,....k. e .
OyTH TMepenncaHa y KOMIIaKTHIN BEKTOPHO-MaTpHUUHIi

Cucrema piBasiHb Kyna-Takepa i BBeneHoi (QyHKIIT

dopmi
Jlarpansxa Ma€ BUTIIST

K - 0 I w, \ (O
VL (w.w,8,2) =w=3 a(1e(x(1)) =0, L Q)+, \AK)) Yk

1=1
oL (w,w,,e,A k . .
—(aw 0 ):_Zm):o, ae A(K) = (A, (1), A(K)) 5 Y (K) = (Y@, y(O), o YK))

1=1
o (o 61) (k) = {0, = o (x(0)o(x(i)) = K (x(), x(}))} - axra-
T)O”:ye(l)—k(l):o, BalliiiHa simepHa (yHKIS, Haifyacrimie TpamuiiiHUNA
o ( ) raycCian y ¢opmi
oL (w,wy,e,A) T o
(1) =Y -wWo(x(1)-w, —e(1) =0 @O-x()P

K(x(@),x(j))=e >~
(tyt 0 — (kx1) — BekTOp yTBOpEHHIt Hy/IAMH), 260 . o .
TyT HiKaBO BiAMITUTH, IO BXiJHHUM CUTHAJIOM y Me-

; PEeXY TpamHIiiiHO € (n ><1) — Bekrop X(I), mpu mpomy,

w=> ADe(x()), AKIIO BHUPINIYeThCS 3a7auya  pPO3Ii3HABAHHA 0Opa3iB-
) = 300pakeHb, Le 300paxeHHs wo Mae dopmy (N xn,) —
ZX(I) =0, Marpuiy, TONepPeIHbO IOBHHHO OyTH IEPETBOPEHO Y
)I»:ll | (nx1) — BeKTOp 3a HONOMOTrOM0 oOmepauiil 3ropTKH Ta
=ve(l),
=y T( ) CyOmuCcKpeTH3aiii.
y()=w (P(X(l)) —-w, —e(l)=0. BukopucranHs raycciatiB B SIKOCTi akTHUBaLiHUX ]y-
HKIIH y LS-SVM 103Bosie BUKOPHUCTOBYBaTH B SIKOCTI
© bopnsucekwii €. B., lladponenko €. O., bpoxeupkuit ®. A., Tansucskuii O. C., 2025
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BXI1THOTO CUTHAIy
300pakeHHs], IPU L[bOMY

6e3mocepeHLo MaTpHIIIO-

Sp(x()-x())(x()-x(}))"
K (x(@), x(j))=e 20 ,

MIPH [IEOMY B SIKOCTI BiJICTaHI BUKOPUCTOBYETHCS HE Tpa-
JIMIIIHA €BKJIIJIOBA BiJCTaHb, a MaTpuyHa MeTpuka Dpo-
OeHiyca, IO € y3aralbHEHHSIM EBKJIiIOBOI METPHKH Ha
MaTpUYHUI BUNAIOK.

Takum yuHOM, HaBuaHHS LS-SVM moB’s3ane 3 Bupi-
HICHHSAM CHCTEM PiBHSIHb

(3 o) o))
A1 +r ) (YK Y ()

LIst cucTemMa OmMCye TPOIEC HABYAHHS Y MAKETHOMY
oaitH pexxuMi, KOJU BCsS HaB4YajibHa BHOiIpKa cdopmo-
BaHa 3a3JJICTi/Ib 1 HE 3MIHIOETBCS 3 YACOM.

p(k+1)= PK)K (x(i)x(k +1))

PK)K(x(i)x(k +1))™

I3 3pocTaHHAM HaBYANBHOI BUOIPKM NPU BEIMKUX K BH-
KOpUCTaHHS i€l GopMynu, sika Xoda i BHIAETHCS JACIIO
TPOMI3/IKOIO, CIIPOIIY€ TIpolieC OOSPHEHHS! MAaTPHIb BEIH-
KOi PO3MIPHOCTI.

I3 3pocTanHsM 00cATiB HaBYAIBHOI BHOIpKH TpHU Be-
mukux K mpouec HaBuanHsi LS-SVM crae rpomizakum,
TOMY MOXe MoTpedyBaTH JOcuTh Oararo yacy. Kpim Toro,
y HECTalliOHAPHUX CHUTYAIifX, KOJIN XapaKTePUCTHKH Ha-
BYAJIbHOT BHOIPKU 3MIHIOIOTBCS 3 YacoM, JOIIBHO Opra-
Hi3yBaTu «3a0yBaHHs» 3acTapinoi indopmamii. ITpu mpo-
My MOXKHA OpraHi3yBaTH MPOLEC HABYaHHS HA KKOB3HOMY
BIKHI», KOJNM 3 HAAXOMHKEHHSIM HOBOTO CIIOCTEPEKEHHS
BUKJIIOYAETHCS OfHE 3actapine. [Ipu mpoMy mpu Hajgxo-

JDKEHHI HOBOTO (k +l) -TO CHOCTEPEXEHHs i3 HeHPOHHOT
Mepexi Buaydaerbest (k—S)-Ta suepHa akTuBawiiiHa

¢GyHKIS (TyT S — po3Mip KOB3HOTO BiKHa, II0 BKIIFOYAE B
cebe TITBKYM 3HAYYIIN criocTepekeHHs). TakuM YHHOM, Y
cucteMi (IKCYETbCS KUIBKICTh aKTHUBALIWHUX (YHKIIIH,
sIKa BU3HAYAEThCS PO3MIPOM BiKHA S .

BBezieMo faii y posnisin (SxS) — MATPHLIO sACPHUX

aKTHBAMIHHUX (YHKITiH
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P(k) + P(K)K (x())x(Kk +1))e
KT (x(i)x(k +1)P(K)*
1+ = KT (x(i)x(k +1)))-

(KT (x(i)x(k +D)P(K))-
(1477 =K (x(i)x(k +1)))-

HeckiagHo TakoX OpraHiyBaTH Lied IHpoIec y OH-
JIaliH PeXUMI, KOITU Yy BXKe HaBuYeHY Ha K CroCTepe:KeHHIX

cucremy Haaxoauts (K +1) -me ciocrepexenns y(k +1) .

Toni st (k +1) -ro Bizutiky MoxHa 3armcarn [11]:

w, ) (0 17, oo
Ak+D) L QK+D)+y ) \Y(k+D))'

3BiOKHA

0
P (k)

Yl = (KT(x(i), x(k +1))

y(k+1)

K (x(i) x(k +1)) [ Y (k)
1+y7* y(k+1))’

Jc

KT (x(0), X(k+1)) = (L K (X(0), (K +D), ... K (x(k), x(k+D)) T,

Y (k)= (O,YT (k)) , TICJIS YOTO, BUKOPHCTOBYIOUH (HOpMy-

Ty 00epHEeHHs OJIOYHNX MaTpHIlb, OTPUMYEMO

~(P(K)K (x(i)x(k +1)))-
o1+ = KT (x(i)x(k +1)))-
PK)K (x([)x(k +1)*

(1+y7 = KT (x()x(k +1)))-
PR)K (x()x(k +1)

Q(k,s) = {2, =" (x(Mo(x(1)) = K (x(@),x(i)5)} ,
i=k-s+Lk-s+1,..,k; j=k-s+lk-s+2,..k;una
OCHOBI SIKUX (POPMYETHCSI BUX1THUN CUTHAJ MEPExKi

yxk,s)= D MLS)K(x,x(1),5)+wW,(K,s).

I=k—s+1

IMapamerpu A(l,s), w,(k,s) mMoxyTs OyTn 3HaiineHi
IIISXOM BUPIIICHHS MATPHYIHOTO PiBHSHHSI

w, ) [0 N ooy
(A(k,S)]_ Is Q(kis)—i_’yills,s (Y(k,S)j_
0
69y

ne Ak,S) = (Mk—s+1,8), Mk —5+2,5),..,A(k,S))’ ,
Y (k) = (y(k—s+1), y(k —s+2),..., y(K))".
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3 naxomkenHsaM (K +1)-ro crioctepexkens, foro He-
00ximHo BrrounTH B Marpuiro Q(K +1,8), omgHowacHo 3

THUM, BUKIIIOYAIOYU CIOCTCPCIKCHHA, MO BiZ[HOBiI[aC

(k —s) -My MoMeHTY uacy.

Heckmagno OauntH, mo oHoBieHi mapamerpu LS-
SVM BHU3HAYaOTHCS 32 JOMOMOIOK CITiBBiAHOIIIEHHIM

-1

wy(k+1,8)) (0 N 0 B
[A(k+1,s)j_ I, Qk+Ls)+y'l,, [Y(k+l,s)j_

S

0
=P(k +1'S)[Y(k+1, s)j'

e

A(k+1,8) = (Mk =5 +1,5), Ak =5 +2,5),..., A(k +1,5))",
Y(k+15)=(y(k—s+1), y(k—5+2),.., y(k+1))" .

TyT BaXXJIHMBO BiA3HAYMTH, IO TaKa OpTaHi3amis Mpo-
necy HaBuaHHs LS-SVM, no3Bonise He TUTbKH «IpUaY-
LIyBaTH» 3acTapiiay iHpopmarlito, ane it 30epirae apxitek-
TYpy HEHPOHHOI MEepexi 3 4acoM, L0 CYTTEBO CIPOIIYE ii
YHCEINIbHY peati3allio.

4 EKCIEPUMEHTHU

Jlnst mepeBipky 3amponoHOBaHOTO Miaxoxy Oyio BH-
KopucTaHo Habip nmanux «Fashion-MNIST» [12] — we
Ha0Ip JaHuX i3 300pakenHsmu crareit Zalando, mio ckia-
JlaeThes 3 HaBYanbHOro Habopy 3 60000 npuknamis i Tec-
toBoro Habopy 3 10000 mpuknanis. Koxken npuknanm — e
300pakeHHs y BiATiHKaX ciporo 28x28, mos’si3aHe 3 MiT-
koro 3 10 knaciB. [Ipuknamy crnocrepexeHb HaBEIEHO Ha
pucyHky 1.

0:t-shirt 3:dress

1:trouser 2:pullover

L

6:shirt

7:sneaker 8:bag 9:ankle boot

| M

PucyHok 1 — Exsemmuisipu BuGipku «Fashion MNIST»

J7si eKCriepUMEHTATBHUX JOCIIKEHb Ta MOPiBHSIIb-
HOTO aHalli3y 3alpoNOHOBAHOTO TMiAXomy Oymu oOpaHi
meroru K-NN ta RCNN 3 BHCOKOIO HIBUIKICTIO HaBYaH-
HS1, OCKUIBKH crielin(ikoI0 OHIIAH-00po0KH € X ampiop-
Ha Ta NOTOYHA HEBH3HAYEHICTh, TOMY LIBHUAKICTH HABYAH-
HsI CHCTEMH TIOBHHHA OYTH BUCOKOIO.

Jlis aHami3y MIBUAKOCTI Ta TOYHOCTI MiIXOMIB, BHOIp-
Ky manux «Fashion-MNIST» Gyno po3duTo Ha JeKiibKa
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nigmacugis: 5000, 10000, 15000 crioctepekeHb BiIOBi-
nHO. Pe3ynbpraT HaBeneHi Ha pUCYHKY 2.

o

=

2000 4C00 5000 6000 8000 10000 12000 14000 16000

Size of the datasct
Pucynok 2 — I'padik 3anexxHocTi yacy knacudikanii Big po3mipy
BXIJIHUX JaHUX

——K-NN
—8-R-CNN

Adaptive L5-5VM

P

Skicte kmacuikamnii Bubipku «Fashion MNIST» 6ys
npoBeaeHuit B nekinbka eramis Ha 5000, 10000 Ta 15000
crioctepexeHb. Pe3ynbrary HaBesieHi B Tabmumi 1.

Tabauus 1 — Ouinka sikocti kiacudikauii Bubipkun <FMNIST»

Merou sl | cH [ bs8I
5000 cnocrepexeHs

K-NN 0,3324 928,01 1,3

R-CNN 0,3335 974,42 1,10

Adaptive LS-SVM 0,3665 1420,28 1,15

10000 criocTepekeHb

K-NN 0,6045 1460,65 15
R-CNN 0,6122 19455 1,25
Adaptive LS-SVM 0,7222 2800,05 1,32

15000 criocTepexeHb

K-NN 0,8324 1560,00 1,8
R-CNN 0,8735 2000,28 1,15
Adaptive LS-SVM 0,9885 2985,2 1,28

Igekc cunyery (SI) BUMIprOE, HACKUIBKH KOXCH
00’exT B Kiaci mofiOHuK /10 iHIMX 00’€KTIB y TOMY X
KJIaci TIOPiBHAHO 3 00’€KTaMH IHIMMX KJaciB. 3a 3HAYCH-
usaM Bix O mo 1, Bumii 3HaueHHs S| Bka3yioTh Ha Kpairy
SIKICTh KIacuikarii.

Iunexc Kamincski-Xapabaca (CHI) Bumiproe, Hacki-
JIbKH TOOpe KJIacH BiZIOKpEeMIIEHI OJIMH BiJ oJHOTro0. Buco-
ki 3HaueHHs: CHI Bka3yroTh Ha Kpally sKicTh Kiacudika-
i,

Iugexc /[esica-bomayina (DBI) Bumiproe cepennio
BiZICTaHb MDK KJacaMH 1 BHYTPIIIHHOKJIACOBY BiJICTaHb.
Husbki 3nauenns DBI cBimgars mpo kpairy sIKiCTh Kiia-
cudikarii.

6 OBI'OBOPEHHSI

AHanizyoun pe3ysibTaTH OTPUMAHUX CKCIIEPUMEHTA-
JbHUX JOCIHIDKEHb Ta TMOPIBHMIBHOTO aHalli3y po0oTH
3aMpONOHOBAHOTO MiIXOAY MPH BUPIIICHHI 3aBJaHb PO3-
mi3HaBaHHs 00pa3iB 3 XOPOILIOK TOYHICTIO Ta IBHIKICTIO
B YMOBax OOMEKEHOr0 HaBYaJIBHOTO HaOOpy MaHHX, 00-
pOOKHU 300pa)KCHb B OHJIAMH-PEKHMI.

B tabaumi 1 merox agantuHOi LS-SVM mae HaiiBu-
1l 3Ha4eHHs S| 1 BCiX TPHOX 0OCATIB TaHWX, IO CBiJ-
YUTh NMPO HOTO 3/[ATHICTh €(PEKTHBHO BiJOKPEMIIIOBATH
KJIaCH HaBiTh Y BEIMKUX 00CSATraXx JaHWX, a TAKOXK Mae
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HavBumi 3HayeHHs CHI g Bcix o0cariB ma”Hux, IIo
O3Hauae, 110 Kiaacu, chopmosani Adaptive LS-SVM, no-
Ope BiIOKpEeMJICHI OJTUH BiJl OHOTO.

e# i mimxim € 0OcOONMBO KOPHCHUM TIpH pOOOTI 3
00’€eMHUMH JaHUMH, 3a0e3[eYyloull BHCOKY TOYHICTh
knacugikanii Ta eQeKTHBHICTH B yMOBax 3MIHHM THIIIB
BXimHUX maHmx. Moro THYYKIiCTh Ta 3AaTHICTH IO aJariTa-
1ii poOJIATE 3 HEOTO MOTYXHHUU iHCTPYMEHT IJIs pi3HOMA-
HITHUX 3aBAaHb Y cepi aBTOMATUYHOTO PO3Ii3HABAHHSI
00pa3iB-300pakeHb. 3amnporoHOBaHUI MiAX1I HMpU3HAYe-
HHH JUI BUPILIEHHS JOCTaTHBO BEJIUKOTO KJIacy IpodiemM
y sarampHuX pamkax Data Stream Mining i Big Data
Mining.

BUCHOBKHU

Posrmsinyra  3amaya  posmi3HaBaHHA — 00pasiB-
300pakeHb 3a OMOMOrOK MAlIMHH OIOPHHUX BEKTOPIB
Haiimenmux kBamapariB (LS-SVM) 3a ymoB, konu mani Ha
00poOKy HAAXONATH y TIOCTIJOBHOMY OHJIAWH PEKUMI.
[pouec HaBuaHHSI peai3yeThCsl HA KOB3HOMY BiKHI, IO
BeJlie JI0 TOTO, 10 KUTBKICTh HEHPOHIB Y Mepexi He 3Mi-
HIOETBCSI 3 4acoM, TOOTO apXiTeKTypa 3alIUIIAEThCS (iK-
COBAHOIO y TpOIEeCi HanamTyBaHHs. Takui migxia cnpo-
LIy€e YUCENBHY peaji3allifo CHCTEMH Ta IO3BOJISE peatisy-
BaTH MpPOLIEC HABYaHHSA Ha HECTALIOHAPHUX TPEHYBAllb-
HUX BHOipKax. Po3missHyTa MOXIIMBICTH HABYAHHS y CHUTY-
aIfisax, KON HaBYaNbHI 00pa3u 3aJaHi HE JUIIE ¥ BEKTOP-
Hiit hopmi, a i MaTPUUHIH, 1110 J03BOJISIE BIAMOBUTHCS BiJ
HEePEeTBOPEHHS 300payKeHb y BEKTOPHI CHUTHAIIH.

3anponoHOBaHUHN MigXi J0 aJalTHBHOTO HAaBYAHHS
LS-SVM cmpoiiye yrcenbHy peatizaiito HeHpOHHOT Me-
PeXi Ta TO3BOJISIE TiIBUNIUTH IMBUAKICTE 00pOOKH iH(O-
pMarii i, mepir 3a Bce, HaJamITyBaHHS 11 CHHANTHYHIX
Bar.

HaykoBa HOBH3HA: BIIEpIlIE 3alPONOHOBAHO MiIXix
J0 ajantuBHOro HaB4yauHs LS-SVM 3a ymoB, koiu JaHi
Ha 00poOKy HAAXOAATH Y TOCHTIIOBHOMY OHJIAHH PEXUMI.

I[IpakTHyHe 3HAYEHHS. PE3YJbTATH CKCIICPUMCHTY
JO3BOJISIFOTh  PEKOMEHIYBATH 3alPOIIOHOBAHUM MIAXiH
JUT BUKOPHUCTAHHS Ha TIPAKTHUII JJIs1 BUPIMICHHS MIPOOIIeM
ABTOMATHUYHOTO PO3ITi3HaBaHHS 00pa3iB-300paKeHb.

IlepcneKTHBH NOAAJBIINX JOCTIIUKEHb IIBHIKI
HEeWpOHHI Mepexi po3mi3HaBaHHs 00pa3iB-300pakeHb ISt
IIUPOKOTO KJIAacy MpakTHYHMX 3aaau Data Stream Mining
i Big Data Mining.

© bopnsucekwii €. B., lladponenko €. O., bpoxeupkuit ®. A., Tansucskuii O. C., 2025

DOI 10.15588/1607-3274-2025-3-5

50

MNOJAKA
PobGora BMKOHaHAa B paMKax HayKOBO-IOCIIIHOTO
MIPOEKTY JEP>KaBHOTO Oro/KeTy XapKiBCHKOTrO HaIlioHa-
JBHOTO YHIBEPCHUTETY DaJiOeNeKTPOHIKH «AJTanTHBHHUNA
OeriHr TiOpUIHUX CHCTEM OOYHCIIIOBAILHOTO IHTEIIEKTY

Ha OCHOBI ONTHUMAIBHOTO 33 INBUAKOJIEI0 OHJIAMH Ha-
Buanusm» (JIP Ne0124U000363).

JITEPATYPA

1. Goodfellow I. Deep learning / I. Goodfellow, J. Begin and
A. Courville. =The MIT Press, 2016.

2. Graupe D. Deep learning neural networks: design and case
studies / D. Graupe. — World Scientific Publishing Com-
pany, 2016. https://doi.org/10.1142/10190

3. Neural networks and deep learning / C. C. Aggarwal et al. —
Cham Springer, 2018. - T. 10. Ne 978.
https://doi.org/10.1007/978-3-319-94463-0

4. Poggio T. Networks for approximation and learning /
T. Poggio, F. Girosi // Proceedings of the IEEE. — 1990. —
T. 78, Ne 9. — P. 1481-1497.

5. Haykin S. Neural networks: a comprehensive foundation. /
S. Haykin. — Prentice Hall PTR, 2004. — T. 2. — 1994,

6. Vapnik V. N. The Nature of Statistical Learning Theory /
V. N. Vapnik. — New York : Springer, 1995.

7. Cortes C. Support-vector networks / C. Cortes and V. Vap-
nik // Machine Learning. — Sep. 1995. — Vol. 20, No. — P.
273-297, https://doi.org/10.1007/bf00994018.

8. Steinwart I. Support Vector Machines. / I. Steinwart and
A. Christmann. — New York : Springer, 2008.

9. Pattern recognition using radial basis function network /
[D. R. Zahirniak, R. Chapman, S. K. Rogers et al.] // Aero-
space Application of Artificial Intelligence. — 1990. —
P. 249-260.

10. Least Squares Support Vector Machines / [J. Vandewalle,
B. D. Moor, T. V. Gestel et al.]. — World Scientific Publish-
ing Company, 2003.

11. Adaptive least-squares support vector machine and its online
learning / [Y. Bodyanskiy, A. Deineko, F. Brodetskyi, and
D. Kosmin] // CEUR Workshop Proceedings. — Nov. 2020.
- Vol. 2762, Art. no. 3. http://ceur-ws.org/Vol-
2762/paper3.pdf

12. Xiao H. Fashion-mist: a novel image dataset for benchmark-
ing machine learning algorithms / H. Xiao, K. Rasul,
R. Vollgraf. — Available: https://arxiv.org/abs/1708.07747.

Crarrs Hagiiinua 1o pepaxuii 02.04.2025.
ITicis nopo6xu 12.06.2025.

OPEN a ACCESS




p-ISSN 1607-3274 Panioenexrpownika, indpopmatrka, ynpasminss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

UDC 004.8:004.032.26
FAST NEURAL NETWORK AND ITS ADAPTIVE LEARNING IN CLASSIFICATION PROBLEMS

Bodyanskiy Ye. V. — Dr. Sc., Professor at the Department of Artificial Intelligence, Kharkiv National University of Radio Elec-
tronics, Kharkiv, Ukraine.

Shafronenko Ye. O. — Assistant at the Department of Media Engineering and Information Radio Electronic Systems, Kharkiv
National University of Radio Electronics, Kharkiv, Ukraine.

Brodetskyi F. A. — PhD Student, Assistant at the Department of Informatics, Kharkiv National University of Radio Electronics,
Kharkiv, Ukraine.

Tanianskyi O. S. — Postgraduate student at the Department of Informatics, Kharkiv National University of Radio Electron-
ics, Kharkiv, Ukraine.

ABSTRACT

Context. To solve a wide class of information processing tasks and, above all, pattern recognition under conditions of significant
nonlinearity, artificial neural networks have become widely used, due to their universal approximating properties and ability to learn
based on training training samples. Deep neural networks have become the most widespread, which indeed demonstrate very high
recognition quality, but require extremely large amounts of training data, which are not always available. Under these conditions, the
so-called least squares support vector machines can be effective. They do not require large amounts of training samples but can be
trained only in batch mode and are quite cumbersome in numerical implementation. Therefore, the problem of training LS-SVM in
sequential mode under conditions of significant non-stationarity of data that are sequentially fed online to the neural network for
processing is quite relevant.

Obijective. The aim of the work is to introduce an approach to adaptive learning of LS-SVM, which allows us to abandon the
conversion of images into vector signals.

Method. An approach for image recognition using a least squares support vector machine (LS-SVM) is proposed under condi-
tions when data for processing is received in a sequential online mode. The advantage of the proposed approach is that reduces the
time to solve the image recognition problem and allows the implementation of the learning process on non-stationary training sam-
ples. A feature of the proposed method is computational simplicity and high speed since the number of neurons in the network does
not change over time, i.e., the architecture remains fixed during the tuning process.

Results. The proposed approach to adaptive learning of LS-SVM simplifies the numerical implementation of the neural network
and allows for an increase in the speed of information processing and, above all, the tuning of its synaptic weights.

Conclusions. The problem of pattern recognition using the least squares support vector machine (LS-SVM) is considered under
conditions when data for processing is received in a sequential online mode. The training process is implemented on a sliding win-
dow, which leads to the fact that the number of neurons in the network does not change over time, i.e. the architecture remains fixed
during the tuning process. This approach simplifies the numerical implementation of the system and allows the training process to be
implemented on non-stationary training samples. The possibility of training in situations where training images are given not only in
vector form but also in matrix form allows us to abandon the conversion of images into vector signals.

KEYWORDS: Adaptive learning, classification, fast neural network, support vector machine.
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ABSTRACT

Context. Modern software systems contain extensive and growing codebases, making code retrieval a critical task for software
engineers. Traditional code search methods rely on keyword-based matching or structural analysis but often fail to capture the se-
mantic intent of user queries or struggle with unstructured and inconsistently documented code. Recently, semantic vector search and
large language models (LLMs) have shown promise in enhancing code understanding. The problem — is designing a scalable, accu-
rate, and hybrid code search method capable of retrieving relevant code snippets based on both textual queries and semantic context,
while supporting parallel processing and metadata enrichment.

Obijective. The goal of the study is to develop a hybrid method for semantic code search by combining keyword-based filtering
and embedding-based retrieval enhanced with LLM-generated summaries and semantic tags. The aim is to improve accuracy and
efficiency in locating relevant code elements across large code repositories.

Method. A two-path search method with post-processing is proposed, where textual keyword search and embedding-based se-
mantic search are executed in parallel. Code blocks are preprocessed using GPT-40 model to generate natural-language summaries
and semantic tags.

Results. The method has been implemented and validated on a .NET codebase, demonstrating improved precision in retrieving
semantically relevant methods. The combination of parallel search paths and LLM-generated metadata enhanced both result quality
and responsiveness. Additionally, LLM-post-processing was applied to the top-most relevant results, enabling more precise identifi-
cation of code lines matching the query within retrieved snippets. Other results can be further refined on-demand.

Conclusions. Experimental findings confirm the operability and practical applicability of the proposed hybrid code search
framework. The system’s modular architecture supports real-time developer workflows, and its extensibility enables future improve-
ments through active learning and user feedback. Further research may focus on optimizing embedding selection strategies, integrat-
ing automatic query rewriting, and scaling across polyglot code environments.

KEYWORDS: hybrid code search, vector search, semantic embeddings, code summarization, LLM-generated metadata, cosine
similarity, textual relevance, class and method retrieval, class-based indexing, software engineering.

ABBREVIATIONS T, is a maximum amount of output tokens GPT-40
AST is an abstract syntax tree; model can produce;
LLMisa Iarg-e language model; . C(bj) is a chunking function of a particular code
RAG is a retrieval augmented generation; _
NLP is a natural language processing; block; _
Al is an artificial intelligence; Cim is a chunk of a particular code block;
GPT is a generative pre-trained transformer; £(cjj) is a length of a code chunk;

HNSW is a hierarchical navigable small world;

MRR is an average inverse rank of the first relevant Si(j-m) Is & particular summary within a chunk c;; ;

search result. Sj is a particular summary of a code block;
LLM is the general representation of summarization

B is a set of source code blocks;
b; is a source code block;

q is a user-supplied natural language query;

S is a set of summaries of code blocks;
E is a set of summary embeddings; M is an embedding model text-embedding-ada-002;

X is input data;

Y’ is output data that represents search results;

f is a general representation of a function that per-
forms search based on input parameters;

Vi
guence;

k is a number of tokens obtained after tokenizing S; ;

is an embedding vector of the j-th token in the se-

RY isa space of embeddings;
€; is a raw sentence-level embedding vector;
€; is the L2-normalized embedding vector;

T; is @ maximum number of input tokens provided to i s a token;

GPT-40 model: IDF(t;) is an inverse document frequency function;
Tiax 1S @ maximum tokens GPT-40 model can proc- d is a text-based metadata;

ess; B(d,q) is a term frequency weight;
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BM25(d,q) is the lexical relevance score between
the user’s query g and the textual representation d of a

code unit;

o is a weighting coefficient (in range [0, 1]) that bal-
ances keyword-based vs. semantic-based relevance;

S(b;) is a hybrid relevance score assigned to code

block by ;
TopK (-) is a function that returns the K highest-

scoring elements from the input set;

Y is a set of top-K ranked results;

L is a total loss across all examples, evaluated using a
binary cross-entropy loss function;

GPTR(b;) is a function that refines exact lines of

code inside a code block b using GPT-40 model;
Yiop IS @ set of the top most relevant search results.

INTRODUCTION

Effective code retrieval is pivotal in modern software
development, enabling developers to efficiently locate
and reuse existing code snippets. Traditional code search
methods have predominantly relied on keyword-based
approaches, which, while straightforward, often fail to
capture the nuanced semantics of programming languages
and the intent behind code implementations. This limita-
tion becomes particularly evident in large-scale code-
bases, where the sheer volume and complexity of code
can hinder accurate retrieval.

Recent advancements in artificial intelligence and
natural language processing have introduced semantic
search techniques that utilize embeddings to represent
code and queries in a continuous vector space. These em-
beddings facilitate the retrieval of code snippets based on
semantic similarity rather than exact keyword matches,
thereby enhancing search relevance. However, solely re-
lying on semantic embeddings can overlook the precision
offered by traditional keyword searches, especially when
specific syntax or identifiers are involved.

The object of study is the process of searching and
retrieving relevant code fragments from large-scale and
semantically diverse software codebases.

The subject of study is the methods and models for
hybrid code search that combine textual keyword match-
ing, semantic embedding-based retrieval, and metadata-
enriched indexing.

The known code search approaches and algorithms
described by various authors and applied across different
domains, including traditional keyword-based [1-2, 4]
and structural analysis methods [3], are often limited in
capturing the semantic context of code, especially in large
and heterogeneous codebases. These methods typically
rely on exact textual matches or static syntactic represen-
tations, which restrict their effectiveness in scenarios
where the user query expresses intent rather than specific
code tokens.

© Boiko V. 0., 2025
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However, several recent studies [5-9] have explored
semantic search or other not straightforward techniques
based on neural models to enhance retrieval relevance.
While these approaches demonstrate improvements in
understanding code semantics, they generally do not pro-
vide a unified method that combines semantic search,
keyword filtering, and metadata-based enrichment into a
parallel and scalable architecture suitable for practical use
in real-world software engineering environments.

The purpose of the work is to develop a method and
incorporate it into an efficient and scalable hybrid model
for semantic code search, which combines keyword-based
filtering, embedding-based retrieval, and LLM-generated
metadata. The proposed model is intended to serve as a
practical framework for software engineers to search and
retrieve relevant code fragments from large-scale code-
bases based on both natural language queries and struc-
tural context.

1 PROBLEM STATEMENT
Suppose we have a set of source code chunks
B ={b;,b,,....b,} from a software codebase, and a user-

supplied natural language query g, which represents the
search intent. Each chunk bj € B contains one or more

code blocks.

The task is to develop a method that will perform an
accurate hybrid code search method to retrieve a set of
relevant source code sections according to the natural
language query q .

This can be represented by the following model:

X ={B,S,E.q}, S={s;},E={&}, O
f: XY,

where the function f from input X generates an output Y’
which represents the search results.

2 REVIEW OF THE LITERATURE

A typical keyword search is often carried out using al-
gorithms such as Rabin-Karp or Knuth-Morris-Pratt.
These algorithms are commonly employed in the devel-
opment of frameworks designed to detect plagiarism in
text documents, as outlined in the study [1]. However,
these algorithms are not effective for code search, as they
can only detect specific text patterns based on explicitly
defined key phrases. As a result, they are not suitable for
tasks that demand more advanced search techniques.

Pattern matching search, or Regex search, is a versa-
tile tool that enables flexible string matching by defining
complex patterns. It is widely supported across various
programming languages, as it is integrated into text proc-
essing libraries. In a particular publication [2], RunEx is a
code search tool designed for programming instructors to
easily identify patterns and mistakes in students’ code. It
enhances traditional search methods by incorporating
runtime values and provides a user-friendly interface for
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constructing expressive queries. RunEx outperforms base-
line systems in accuracy and introduces a new approach
for analyzing student code at scale. However, the indus-
trial program code is a much more complex structure than
simple text, so other methods for code search are re-
quired.

The methods mentioned earlier are useful only for tex-
tual search. However, they cannot be employed for proc-
essing difficult code structures. For this, the abstract syn-
tax tree analysis is applicable. For example, paper [3]
introduces the similarity detection technique that uses
richer structural information while ensuring reasonable
execution time. It generates syntax trees from program
code, extracts connected n-gram structure tokens, and
compares them using cosine correlation in the vector
space model.

In general, there are a lot of AST-based methods are
used and already provided in the most integrated devel-
opment environments to enhance code detection, correc-
tion, syntax highlighting, and search by dependency ref-
erences. However, understanding the AST is not always
needed. For example, publication [4] proposes a model
designed to improve code search by combining the advan-
tages of deep learning models like DeepCS with indexing
techniques for faster search. This model identifies and
removes irrelevant keywords, performs fuzzy search with
key query terms using Elasticsearch, and re-ranks results
based on sequential token matching.

However, even using Elasticsearch database for index-
ing, standard search utilities don’t support semantic
search, which has become even more popular and effec-
tive with generative Al development in the last few years.
The paper [5] introduces an annotation-based code search
engine that addresses information loss by extracting fea-
tures from code annotations from five perspectives.
Unlike current models that treat code annotations as sim-
ple natural language, the engine preserves structural in-
formation. This approach is much better since it includes
deep learning, but it still does not support search queries
in a natural language despite its proximity to semantic
search.

The paper [6] proposes an efficient and accurate se-
mantic code search framework using a cascaded approach
with fast and slow models. The fast model, a transformer
encoder, optimizes a scalable index for quick retrieval,
while the slow model re-ranks the top K results to im-
prove accuracy. To reduce memory costs, both models are
jointly trained with shared parameters. This improves
accuracy and efficiency but does not integrate keyword-
based filtering or metadata, and the cascaded approach
adds complexity.

Another publication [7] introduces RepoRift, a code
search approach that leverages RAG-powered agents to
improve the accuracy of code retrieval. By enhancing user
queries with relevant information from GitHub reposito-
ries, the agents provide more contextually aligned and
informative inputs to embedding models. The approach
also incorporates a multi-stream ensemble technique to
further improve retrieval accuracy. It introduces context-
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awareness but relies on external repositories and augmen-
tation agents, which may not generalize or scale in enter-
prise environments.

The report [8] presents a novel code retrieval system
using the Dense Passage Retrieval technique, which
measures functional similarity between code snippets for
relevance. By leveraging large-scale pre-trained language
models like CodeBERT and Starencoder, the system effi-
ciently retrieves similar code based on natural language
descriptions or source code queries. However, it uses pure
embedding-based retrieval, without support for text-based
filtering, tag-based classification, or enriched metadata.

Another paper [9] proposes a code semantic enrich-
ment approach to improve deep code search by aligning
the semantics of code snippets with developers’ queries.
Recognizing that code represents low-level implementa-
tion and queries are high-level, the approach enriches
code snippets with descriptions of similar code implemen-
tations. Based on a large-scale analysis of a large amount
of Java code-description pairs, the method uses syntactic
similarity to retrieve similar code for each snippet, en-
hancing its semantic representation. The model is trained
using an attention mechanism to map pairs of enriched
code and query into a shared vector space. To further im-
prove representation quality, a multi-perspective co-
attention mechanism with Convolutional Neural Net-
works is applied to capture local correlations. This ap-
proach bridges the semantic gap, but it still does not inte-
grate parallel keyword retrieval, nor does it utilize tags or
structured metadata for boosting precision.

Chen et al. use both types of search in their retriever
and feed results to an LLM. Authors in a conference pa-
per [10] proposed a retrieval-augmented framework for
improving code suggestions by combining traditional
information retrieval methods and deep learning-based
code search with large LLMs. Their system includes a
retriever that supports multiple query types (e.g., method
headers, natural language), a formulator that constructs
prompts using retrieved code, and a generator based on
LLMs like ChatGPT. The study demonstrates that incor-
porating semantically relevant code snhippets significantly
enhances code generation quality. However, their frame-
work does not explicitly mention summarizing context or
performing line-level GPT-based retrieval. Instead, they
concatenate retrieved code snippets with the query for the
LLM to consume.

While recent advancements in code search emphasize
deep learning and semantic retrieval, each of the reviewed
approaches addresses only part of the challenge — and
none in the research area offers a unified and effective
framework for a code-based search.

3 MATERIALS AND METHODS
Modern code search systems are challenged by the
semantic gap between a developer’s natural language
query and the structure and behavior of source code. Tra-
ditional keyword-based approaches, while efficient and
interpretable, often fail to capture the intent behind a
query when relevant code does not share lexical similarity
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with the input terms. Conversely, purely embedding-
based semantic search can retrieve contextually aligned
results but lacks explainability and may yield less precise
matches when queries involve specific identifiers or do-
main terms.

To address these limitations, this work introduces a
hybrid code search method that combines the strengths of
both paradigms: the precision of keyword-based retrieval
and the contextual depth of embedding-based semantic
search. This hybrid architecture is further enriched
through the integration of LLM-driven summarization and
semantic tagging, allowing the system to index not just
raw code, but also its abstracted intent and purpose. The
method consists of 3 phases: indexing, retrieval, and post-
processing. Each is described further.

The indexing phase serves as the preparatory stage in
the hybrid code search system, where raw source code
files are transformed into structured, queryable data suit-
able for both keyword-based and embedding-based re-
trieval. In information retrieval systems, indexing refers
to the process of analyzing and organizing source material
in a way that enables efficient and accurate search. Within
the context of this work, indexing involves parsing source
code files, extracting metadata, generating natural lan-
guage summaries, and creating vector representations of
these summaries for storage and subsequent retrieval.

Code summarization is an effective technique for im-
proving code comprehension, maintenance, and reuse by
automatically generating natural language descriptions of
source code [11], so this method is used to provide de-
scriptive text for code blocks for further search.

Each file in the codebase is processed independently.
The content of the file is read and passed through a natu-
ral language model to generate a descriptive summary that
captures the file’s functional role and behavioral seman-
tics. This summary is intended to reflect how a human
developer might describe the purpose of the file in natural
terms, which enhances its compatibility with natural lan-
guage queries. For most files, especially those of modest
length, the summarization is performed in a single pass
using the LLM of the GPT-40 model. The entire file con-
tent is provided as input, and a concise, high-level sum-
mary is returned.

However, in the case of large files — particularly those
exceeding the context window of the language model — a
token-based chunking strategy is employed.

Rather than attempting to identify logical or syntactic
boundaries within the file, the content is split into fixed-
size chunks that fit within the model’s token limit, con-
sidering space for system instructions and output. The
maximum input token can be represented by the following
formula (2):

Ti =Tmax — To- 2

Each chunk is summarized individually, and to main-
tain context coherence across the file, the summary of the
preceding chunk is passed along as part of the input when
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processing the next chunk. The idea of coherent summari-
zation and semantic continuity is described in the paper
[12]. This sequential summarization strategy enables the
aggregation of a consistent and comprehensive summary,
even for files that cannot be processed in a single request.
Once all chunks are processed, their summaries are
merged and refined to form a single summary represent-
ing the entire file. Formula (3) represents a chunking
function:

C(b;) ={Ci1,Ci2,--Cim}

£(Cij) < Trax- ®)

Each chunk is summarized individually using LLM

(4):
Sij = LLM (Cij Si 1y Si(j-2) -+ Si(j-m))- (4)

This is a chained summarization process to maintain
coherence across chunks. Then, final code block summary
is constructed (5):

$j = LLM(Sj1,Si2,-+-:Sim)- (5)

The sequential summarization continues on the mod-
ule or folder level and finally leads to the summary of the
whole repository.

Following the natural language summary generation,
the system computes a semantic embedding of the sum-
mary using a pre-trained embedding model. This embed-
ding is a high-dimensional vector that captures the seman-
tic meaning of the text and enables efficient similarity
comparisons with query embeddings during retrieval. The
selected embedding model for this process is OpenAl’s
text-embedding-ada-002, which has demonstrated strong
performance in encoding semantic representations across
diverse domains. Each vector is associated with the corre-
sponding file and stored in a vector search database to
facilitate cosine similarity queries during semantic re-
trieval [13]. However, we should take into account that
the embedding model has a token input limit as well,
which is 8191 [14]. Thus, there is a need to pass a small
portion of a summary to this model. The embedding proc-
ess consists of the following steps: tokenization, comput-
ing dense representation, and normalization.

Tokenization is the process of breaking down text into
smaller units called tokens, which can be words, sub-
words, or characters. This step is foundational in NLP,
enabling models to analyze and understand text data. Ef-
fective tokenization is crucial for the performance of sub-
sequent NLP tasks. The following formula (6) represents
the tokenization process [15]:

Si —){tl,t2,...,tk}, kSTe. (6)
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After tokenization, each token is mapped to a dense
vector, known as an embedding. These embeddings are
continuous vector representations in a high-dimensional
space, capturing semantic and syntactic information about
the tokens. Dense embeddings allow models to discern
relationships between words based on their contextual
usage [16]. OpenAl uses the mean pooling across tokens
to obtain the final sentence-level embedding. Formula (7)
represents of how a sentence or document embedding is
generated:

k
éi=|v|(si):% Vi, Vj e’ )
j=1
Normalization adjusts these dense vectors to ensure
consistent scaling and distribution, which is vital for the
stability and performance of neural networks. Techniques
like layer normalization standardize the inputs across fea-
tures, facilitating faster convergence during training and
improving generalization. Formula (8) represents a proc-
ess of how the normalized vector (directional embedding)
is calculated:

e =

i

(8)

K]

Now, the final formula is a concise and normalized
representation of how an embedding vector is computed
for a text summary (8):

. 1&
ei:M(Si):EZM(tJ—)' 9)
i1

Instead of asking the GPT-40 model to generate the
overall summary, there is a need to make a prompt and
point that the model should return summaries of each
meaningful block of code in the file and represent it in a
JSON format. Fig. 1 illustrates the template of the com-
pletion request to generate the summary of the file.

s N

[
{
"role": "system",
"content": "You are a code summarization assistant.”
2
{

"role": "user",

"content”: "Analyze the source code provided and output a
JSON array. Each item should include: type: either class, method,
or property; name: the name of the code block; tags: keywords of
a particular code block does; start_line and end_line: start_line
and end_line: estimated line numbers end_line: estimated line
number where the block ends; summary:detailed explanation line-
by-line or by logical segment

h
{ "role": "assistant", "content": "Provide me with a source code"},
{"role": "user", "content": "<source_code>"}

]

. J

Figure 1 — Prompts to set up the code summarization
assistant
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The system employs Qdrant as the underlying vector
database to support high-performance semantic code
search. Qdrant is selected for its efficient handling of
high-dimensional vector spaces, making it particularly
suitable for storing and querying dense embedding vec-
tors derived from code summaries. Its ability to perform
approximate nearest neighbor search using methods like
HNSW ensures fast and scalable similarity retrieval
across large codebases.

In addition to vector indexing, Qdrant offers real-time
filtering and payload-based queries, allowing search re-
sults to be refined using additional metadata without post-
processing overhead. This functionality is crucial for hy-
brid search systems that require filtering by attributes
such as file names, method names, or code block posi-
tions. As a result, Qdrant supports multi-modal retrieval
by combining semantic similarity scores with structured
filters.

The system stores not only the normalized embeddings
of summarized code chunks, but also custom metadata
(payload) including the full file path, the name and type
of the code block (e.g., class, method), and the corre-
sponding line range within the file. This enables precise
result mapping back to the original source files, as well as
advanced use cases such as highlighting specific lines or
linking results to developer tools [17]. The structure of the
Quadrant data record is shown in Fig. 2.

s N

|id

|fi|e path

|
|
| start line of block of code |
|

| end line of block of code

- /

Embeddings

‘ summary dense vector ‘

~

J

(. v

Figure 2 — A data structure for vector database Qdrant

In parallel to vector indexing, the system prepares the
indexed data for keyword-based search. Summaries of
code blocks, as well as additional metadata, are indexed
using Elasticsearch. This database is selected due to its
support for full-text search, fuzzy matching, BM25 rank-
ing, and scalable indexing capabilities. These features
make it particularly suitable for handling keyword queries
where precise or partial text matches are desired [18]. The
data structure is mostly the same as for vector database,
but instead of embeddings — summaries and tags are
saved.

By separating the vector-based search functionality
and the text-based search pipeline, the indexing phase
ensures that both retrieval modes can be executed inde-
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pendently and efficiently. When the code base is changed,
the system detects changes and re-generates summaries
with their dense vectors only for an updated file. It can
happen in the background once per some time range or
while a search happens if the system detects that the code
base has changed.

After this phase, the indexed codebase contains struc-
tured, searchable entries for each file, consisting of its
metadata, summaries and their dense vectors, and key-
word-indexed content. This structured representation sup-
ports fast and accurate retrieval in the subsequent stages
of the system. Fig. 3 illustrates the activity diagram of an
indexing phase.

The retrieval phase constitutes the core of the hybrid
search mechanism and is responsible for identifying rele-
vant source code blocks based on user-supplied natural
language queries. This phase integrates two parallel re-
trieval processes: traditional keyword-based search and
semantic vector-based search. Both processes operate
over the indexed representation of the codebase generated
during the previous phase to maximize the relevance and
completeness of the search results.

Upon receiving a natural language query, the system
performs keyword-based retrieval by submitting the query
to a full-text search engine, such as Elasticsearch. This
engine operates over the textual content indexed during

the indexing phase, particularly focusing on the code
block summaries and the generated semantic tags. Stan-
dard ranking techniques, including the BM25 scoring
function (10), are employed to identify documents that
contain direct lexical overlap with the query terms. This
retrieval path provides high precision, especially for que-
ries that include domain-specific keywords, identifiers, or
terminology that match the indexed content directly.

BM 25(d, q) =Zn:IDF(ti)-B(d,q).
i=1

(10)

In parallel, the system conducts semantic retrieval by
encoding the user query into a high-dimensional embed-
ding using the same embedding model employed during
indexing. In this case, the model used is OpenAl’s text-
embedding-ada-002, which produces vector representa-
tions that reflect the semantic meaning of the input text.
The resulting query embedding is then compared against
the stored file embeddings in a vector database using co-
sine similarity as the distance metric (11):

cos(éq, &) = &4 -&;, ”éq” = [éif =1.

(11)

The content length exceeds

Tinpul max 7

Y

Scan a file of code

Mo

Yes Split file into fixed-sized

chunks

All code chunks have
been processed?
Yes

Generate summaries of code
blocks with additional content
within the file using OpenAl API

€
ﬁ}

Generate summaries of code
blocks with additional content within
the chunk using OpenAl API

4
Enrich the current
summary with the

context from previous

summary

Generate embeddings for|
code block summaries
using text-emdedding-

ada-002 model

Save summaries, tags
and other metadata to
Elasticsearch database

v

Save embeddings with
metadata to Qdrant
vector database

®

Figure 3 — Activity diagram of indexing phase
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This retrieval path enables the system to capture con-
ceptual and contextual similarities between the query and
the code summaries, even when there is no direct lexical
correspondence.

The results from both retrieval paths are processed in-
dependently and can be returned as separate ranked lists
or integrated into a unified ranking. In cases where both
engines yield results for the same file, these results can be
merged, with ranking adjusted based on predefined
weighting or scoring strategies. Each retrieved file entry
includes associated metadata such as the file name, path,
summary, and optionally the top-matching tags or score
explanations from both retrieval methods (12):

S(bj) =a-BM25(q,d;) +
+(1-a)-cos(&q,&), a €[0,1],
Y =TopK ({bj € B|S(15)}).

(12)

The dual retrieval strategy enables the system to re-
spond effectively to a wide range of queries, from those
requiring strict keyword matches to those involving ab-
stract or concept-driven search intent. It also supports
fallback mechanisms in cases where one of the retrieval
paths returns no results or results of low relevance. This
phase concludes with the identification of candidate files
that are passed to the next stage of the pipeline for more
granular analysis and line-level code identification. Fig. 4
illustrates the activity diagram of a retrieval phase.

Following the retrieval of candidate source code
blocks through text-based and semantic search mecha-
nisms, the post-processing phase is responsible for nar-
rowing down the search results to the most relevant seg-
ments of code at a finer granularity. This stage is particu-
larly important when user queries pertain to specific func-
tional behavior or logic that is confined to specific code
lines, rather than the code block as a whole.

To enable this refinement, each retrieved code block is
further analyzed using an LLM, which operates on the full
content of it, its summary, and the original user query.

The objective of the model is to determine which parts of
the code are most likely to satisfy the semantic intent of
the query. This is achieved by prompting the model with
both the query and the block-level context, asking it to
identify and return the specific lines or regions of interest
within the code. If training or evaluation with ground
truth matches, we may define a binary relevance label
y; €{0,3} indicating whether code block f; is relevant to

query q, and predicted score ¥; =S(f;). We can evalu-
ate with binary cross-entropy loss:

n

L=-"[yilog(§;) + @~ y;)log(t- §i)]

i=1

(13)

The model receives as input the user’s natural lan-
guage query, the code block summary that was previously
generated and indexed, and the source code in a line
range.

Then, hybrid retrieval with a refinement is shown in
formula (14):

Y'={GPTR()|bj €Y}. (14)

Thus, the entire formula expresses that every code
block retrieved by the initial hybrid search is further re-
fined using LLM, and the resulting set contains the final,
context-aware, and human-readable answers that the sys-
tem returns to the user. This operation ensures that the
output is not just a ranked list of code blocks but a tar-
geted extraction of meaningfully relevant code fragments.

The prompt structure, which is represented in Fig. 5,
encourages the model to scan the code in context and lo-
cate logic segments that exhibit semantic alignment with
the query. In some cases, the model may return an exact
set of line numbers that correspond to the requested func-
tionality.

Accept user natural

Keyword-based search
in Elasticsearch

Y

.—) language code search

query

Generate embedding of
user guery using text-
emdedding-ada-002
model

Merge results
Search by summary

embeddings
using cosine similarity
in Qdrant

Y

Display results

Figure 4 — Activity diagram of retrieval phase
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[
{

"role": "system",
"content": "You are a code analysis assistant."
h
{
"role": "user",
"content": "Ananlyze a code block to identify which parts of
the code most closely match the following user query based on
the summary and give the line numbers of possible match"

h
{
"role": "assistant",
"content": "Provide me with a summary and source code"
h
{
"role": "user",
"content": "Summary: <code_block_summary>;
Source code: <source_code>
Line range is: <start_line_number> -
<end_line_number>"}
J J

Figure 5 — Example of prompts for code lines retrieving within a
post-processing stage

To optimize performance and reduce inference time,
only the most relevant results (typically the top five ac-
cording to the hybrid scoring function) are selected for
automatic refinement. The remaining results are excluded
from immediate processing and may be refined on de-
mand, based on user interaction. This selective approach
ensures scalability while still allowing detailed semantic
analysis when needed. Thus, the final formula of hybrid
search with refinement of top 5 the most relevant results
is presented (15):

Ytop :TopK(Y 15)1
Y’ ={GPTR(b;) | b; € Yiop}U

U{b; 1bj & (Y \Yiop )}

The granularity of analysis in this phase is intended to
improve the specificity and relevance of search results.
While previous stages identify files likely to contain rele-
vant content, this phase identifies and highlights the exact
implementation points within those files. The output of
this step may be a ranked list of method names, code ex-
cerpts, or line ranges, depending on how the model is
instructed and the formatting required for downstream
presentation. Fig. 6 illustrates the post-processing phase.

The proposed hybrid code retrieval method integrates
structured indexing, dual-mode retrieval, and LLM-
assisted post-processing to address the challenges of se-
mantic code search in large codebases. Beginning with
context-aware summarization and embedding during the
indexing phase, the system enables flexible querying
through parallel keyword-based and vector-based search
mechanisms. The retrieval process balances lexical preci-
sion and semantic understanding, while the final line-level
refinement phase leverages large language models to iso-
late the most relevant code fragments based on user in-
tent. Together, these components form a scalable and con-
text-sensitive search pipeline that supports both broad
discovery and fine-grained code navigation.

(15)

Select top 5 the most
relevant search results

o—

Y

Extract the program code
from code base according
to the numbers of start
and end line

Prompt OpenAl to refrieve
. | code lines precisely based
“| on provided summary and
program code

¥

Display start and end lines
of code

.

Figure 6 — Post-processing phase

4 EXPERIMENTS

To evaluate the applicability and effectiveness of the
proposed hybrid code search method, a set of experiments
was conducted using a real-world software codebase. The
system was implemented in a .NET-based environment,
incorporating components for indexing, vector storage,
text search, and OpenAl API integration for both summa-
rization and post-retrieval code refinement.

The primary goal of the experiments was to assess the
ability of the system to retrieve semantically relevant code
segments based on natural language queries. A test code-
base in the domain of service management was selected,
containing multiple classes and methods written in C#.
This environment enabled the evaluation of the pipeline
across different levels of abstraction — from file-level in-
dexing to line-level code extraction.

© Boiko V. 0., 2025
DOI 10.15588/1607-3274-2025-3-6

The indexing phase was implemented as a standalone
preprocessing utility that analyzed all .cs files in the
selected codebase. Each file was passed through a
summarization module based on OpenAl’s GPT-40
model. In cases where a file exceeded the input length
limitations, a recursive chunking strategy was applied,
and the final summary was constructed by aggregating
context-enriched chunk-level summaries.

The generated summaries were then embedded using
the text-embedding-ada-002 model, and the resulting
vectors were stored in a local instance of Qdrant, a high-
performance vector database. Simultaneously, the
summaries and metadata — including generated semantic
tags — were indexed using a locally hosted Elasticsearch
instance to support keyword-based retrieval.
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Natural language queries were submitted through a
simple web interface. Upon query submission, both text-
based search and embedding-based retrieval were
performed in parallel. Retrieved results were displayed to
the user along with cosine similarity scores and matched
summaries.

Following initial retrieval, the full source code of
selected files was passed to GPT-40 for code analysis.
The model was prompted with the original query and the
code block summary and instructed to return the most
relevant methods or code blocks in structured JSON
format, including estimated line numbers and explanatory
notes. This allowed for refined pinpointing of logic
relevant to the user’s intent.

A representative example query “Find places where
service orders are filtered by ID” was tested on the in-
dexed codebase. The system successfully retrieved a
method named SearchOrders located in the OrderSer-
vice.cs file. The post-processing phase highlighted the
exact lines performing filtering based on the Customerld
field. The result was presented with the matched method,
its position in the file, and a step-by-step explanation of
the code logic.

5 RESULTS

To evaluate the performance and responsiveness of the
implemented hybrid code search pipeline, a series of ex-
periments were conducted using a codebase consisting of
25 C# source files. The average file size was approxi-
mately 30-40 KB, and the files varied in structural com-
plexity, encompassing service classes, data repositories,
and utility methods. The objective of the evaluation was
to confirm the system’s ability to index, retrieve, and re-
fine relevant code fragments using the described key-
word-based, embedding-based, and LLM-assisted meth-
ods.

During the indexing phase, all files were successfully
processed without failure. Summarization of each file or
chunk (for larger files) was completed using the OpenAl
GPT-40 model, followed by embedding generation with
the text-embedding-ada-002 model. Vector data was
stored in a Qdrant instance running locally, while summa-
ries and tags were indexed using a local Elasticsearch
server.

To test retrieval performance, 10 queries were se-
lected, each representing typical developer requests such
as “Find where service orders are filtered by ID” or
“Show methods that generate auth tokens.” For each
query, both search paths were executed in parallel. On
average, the system returned relevant results within 0.90
to 1.0 seconds, including post-processing by GPT for line-
level code matching only for the most relevant results.

The average time for OpenAl API calls during post-
retrieval refinement was approximately 0.94 seconds,

while the combined time for vector search and keyword
search was under 500 milliseconds. These results indicate
that the system can operate within practical response
times suitable for interactive use. During testing, the stan-
dard Tier 1 subscription was used. In high-throughput
scenarios, batch processing or queuing would be neces-
sary to avoid exceeding request quotas.

To better understand the effectiveness of the proposed
hybrid code search method, a benchmarking comparison
(Table 1) was conducted against two baseline approaches:

—baseline A - traditional keyword-based retrieval us-
ing Elasticsearch with BM25 scoring;

—baseline B — embedding-only semantic search using
text-embedding-ada-002 vectors in Qdrant without key-
word filtering or refinement;

—proposed hybrid approach — parallel execution of
both search strategies, followed by GPT-based post-
processing for line-level code matching.

The evaluation dataset consisted of 10 developer-like
queries formulated in natural language. Relevance was
manually assessed by analyzing whether the retrieved
code matched the intended logic or functionality de-
scribed in the query. The evaluation was performed using
the following metrics:

—top-1 precision — if the top result was relevant;

—top-5 recall — the proportion of relevant items among
the top 5;

—MRR - average inverse rank of the first relevant re-
sult [19];

—average response time — total time to produce the fi-
nal result, including post-processing.

The hybrid approach significantly outperforms both
baselines in terms of retrieval quality, particularly for
queries with complex or abstract semantics. The use of
LLM-based summarization and refinement contributes to
higher Top-1 precision and MRR scores, demonstrating
the system’s ability to retrieve not only relevant files but
also the most accurate code segments within them.

While the hybrid method with refinement introduces
additional latency due to post-processing, the average
response time of approximately 0.94 seconds remains
within acceptable bounds for interactive search tasks and
it has been optimizing by handling a refinement of the
most relevant result and the rest of results are intended to
be processed on demand by user interaction. In compari-
son, embedding-only search is faster but occasionally less
precise due to the absence of textual disambiguation and
LLM refinement.

The results confirm the system’s ability to produce ac-
curate, context-sensitive, and developer-usable code
search outputs across a heterogeneous codebase while
maintaining acceptable execution times for all processing
stages.

Table 1 — Benchmarking comparison

Method Top-1 precision Top-5 recall MRR Average time (s)
Baseline A (BM25) 0.58 0.69 0.61 0.40
Baseline B (Embeddings) 0.75 0.88 0.80 0.28
Hybrid 0.91 1.00 0.92 0.94
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6 DISCUSSION

The proposed hybrid code retrieval method demon-
strates practical applicability for source code search
across large-scale and heterogeneous codebases. In com-
parison to prior research in code search and semantic re-
trieval [4-10], this approach eliminates the need for train-
ing custom models by leveraging general-purpose, pre-
trained language models. Unlike domain-specific models,
which often require fine-tuning on large, curated datasets,
the use of GPT-based APIs allows the system to remain
flexible and adaptable to a broad range of programming
styles and query types without retraining.

While custom-trained models may exhibit strong per-
formance in narrow domains, they often suffer from lim-
ited generalization when applied to unfamiliar codebases
or other programming languages. The hybrid method pre-
sented in this work benefits from the broad domain cover-
age and general language understanding embedded in
OpenAl’s GPT models, enabling it to interpret developer
queries more naturally and perform code summarization
in a context-aware manner.

An advantage of the system lies in its layered architec-
ture, which combines the precision of keyword-based
retrieval with the semantic depth of vector-based embed-
ding search. The addition of GPT-based post-processing
further enhances the system’s ability to localize relevant
code fragments within files, aligning search outputs with
user intent. The results of the experiments confirm that
the hybrid method achieves higher precision and recall
compared to standalone search methods, especially for
abstract or semantically rich queries.

However, the system also inherits limitations from its
reliance on external APIs. The OpenAl GPT models,
while highly capable, are constrained by token-based lim-
its and subscription-dependent rate quotas. These con-
straints may impact the scalability of the method in high-
throughput or real-time search scenarios. To mitigate this,
the system includes a chunking and recursive summariza-
tion strategy to handle large files, ensuring full coverage
of the codebase even when input sizes exceed model ca-
pacity.

Moreover, while the current pipeline performs well in
general software engineering contexts, future improve-
ments may involve domain-adaptive summarization or the
incorporation of static analysis techniques (e.g., AST
matching or control flow analysis) to further enrich search
quality. Another promising direction involves integrating
the hybrid method into development environments allow-
ing for contextual, in-line code discovery and reuse dur-
ing software maintenance or refactoring tasks.

CONCLUSIONS
The hybrid code search method was developed and
implemented as a solution that combines keyword-based
retrieval, vector-based semantic search, and LLM-driven
summarization and refinement. The system was tested on
real-world codebases and evaluated using standard search
effectiveness metrics to validate its practical applicability.
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The scientific novelty of the obtained results lies in
the integration of multiple retrieval modalities into a uni-
fied pipeline, enhanced by recursive summarization and
line-level reasoning via GPT model. The proposed
method introduces a structured, context-aware approach
to code retrieval, enabling semantic alignment between
developer queries and relevant code segments across a
large-scale codebase.

The practical significance of the obtained results is
reflected in the method’s ability to automate code re-
trieval tasks without relying on rigid structures or manu-
ally crafted rules. This flexibility allows developers to
search using natural language and receive highly relevant
results at both the file and method levels. The modular
architecture facilitates integration into software engineer-
ing workflows, development environments, and documen-
tation systems.

Prospects for further research include exploring op-
timization strategies to reduce dependency on API rate
limits and improve runtime performance in large-scale
deployments. Additional directions may involve the use
of static code analysis techniques, domain-adaptive sum-
marization models, and the expansion of hybrid retrieval
methods into other software engineering domains, includ-
ing automated documentation, test generation, and intelli-
gent code navigation tools.
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YJIK 004.93, 004.8
METO/I TAPAJIEJIbHOTI'O I'TEPHIHOI'O MMOMIYKY JIJISI BEJJUKHUX PEITIO3UTOPIIB KOAY

Boiiko B. O. — acucrent xadexnpu imkeHepil mporpamMHoro 3a0esrnedeHHss XMEIbHHUIBKOTO HaliOHAJIBLHOTO YHIBEpPCUTETY,
XMenpbHULbKUN, YKpaiHa.

AHOTALISA

AxTyanbHicTh. CydacHi IPOrpamMHi CHCTEMH MICTATh BEJIMKI KOIOBI 0a3H, 110 POOHTH MOUIYK KOAY KPHUTHYHO BaXKJIMBUM 3a-
BIAHHAM JIs1 PO3POOHUKIB MPOrpaMHOro 3abe3nedeHHs. TpaauiiiiHi MeTOIM MOIIYKY KOAYy CIIMPAlOThCS Ha CHIBCTABICHHS 3a KO-
YOBUMH CJIOBaMH a00 CTPYKTYPHHUH aHalli3, ajie 4acTo HE 3[aTHI BiTOOPa3UTH CEMaHTUYHHNA 3MICT 3aIUTiB KOPHCTYBaviB a00 MarOTh
Ipo0JIeMHU 3 HECTPYKTYpPOBAaHUM Ta HEIOCTIJOBHO 33JI0KyMEHTOBaHHM KojoM. OCTaHHIM 4acoM CeMaHTHYHMI BEKTOPHMH MOIIYK i
Benrki MoBHI Mogeni (LLM) nmokasany nepcriekTHBY B ITOKpAIeHHI po3yMiHHS Koay. IIpoGiiema mossrae B po3po0ii MacmTaboBa-
HOTO, TOYHOT'O Ta IiOPHIHOTO0 METOIy HOIIYKY KOAY, 3JaTHOTO 3HAXOIMTH BiINOBiIHI ()parMEHTH KOIY Ha OCHOBI SIK TEKCTOBHX
3aMUTIB, TaK | CEMAHTUYHOTO KOHTEKCTY, IIPH IIbOMY IiITPHUMYIOUH NapajeiabHy 00poOKy Ta HOIIYKYy Ha OCHOBI METaJaHUX.

Meta podoTn — po3pobka ribpuaHOro METOAy CEMaHTHYHOIO MOUIYKY KOy LUIIXOM KOMOiHyBaHHS (GinbTparil 3a KIFOUOBUMU
CJIOBaMH Ta IOLIYyKY Ha OCHOBI BOYZOBaHHUX MPEJICTABIICHb, JJOIIOBHEHOTO CyMapH3alli€lo Ta CEMaHTHYHUMHU TeraMy, 3reHePOBAHUMHU
3a gomomoror LLM mist minBUIIEHHS TOYHOCTI Ta €()eKTHBHOCTI MOIIYKY BiATIOBIIHMX €IEMEHTIB KOAY y BEUKHX KOJOBHX PEIo-
3UTOPISX.

Metona. st JOCATHEHHS! METH TOCIIPKEHHS pO3pO0JICHO METO IOIIYKy 3 JBOMA IIIIXaMH 3 IOCT-00p0oOKOI0, /Ie TIONIyK 3a Te-
KCTOBHMH KIIFOUYOBHMH CJIOBaMH Ta IOIIYK Ha OCHOBI BOYZOBYBaHMX CEMAHTHYHUX NIPEACTABICHb BUKOHYIOTECS MapajeibHo. bioku
KOJly TIoIepeHbo 00poOisitoThes 3a qoromoroto GPT-40 mozeni [uist reHepyBaHHs CyMapH3allii Ta CeMaHTHYHUX TETiB.

Pe3yasTaTn. Mertox peanizoBaHo Ta nepeBipeHo Ha komoBiid 6a3i .NET, 1o nmpoaeMoHCTpyBaio MokpaiieHy TOUHICTh IPH 3Ha-
XO/KEHHI CEMaHTHYHO pesieBaHTHHX MeroniB. KoMmOiHalisi mapaienbHUX HUIXIB MOLIYKY Ta METaaaHHX, 3reHepoBaHux LLM, mo-
Kpamiwia sIKicth pesysbTatiB. {1 MiABUIICHHsS pejieBaHTHOCTI Oyno 3actocoBaHo LLM-mocToOpoOky sika BHKOHYETHCS Haj
HAHOLTBII pENeBAaHTHHUMHU pE3yJbTaTaMH, IO IO3BOJIAE TOYHIIIE JIOKANI3yBaTH HOTPIOHI PSIOKM KOAY B MeXax 3HaHAEHHX
¢parmenTiB. [HII pe3ynpTaT MOKYTH OyTH 0OpPOOJICHI HA BUMOTY KOPHCTYBaya.

BucnoBku. ExcriepuMeHTanbH1 pe3ynbTaTd MiATBEPIIIN IpaIe3IaTHICTh Ta MPAKTUYHY 3aCTOCOBHICTh 3alIPOIIOHOBAHOI Ti0pH-
JHOT CHCTeMH IoNTyKy Koay. MopyiibHa apXiTeKTypa CHCTEMH MiATpUMy€e pododi mponecy po3poOHUKIB B pealIbHOMY Haci, a i po3-
IIAPIOBAHICT JJO3BOJISE BIIPOBAPKYBAaTH MalOyTHI ITOKpaNIeHHs Yepe3 akTHBHE HABUaHHS Ta 3BOPOTHUH 3B 530K BiJl KOPHUCTYBaUiB.
IMomanbmi oCHiKeHHsT MOXYTb OyTH CIIPSIMOBaHI Ha ONTHMI3allilo cTpareriii BuOopy BOYIOBaHMX HPEICTABIICHB, IHTETPaLlilo aB-
TOMaTUYHOTO NepehopMaTyBaHHs 3aIUTIB Ta MaciiTabyBaHHs y 6araTOMOBHUX KOJOBHX CEpPEIOBHILAX.

KJIIOYOBI CJIOBA: ribpuanuii mouryk Kojay, BEKTOPHHH MOIIYK, CEMaHTH4HI BOYIOBYBaHHs, CyMapu3allis KOIy, MeTa/iaHi,
srenepoBati LLM, kocuHycHa cX0XKiCTh, TEKCTOBA PEJICBAHTHICTb, MOUIYK KJIACIB Ta METOIB, iHACKCYBaHH] Ha OCHOBI KJaciB, iH-
JKEHEPis IPOTrPaMHOTO 3a0e3MeYeHHS.
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ABSTRACT
Context. Semantic segmentation plays a critical role in computer vision tasks such as autonomous driving and urban scene
understanding. While designing new model architectures can be complex, improving performance through ensemble techniques
applied to existing models has shown promising potential. This paper investigates ensemble learning as a strategy to enhance
segmentation accuracy without modifying the underlying U-Net architecture.
Objective. The aim of this work is to develop and evaluate a homogeneous ensemble of U-Net models trained with distinct
initialization and data augmentation techniques, and to assess the effectiveness of various ensemble aggregation strategies in

improving segmentation performance on complex urban dataset.

Method. The proposed approach constructs an ensemble of five structurally identical U-Net models, each trained with unique
weight initialization and augmentation schemes to ensure prediction diversity. Several ensemble strategies are examined, including
softmax averaging, max voting, proportional weighting, exponential weighting, and optimized weighted voting. Evaluation is
conducted on the Cityscapes dataset using a range of segmentation metrics.

Results. Experimental findings demonstrate that ensemble models outperform individual U-Net instances and the baseline in
terms of accuracy, mean loU, and specificity. The optimized weighted ensemble achieved the highest accuracy (87.56%) and mean
loU (0.6504), exceeding the best individual model by approximately 3%. However, these improvements come with a notable
increase in inference time, highlighting a trade-off between accuracy and computational efficiency.

Conclusions. The ensemble-based approach effectively enhances segmentation accuracy while leveraging existing model
architectures. Although the increased computational cost presents a limitation for real-time applications, the method is well-suited for
high-precision tasks. Future research will focus on reducing inference time and extending the ensemble methodology to other

architectures and datasets.

KEYWORDS: convolutional neural network, semantic segmentation, U-Net, ensemble learning, data augmentation techniques,

model initialization, Cityscapes, urban scenes.

ABBREVIATIONS
CNN is a convolutional Neural Network;
U-Net is a U-shaped network architecture;
ELU is an Exponential Linear Unit;
ReLU is a Rectified Linear Unit;
loU is a Intersection over Union;
Mean loU / mloU is a Mean Intersection over Union;
TP is a True Positive;
FP is a False Positive;
FN is a False Negative;
TN is a True Negative;
RGB is a Red Green Blue.

NOMENCLATURE

F(X) is a convolutional neural network performing
semantic segmentation;

X is an input image space;

Y is an output segmentation map (label space);

X is an input image;

y is a ground truth segmentation map;

H is a height of the input image;

W is a width of the input image;

C is a number of channels of the input image;

y is a predicted segmentation output;

argmaxy is a predicted class;
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Cj is a segmentation class;

F(x) is a prediction of the U-Net model in the
ensemble;

w; is a weight assigned to the model in the ensemble;

E(X) is an ensemble output;

Vfina IS @ final predicted class map from the
ensemble;

Metric is a segmentation metric;

accuracy is an accuracy of a model,

T(R) is an inference time of the model;

T(E) is a total inference time of the ensemble;

loU is an intersection over union;

N is a normal distribution with mean;

w is a variance;

a is a displacement intensity in elastic deformation;

o is a standard deviation of Gaussian noise;

w is an ensemble weight vector;

fan_in is a number of input units;

fan_out is a number of output units.

INTRODUCTION
Deep learning has made impressive strides in image
segmentation, especially when it comes to parsing
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complex urban scenes. This task is essential for
technologies like autonomous vehicles, smart traffic
systems, and overall city infrastructure management. A
widely recognized benchmark in this domain is the
Cityscapes dataset [1], known for its high-resolution,
finely annotated road scene images that have become
standard for evaluating model performance.

Architectures like U-Net have shown strong results in
semantic segmentation, yet they still struggle with
generalizing across varying conditions — think changes in
lighting, weather, or city layouts. To mitigate these issues,
ensemble learning has emerged as a valuable approach.
By merging predictions from multiple models, it boosts
accuracy and stabilizes results. While traditional
ensemble methods often mix different types of models
[2], a homogeneous ensemble — where multiple U-Net
models are trained separately — offers a balance between
performance and efficiency. This diversity, introduced
through unique initializations and data augmentations,
helps improve outcomes without the added complexity of
mixing architectures.

In this work, we investigate several homogeneous
ensembling techniques — such as averaging, max pooling,
and weighted voting — to see how each impacts
segmentation results. We propose a U-Net-based
ensemble tailored for urban image segmentation, using
distinct augmentation and initialization variations, and run
experiments to evaluate its effectiveness. Our analysis
includes comparisons of accuracy, speed, and
computational overhead to weigh the trade-offs of each
method.

The object of study in this research is semantic
segmentation of urban scenes, specifically focusing on the
challenges posed by varying environmental conditions,
such as changes in lighting, weather, and occlusions. The
study is conducted using the Cityscapes dataset, which
provides high-resolution images of complex urban
environments with 34 semantic classes.

The subject of study is the method of constructing
homogeneous U-Net ensembles to improve the accuracy
and robustness of semantic segmentation in urban
environments. This includes exploring different ensemble
strategies to enhance generalization across diverse scenes
while maintaining computational efficiency.

The purpose of this work is to improve the
generalization ability of U-Net models for urban scene
segmentation by leveraging networks homogeneous
ensembling. The study aims to demonstrate that a
homogeneous ensemble of multiple U-Net models can
achieve higher segmentation accuracy and robustness
compared to a single U-Net, particularly in conditions
found in real-world urban environments.

1 PROBLEM STATEMENT
Formally, the semantic segmentation task can be
described as a pixel-wise classification problem, where
the goal is to assign each pixel of an input image to one of
the predefined semantic classes.
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Let the input image be denoted as Xxe X, where
X < RTWXC  The output segmentation map is denoted
as yeY, where Y cz™W and each pixel value

corresponds to a class label from the set of predefined
classes C ={c,c5,...,Ck }-
The model is a functionF: X —Y , implemented

using a deep convolutional neural network architecture,
particularly U-Net. The output of the model is a

probability  tensor § = F(x) e [0 WK and  the
predicted class for each pixel is obtained by:

9i,j =argmax F(X)i,j,k .
keC

Let’s define a set of n trained models {Fl,Fz,...,Fn}
each producing a prediction §; = F(x). We define the
ensemble function E as a weighted combination of the

n n
model outputs E(x) =) w;F(x), subject to > w; =1,
i=1 i=1
w; >0. The final prediction is obtained by taking the
argmax over the ensembled output:

Y final = argmax E(X); j -
keC

The objective is to find the optimal weight vector
w=(W,W,,...,W,) such that the ensemble prediction

maximizes a chosen segmentation quality metric, such as
the mean Intersection over Union (mloU):

n
max Metric(E(x),y), D w; =1, w; >0.
W i=1

Additionally, due to hardware limitations, inference
must be performed on a CPU-based system, where
parallel execution is not available, and models are
evaluated sequentially. Let T(F) denote the execution
time of model F;. The ensemble execution time is

therefore:
n
T(E) =) T(R).
i=1

The constraint is to keep inference time within an
acceptable range T, defined based on application
requirements:

T(E) < Thax -
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2 REVIEW OF THE LITERATURE

Image segmentation [3] plays a key role in computer
vision, and in robot vision, aiming to identify and outline
objects within an image. Traditional methods - like
thresholding [4], region growing [5], and edge detection
[6] — have largely given way to deep learning-based
approaches [7-9], which excel at learning layered features
and handling complex textures.

Among deep learning models, Convolutional Neural
Networks (CNNs) [10] have become the backbone of
many segmentation tasks. Fully Convolutional Networks
(FCNs) [11] were among the earliest deep models to
perform pixel-level classification, showing the potential
of CNNs in segmentation. Yet, U-Net [12] — a fully
convolutional  encoder-decoder design  with  skip
connections — has emerged as the preferred choice,
especially in biomedical applications. Its symmetric
structure allows it to retain spatial details, making it
particularly suitable for use cases like autonomous
driving. Enhanced versions, such as Attention U-Net [13]
and Residual U-Net [14], add mechanisms for better
feature focus and improved performance in complex
datasets.

Despite its strengths, U-Net and other single-model
architectures often face challenges in generalizing across
varied datasets. Differences in image quality, noise, and
structural variations can lead to inconsistent results. These
issues have encouraged the adoption of ensemble learning
to boost consistency and resilience.

Ensemble learning has long been explored as a way to
enhance model reliability by combining multiple learners.
Techniques like bagging [15], boosting [16], and stacking
[17] have shown success in improving generalization
through model diversity. Ensemble learning has
demonstrated strong performance improvements across a
variety of machine learning tasks even beyond computer
vision. For instance, in time series forecasting [18],
authors proposed an ensemble of adaptive predictors
capable of real-time learning on multivariate non
stationary sequences. In segmentation, deep learning
ensembles are typically either heterogeneous or
homogeneous.

Heterogeneous ensembles [19], which mix various
model types, can improve accuracy by capturing different
feature perspectives. However, this comes at the cost of
greater computational demands and system complexity.
Homogeneous ensembles [20], on the other hand, use
multiple instances of the same architecture, each trained
under varied conditions — such as different initializations,
hyperparameters, or data augmentations. Research [21]
suggests that such homogeneous setups can match or even
surpass heterogeneous ensembles, all while remaining
more efficient.

Several studies illustrate the promise of ensembling in
segmentation. One work combined 3D CNNs for brain
lesion detection [22], demonstrating reduced uncertainty
through model fusion. Another leveraged a U-Net
ensemble trained with diverse loss functions to improve
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lung nodule segmentation [23]. These examples underline
the benefits of ensembles in reducing prediction variance
and improving robustness.

The importance of adaptivity in visual systems has
been emphasized not only in segmentation architectures
but also in image preprocessing approaches. For example,
Smelyakov et al. [24] developed an adaptive image
enhancement model for robotic vision systems, enabling
real-time responsiveness to variable environmental
conditions.

The existing literature consistently shows that
ensemble learning enhances both the accuracy and
stability of segmentation models. While many studies
have tested different ensemble strategies, few have taken
a detailed look at the trade-offs between segmentation
accuracy and scalability. Building on previous findings,
this paper proposes a homogeneous ensemble of U-Net
models, each trained with unique weight initializations
and augmentation schemes, using optimized voting
strategy. Various inference methods are evaluated to
better understand how ensemble design choices affect
segmentation performance and efficiency.

3 MATERIALS AND METHODS

The Cityscapes dataset serves as a large-scale
benchmark tailored for urban scene understanding,
particularly focusing on tasks such as semantic
segmentation, instance segmentation, and depth
estimation. It  features  high-resolution  imagery
(2048x1024 pixels) captured from a vehicle-mounted
camera as it navigates through 50 cities across Germany,
Switzerland, and France. These images encompass a wide
range of environmental conditions, including various
weather scenarios and lighting settings throughout the
day, thereby providing a comprehensive dataset for
evaluating and training deep learning models used in
autonomous driving and urban analysis.

This dataset contains 5.000 finely annotated images,
distributed across 2.975 for training, 500 for validation,
and 1.525 for testing, with annotations for the test set not
publicly available. Additionally, it offers 20.000 coarsely
annotated images as a supplementary resource. The
annotation schema spans 34 semantic categories,
including classes such as roads, buildings, vegetation,
vehicles, pedestrians, and traffic signs. Each pixel in the
finely annotated set is labeled with a semantic class,
allowing for precise pixel-wise learning. Due to its
detailed labeling, high resolution, and inherent class
imbalance, the Cityscapes dataset has become a gold
standard for evaluating segmentation models like U-Net.
Given these challenges, leveraging a homogeneous
ensemble of U-Net models offers a promising approach to
improving segmentation performance by reducing
variance and enhancing generalization, particularly in
urban environments with fine-grained structures, dynamic
lighting, and frequent occlusions.

To bolster the generalization capacity of the
homogeneous U-Net ensemble, a diverse range of data
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augmentation strategies was applied, with each of the five
networks in the ensemble trained using a distinct
transformation method. This approach promotes the
learning of unique and complementary feature
representations  across models, thereby reducing
overfitting and enhancing robustness on the Cityscapes
dataset. Augmentations were chosen to simulate real-
world visual variability while preserving the fundamental
structure and semantics of objects within the scene. Urban
environments naturally involve variations in object
distance, camera perspective, noise, occlusion, and image
distortion. Therefore, the selected augmentations were
designed to reflect these real-world variations while
maintaining semantic integrity.

Scaling was applied by randomly resizing input
images within a predefined range. This helped the model
develop scale-invariant features, which are critical for
segmenting objects appearing at varying distances from
the camera. Rotation was used to introduce random
angular transformations, enhancing the model's ability to
recognize and segment objects regardless of orientation —
a common challenge in dynamic urban settings. Affine
transformations, including shearing, translation, and
reflection, were incorporated to introduce spatial diversity
without disrupting the essential spatial structure of
objects, thereby encouraging the model to generalize
better under changes in viewpoint or alignment. One
network in the ensemble was trained using elastic
deformation, a technique adapted from medical imaging
applications. This method simulates local, nonlinear
distortions within the image, which is particularly useful
for modeling real-world deformations in classes like
pedestrians or vehicles, which often exhibit variable
shapes and poses. Gaussian noise was added to simulate
sensor noise, compression artifacts, and environmental
distortions. This augmentation made the model more
resilient to unpredictable visual noise and inconsistencies
present in real-world imagery.

By assigning a unique augmentation strategy to each
model, the ensemble was exposed to a broad spectrum of
visual conditions. This diversity in learning experiences
encouraged the models to acquire distinct yet
complementary internal representations. Consequently,
the ensemble could capture a wider range of features and
generalize more effectively across complex urban scenes
with challenging visual variability.

To improve training stability and ensure convergence
across the homogeneous ensemble, each U-Net model
was initialized using a distinct weight initialization
technique. The importance of proper initialization in deep
neural networks is well-established, particularly in
preventing vanishing or exploding gradients, enhancing
learning efficiency, and improving generalization
performance. In this work, five different initialization
strategies were employed: Glorot Normal, He Uniform,
Orthogonal Initialization, LeCun Normal, and Random
Normal.
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The Glorot Normal method [25], also referred to as
Xavier Normal, initializes weights from a truncated
normal distribution centered at zero, with variance scaled
based on both the number of incoming and outgoing
connections. Weights are initialized by sampling from a
truncated normal distribution centered at 0 with a standard

deviation of;
2
o= |[——mmF.
fan_in +fan_out

This technique helps maintain a balanced variance of
activations across layers, which is particularly beneficial
when using sigmoid or tanh activation functions.

He Uniform initialization [26], designed for networks
employing ReLU activations, samples weights from a
uniform distribution scaled by the number of input units.
This ensures that activations are well-scaled during
forward propagation, improving training stability in deep
architectures. Weights are initialized by sampling from a
uniform distribution within [-limit, limit], where:

Iimitzf 6_ .
fan_in

Orthogonal Initialization involves generating weight
matrices that form an orthogonal basis, typically achieved
through QR decomposition of randomly generated
matrices. This approach helps preserve information flow
during both forward and backward passes, making it
especially effective for deep convolutional models.
Weights are initialized by generating a random matrix and
applying QR decomposition to obtain an orthogonal
matrix. Specifically, for a weight matrix W =QxR .

LeCun Normal initialization [27] is similar in concept
to Glorot Normal but scales weights based solely on the
number of input units, offering improved stability for tanh
and sigmoid-based networks of moderate depth. Weights
are initialized by sampling from a truncated normal
distribution centered at O with a standard deviation of:

/ 1
o= — .
fan_in

Finally, one network was initialized using a Random
Normal distribution with manually specified mean and
standard deviation, providing a baseline for comparing the
effectiveness of more sophisticated initializers. Weights
are initialized by sampling from a normal distribution:

W ~ N(u,cz).

The assignment of initialization methods to specific
augmentation strategies was done purposefully to enhance
model  diversity and learning dynamics. For
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augmentations that alter spatial characteristics — such as
scaling or affine transformations - initialization
techniques like Glorot Normal and Orthogonal
Initialization were chosen, as they preserve activation
variance even under substantial input variation. Rotation-
based augmentations, which introduce directional shifts
without distorting spatial structure, were paired with He
Uniform initialization due to its suitability for RelLU-
based networks and its ability to facilitate rapid early
learning. Elastic deformation, which applies localized and
nonlinear distortions, was combined with LeCun Normal
initialization, providing a low-variance starting point that
helps avoid overfitting in early training phases. The
combination of Gaussian noise augmentation and Random
Normal initialization introduced variability both at the
data and model initialization level, offering a useful
control scenario for measuring the effects of structured
randomness.

This strategic pairing of augmentations and
initializations promoted heterogeneity in  feature
representations and error patterns across the ensemble,
which is essential for achieving high segmentation
accuracy through ensemble learning. The result is a more
resilient and generalizable model, capable of handling the
diverse challenges inherent in urban scene segmentation.

To establish a baseline for evaluating the effectiveness
of the proposed homogeneous U-Net ensemble, a standard
U-Net model was implemented. This model, widely
recognized in semantic segmentation tasks, is particularly
well-suited for applications involving urban scenes, such
as those found in the Cityscapes dataset. The U-Net
architecture (Fig. 1) adopts a symmetric encoder-decoder
structure, which enables accurate pixel-level classification
— an essential capability for high-resolution urban
segmentation.

Figure 1 — Unet baseline acrhitecture

The network’s architecture is composed of two main
components. The encoder, also known as the contracting
path, systematically reduces the spatial dimensions of the
input image while extracting progressively higher-level
features. Each block in the encoder includes two
convolutional layers followed by Batch Normalization
and ReLU activations, with Max Pooling layers applied
between blocks to downsample the feature maps. At each
stage of downsampling, the number of feature channels
doubles, beginning from 64 and reaching up to 1024,
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allowing the model to learn
representations of the input scene.

In the decoder, or expanding path, the spatial
resolution of the feature maps is gradually restored using
transposed convolutions. To retain fine-grained spatial
information lost during the encoding process, skip
connections linking corresponding layers between the
encoder and decoder. After each upsampling step, the
upsampled feature map is concatenated with its encoder
counterpart, followed by two convolutional layers and
Batch  Normalization, which further refine the
segmentation outputs. The network concludes with a 1x1
convolutional layer that projects the final feature map to
the desired number of segmentation classes, and a
softmax activation function is applied to produce the class
probabilities for each pixel.

The baseline model is configured to accept input
images of size 256x256x3, with a total parameter count
of approximately 35.8 million. Training was conducted
using categorical cross-entropy as the loss function,
optimized with the Adam algorithm and an initial learning
rate of 0.001. The training set was processed in mini-
batches of 16 images, and the network was trained for up
to 30 epochs, with early stopping triggered based on the
validation loss to prevent overfitting.

This baseline U-Net model serves as a reference point
against which the ensemble approach is assessed. By
comparing its performance with that of the ensemble —
composed of multiple U-Net variants trained with
different augmentation strategies and initialization
schemes — it becomes possible to quantify the benefits of
ensemble learning in enhancing segmentation accuracy
and robustness.

To improve segmentation accuracy and enhance the
generalization capabilities beyond what a single U-Net
model can offer, an ensemble of five U-Net networks was
constructed. While all five models shared the same
architectural design as the baseline U-Net, they differed in
their training setup through distinct combinations of
weight initialization and data augmentation strategies.
This intentional diversification enabled the ensemble to
learn a wider array of feature representations, ultimately
leading to stronger performance on complex urban
segmentation tasks within the dataset.

The diversity within the ensemble was introduced
through two complementary mechanisms. The first
involved using different weight initialization schemes for
each model, which encouraged unique learning dynamics
by altering the starting conditions of training. The
initializers applied — Glorot Normal, He Uniform,
Orthogonal, LeCun Normal, and Random Normal — each
influenced the convergence path in different ways,
thereby promoting model independence and reducing the
risk of all networks settling into similar local minima. The
second mechanism of diversification relied on data
augmentation. Each U-Net model was trained using a
specific transformation technique — ranging from scaling
and rotation to affine transformation, elastic deformation,
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and Gaussian noise. These augmentations simulated a
variety of real-world conditions found in urban
environments, compelling each network to adapt to
distinct types of variability, which in turn increased the
ensemble’s robustness to unseen data.

To combine the outputs from the ensemble, multiple
prediction aggregation strategies were explored, each
offering a different method of consolidating the networks’
decisions. The first approach involved averaging the
softmax probability outputs of each model on a pixel-wise
basis. This method smoothed out individual
inconsistencies and allowed the final segmentation map to
reflect a balanced consensus across all predictions. An
alternative strategy employed a maxing operation,
selecting the highest softmax probability across the
ensemble for each pixel. This method emphasized high-
confidence predictions by giving more weight to
confident outputs from any individual model.

Beyond these basic ensemble strategies, a more
refined weighted voting method was developed to
optimize how each model contributed to the final output.
Here, the influence of each network was proportional to
its validation accuracy, ensuring that more reliable models
had a stronger impact on the final segmentation results.
To further refine this weighting scheme, an exponential
scaling mechanism was introduced, amplifying the
contributions of the top-performing models while still
allowing all ensemble members to participate in the
decision-making process. This balance maintained the
diversity benefits of ensembling while increasing the
precision of the final predictions.

To optimize the distribution of weights among the
models, a grid search procedure was performed. Rather
than assigning equal weights, the goal was to identify the
optimal weight vector w=[w1,w2,...,wN] that would yield
the highest segmentation accuracy, as measured by the
Dice score across the entire validation set. This
optimization process ensured that the ensemble not only
leveraged the strengths of individual models but also fine-
tuned their contributions to achieve maximal overall
performance.The ensemble prediction is computed as a
weighted sum of the individual model predictions:

YA= WIPI

=

1

To ensure model contributions remain meaningful and
balanced, we enforce the following constraints on the
weights:

N
OSWi <1, ZWi ~1.
i=1

This formulation prevents any single model from
dominating the ensemble while allowing flexibility for
weight adjustments.

© Hmyria I. O., Kravets N. S., 2025
DOI 10.15588/1607-3274-2025-3-7

The optimization process seeks to maximize the dice
score:

Z%Ul ~Y,\i)+€
Dice(Y,Y) = i1

DY +Z\f+s.

i=1 i=1

We define the objective function as:

2%(Yl 'Y’\i)+8

max i=1

w N N . ’
ZYi +2Yi +&
i=1 i=1

We wuse constrained numerical optimization or
Powell’s method [28] to solve for the optimal weight
vector.

4 EXPERIMENTS

The experiment was conducted using the Cityscapes
dataset, which was divided into 2,975 training images and
500 for validation. To ensure consistency, all input
images were resized and normalized prior to training,
enhancing numerical stability and model convergence.
The dataset was also shuffled randomly to avoid any
learning bias, and mini-batches of size 16 were used to
optimize computational efficiency.

For the baseline, a standard U-Net model was
deployed without explicit weight initialization — weights
were set to zero by default. The Exponential Linear Unit
(ELU) activation function was used throughout the
network to support better gradient flow and accelerate
convergence in deeper layers. An early stopping strategy
was applied, halting training automatically once the
validation loss ceased to improve, thus preventing
overfitting and reducing computational overhead.

Performance was evaluated using a suite of metrics,
including Mean Intersection over Union (Mean loU),
pixel accuracy, precision, sensitivity, and specificity.
These metrics offered a comprehensive view of model
performance, capturing both pixel-level accuracy and
class-level segmentation effectiveness. This baseline
served as a critical reference point for assessing the
effectiveness of the proposed homogeneous ensemble
approach.

The first ensemble model maintained the baseline
architecture but introduced Glorot Normal initialization to
ensure balanced activation variance across layers. The
activation function was switched to sigmoid to produce
smoother probability maps suitable for segmentation
tasks. Additionally, scaling augmentation was applied,
randomly zooming input images to simulate changes in
object size and distance. These modifications aimed to
improve stability, generalization, and robustness to scale
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variance while preserving compatibility with the overall
ensemble structure.

The second U-Net also retained the base architecture
but employed He Normal initialization, tailored for ReLU
activations, to facilitate deeper gradient flow. Rotation-
based augmentation was introduced, with input images
randomly rotated up to 30 degrees to simulate real-world
changes in camera angle. Nearest-neighbor interpolation
was used to maintain pixel quality. This configuration
allowed the model to develop rotation-invariant features,
enhancing its performance in  dynamic urban
environments.

The third model applied Orthogonal initialization to
promote stable training by preserving variance throughout
deep layers, in conjunction with ELU activation to
support gradient propagation. Affine transformations —
including translation, scaling, shearing, and minor
rotations — were used as augmentations to introduce
spatial diversity. This combination encouraged the model
to learn features invariant to subtle spatial distortions
typical in real-world imagery.

The fourth model employed LeCun Normal
initialization, optimized for tanh activations, and was
paired with Elastic Deformation as the augmentation
technique. By introducing smooth, localized warping
through parameterized displacement fields (a = 10, ¢ = 4),
the model became better equipped to generalize across
irregular object shapes and occlusions. This setup enabled
the model to develop fine-grained sensitivity to structural
deformations commonly seen in urban environments.

The final U-Net used Random Normal initialization to
introduce variability in early learning trajectories.
Gaussian noise was added to the input during training to
simulate sensor-level imperfections, using a standard
deviation of ¢ = 0.05. The ELU activation function was
retained to aid in stable convergence. This model served
to improve robustness under noisy conditions, rounding
out the ensemble with additional stochastic diversity.

Upon training the five U-Net models, they were
integrated into a homogeneous ensemble to capitalize on
their individual strengths and improve segmentation
accuracy, robustness, and generalization. To achieve this,
three distinct ensemble strategies were explored:
averaging, maxing, and weighted voting — each offering a
different method for aggregating pixel-wise predictions.

In the averaging ensemble, the probability
distributions generated by each model were averaged for
every pixel. This approach mitigated the noise and
uncertainty present in individual model outputs, yielding
smoother and more balanced segmentation maps. It was
particularly effective at improving generalization by
consolidating diverse prediction patterns across the
ensemble.

The maxing ensemble took a different approach,
selecting the highest softmax probability across all five
models for each pixel. This strategy emphasized confident
predictions, allowing the most certain model to determine
the final class decision per pixel. While this method
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enhanced decisiveness, it also introduced the risk of
amplifying isolated high-confidence errors, depending on
the reliability of individual networks.

To further refine prediction quality, a weighted voting
ensemble was implemented. Here, each model’s
prediction was weighted according to its validation
performance. The first weighting scheme assigned
weights proportional to each model’s validation accuracy,
allowing higher-performing models to contribute more
significantly to the final segmentation output.

The second approach used exponential scaling,
amplifying differences between strong and weak models
by applying an exponential function to the accuracy
scores. This method increased the influence of top
performers while still preserving the diversity contributed
by other networks. Finally, a grid search optimization was
conducted to identify the optimal weight vector

W =[W,, W,,..., W, ]. This involved evaluating different

weight configurations on a subset of 10 validation images.
The aim was to maximize the Dice score across the
ensemble, ensuring that the final weighted output
delivered the highest possible segmentation accuracy.

5 RESULTS

Once the ensemble models were constructed and
integrated using the proposed aggregation strategies, a
comprehensive evaluation was carried out to compare
their performance against the baseline U-Net. This
analysis focused on measuring segmentation accuracy,
generalization, and robustness across both individual and
ensemble models. All models were tested on the same
validation set using consistent evaluation metrics, which
included Mean Intersection over Union (Mean loU), pixel
accuracy, precision, sensitivity, specificity, and execution
time measured in seconds per image. This consistent
methodology ensured a fair comparison and provided a
granular understanding of how each configuration
performed. The training accuracy graph (Fig. 2) illustrates
the learning progression of multiple U-Net models
compared to the baseline over 25 epochs.

0.9
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Ensemble models
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— Unet-5
— Baseline
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Figure 2 — Training accuracy across networks

Training accuracy trends revealed that all models
experienced a rapid increase in performance within the
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first five epochs, reflecting effective initial feature
learning from the dataset. The baseline U-Net, though
following a similar pattern, consistently trailed behind the
other models. Among the ensemble components, U-Net-2
and U-Net-3 achieved the highest accuracy throughout
training, indicating their ability to extract and generalize
critical features. U-Net-5, on the other hand, consistently
recorded the lowest accuracy, suggesting challenges in
learning effective feature representations. By epoch 15,
most models began to converge, with accuracy
improvements tapering off and stabilizing near the 90%
mark — except for U-Net-5 which continued to
underperform. The baseline model remained consistently
below the performance of all U-Net variants, reaffirming
the benefits introduced by tailored augmentation and
initialization strategies in the ensemble.

The graph Fig. 3 illustrates the validation accuracy of
different U-Net models and the baseline over 25 epochs.
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Figure 3 — Validation accuracy across networks

Validation accuracy followed a similar trajectory,
offering further insight into the generalization capabilities
of each model on unseen data. All models showed sharp
improvements in validation accuracy during the initial
training phase, mirroring their training performance. U-
Net-2, U-Net-3, and U-Net-4 achieved the highest early-
stage validation scores, indicating robust learning
dynamics and generalization from augmented and well-
initialized architectures. In contrast, U-Net-5 lagged
significantly behind, maintaining a noticeably lower
accuracy curve throughout training. The baseline model
started with low initial accuracy but gradually improved,
though by the fifth epoch, all U-Net variants had
surpassed it. This confirmed the value of ensemble
diversification  strategies in  enhancing  model
generalization.

By the end of training, the validation accuracy of most
U-Net models converged between 82% and 84%, while
the baseline plateaued slightly below this range. U-Net-5
remained a notable outlier, stabilizing around 57%, which
suggests either insufficient regularization or overfitting to
the training data. After epoch 10, most models displayed
stable accuracy with minimal variation, indicating
convergence. U-Net-2 and U-Net-3 maintained superior
performance throughout, reflecting their consistency
across both training and validation phases. The observed
gap between training accuracy (approaching 90%) and
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validation accuracy (around 80%) across models points to
potential overfitting — a likely result of dataset limitations
and model complexity.

To assess the performance of the models, several
evaluation metrics were employed, each designed to
capture different aspects of segmentation accuracy and
classification quality. One of the core metrics used was
sparse categorical accuracy, which is particularly suitable
when ground truth labels are provided as integer-encoded
class indices rather than one-hot encoded vectors. This
metric computes the proportion of correctly classified
pixels by comparing the predicted class index -
determined by the highest predicted probability — with the
actual class label for each pixel:

N
accuracy = iZl(&lrg max pj ¢ = Y;) -
i=1 ¢

Another key metric is the Mean Intersection over
Union (Mean loU), a standard in semantic segmentation
tasks. Mean loU quantifies the average overlap between
predicted and ground truth segmentation masks across all
considered classes. However, given the class imbalance
inherent to the Cityscapes dataset — where some classes
dominate the dataset while others are infrequently
represented — Mean loU was computed over a targeted
subset of six representative classes: 7 (road), 11
(building), 20 (traffic sign), 21 (vegetation), 23 (sky), and
26 (car). These selected categories encompass both large
structural elements and smaller, yet semantically
important, urban objects. This focused evaluation offers a
more meaningful representation of model performance in
real-world scenarios, rather than being skewed by rare or
less relevant classes. loU is calculated as following:

TP

loU=———.
TP+FP+FN
Precision was also utilized to evaluate how reliable the
model’s positive predictions were. It measures the
proportion of pixels that were correctly predicted as
belonging to a particular class out of all pixels the model
assigned to that class:

TP

precision = —————.
TP+FP

In contrast, Sensitivity, also referred to as Recall,
measures the model’s ability to detect all relevant pixels
that belong to a given class. This is calculated as the ratio
of True Positives to the sum of True Positives and False
Negatives:

_P
TP+FN’
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Finally, Specificity was included to assess how well
the model avoids false alarms. It evaluates the proportion
of correctly identified negative pixels — those that do not
belong to a particular class — relative to all true negatives
and false positives. In this case, True Negatives refer to
pixels correctly classified as not part of the target class,
and False Positives indicate pixels that were incorrectly
predicted as belonging to it:

observed in U-Net-2 at 0.4050, while the optimized
ensemble closely followed with a precision of 0.3980,
demonstrating its ability to maintain segmentation
accuracy while effectively limiting false positives.
Specificity, which measures how accurately negative
pixels are classified, remained consistently high across all
configurations. The optimized ensemble achieved the
highest specificity at 0.9953, indicating its strong capacity

to reduce false positive classifications without
o TN compromising performance. This reliability in identifying
specificity = TNTFP background or non-target areas is especially valuable in

Result values of metrics are displayed in Table 1.

The results outlined in the table highlight the clear
advantage of ensemble strategies over both the baseline
and individual U-Net models. The most effective
configuration — the ensemble with optimized weights —
achieved the highest accuracy, reaching 0.8756. This
marks an approximate 4.7% improvement over the
baseline model, which recorded an accuracy of 0.8360.
These findings are consistent with trends observed in the
training and validation accuracy curves, where ensemble
methods consistently surpassed the performance of
individual networks, particularly in the later stages of

high-precision segmentation tasks.

While ensemble approaches deliver substantial gains
in accuracy and segmentation quality, these
improvements come with increased computational
demands. The baseline U-Net offered the fastest inference
speed, processing an image in 0.1604 seconds. In contrast,
the optimized ensemble required 0.4135 seconds per
image — roughly 2.6 times longer.

Among the individual models, U-Net-4 exhibited the
lowest execution time at 0.1512 seconds, making it a
compelling option for applications that prioritize speed
over marginal gains in accuracy. Nevertheless, the
superior accuracy and segmentation fidelity achieved by
ensemble configurations justify their use in domains

training. P . .
In terms of segmentation quality, the mean where precision is paramount and computational cost is

Intersection over Union (Mean loU) also shows a notable secondary. -
Overall, the findings clearly demonstrate that

boost. The optimized weight ensemble attained a Mean
loU of 0.6504, outperforming the baseline’s 0.6145 by a
margin of 3.6%. Beyond overall accuracy and loU,
additional evaluation metrics such as precision,
sensitivity, and specificity provide deeper insight into the
segmentation behavior of each model. Precision, which
quantifies the correctness of positive pixel classifications,
varied across configurations. The highest precision was

ensemble methods offer meaningful improvements in
both accuracy and loU compared to standalone models.
The ensemble with optimized weights emerges as the
most effective approach, achieving the best overall
balance: high accuracy (0.8756), strong loU (0.6504), and
leading specificity (0.9953).

Table 1 — Networks metrics

. Ensemble Ensemble
Baseli Unet-1 | Unet-2 | Unet-3 Unet- Unet-5 Ensemble | Ensemble optimize | proportional Ensembl_e
ne 4 (max) (avg) . . exponential
d weights weights
accuracy | 0.8360 | 0.8265 | 0.8462 | 0.8365 | 0.8223 | 0.5754 | 0.8458 0.8672 0.8756 0.8620 0.8622
mean loU | 0.6145 | 0.6103 | 0.6284 | 0.6324 | 0.5898 | 0.3463 | 0.5931 0.6346 0.6504 0.6380 0.6410
precision | 0.3783 | 0.3368 | 0.4050 | 0.3820 | 0.3297 | 0.1650 | 0.2922 0.2991 0.3980 0.3005 0.3003
sensitivity | 0.3094 | 0.2893 | 0.3269 | 0.3047 | 0.3056 | 0.1623 | 0.2409 0.2480 0.2576 0.2485 0.2485
specificity | 0.9944 | 0.9940 | 0.9947 | 0.9944 | 0.9940 | 0.9852 | 0.9946 0.9952 0.9953 0.9952 0.9952
fnge; 0.1604 | 0.1524 | 0.1618 | 0.1570 | 0.1512 | 0.1627 | 0.3611 03710 | 0.4135 0.3947 0.4584
6 DISCUSSION to enhance segmentation accuracy while keeping

In this study, we explored the effect of ensemble
methods on convolutional neural networks applied to
semantic segmentation tasks. The proposed method
integrates multiple U-Net networks and aggregates their
outputs using an optimized weighting technique, aiming
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computational demands within practical limits.

Our research began with a literature review,
examining established techniques for improving semantic
segmentation, particularly those focused on single-model
refinement and ensemble learning. While individual
model optimizations can yield modest improvements, the
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reviewed studies consistently highlight ensemble learning
as a more effective approach for increasing model
robustness and generalization. However, these benefits
are often accompanied by a notable rise in computational
cost.

To assess the proposed approach, we implemented and
evaluated several U-Net models, each combined through
different ensembling strategies — namely max voting,
simple averaging, optimized weighting, proportional
weighting, and exponential weighting. Across all
configurations, the ensemble models outperformed
standalone networks in terms of both accuracy and mean
Intersection over Union (loU). The ensemble using
optimized weights delivered the best results, achieving an
accuracy of 87.56% and a mean loU of 0.6504,
outperforming the top-performing individual U-Net by
roughly 3%. These gains, however, came at the cost of
increased inference time, a factor that becomes
particularly relevant in time-sensitive or real-time
applications, even though it stays within acceptable limits.

Our findings further underscore that ensemble
performance is most effective when constituent models
produce diverse yet complementary predictions.
Variability among the individual U-Net models was
evident, with some excelling in precision and others in
sensitivity. Through ensembling, these strengths were
combined, effectively balancing the trade-offs inherent in
each individual model and producing a more stable and
consistent segmentation output.

Despite these advantages, the study also sheds light on
the limitations of ensemble learning. Running multiple
networks in  sequence  substantially  increases
computational requirements, especially on systems
without hardware acceleration. This poses challenges for
deployment in scenarios where real-time inference is
critical. Moreover, ensemble models did not show
significant gains in specificity, suggesting that some
segmentation errors are systemic and may persist
regardless of the aggregation strategy.

Overall, the results demonstrate that ensemble
techniques offer meaningful improvements in semantic
segmentation performance and model generalization
across diverse classes. Yet, the balance between
performance gains and computational efficiency remains
a key consideration. Future research should focus on
optimizing ensemble methodologies to reduce overhead,
potentially through model distillation, parallel inference
strategies, or lightweight ensembling techniques, all while
preserving segmentation quality.

CONCLUSIONS

The paper analyses the effectiveness of ensemble
methods for convolutional neural networks in solving the
semantic segmentation task.

The scientific novelty of the presented work lies in
the development of a weighted ensemble approach based
on five U-Net models sharing the same architecture, but
each trained using distinct augmentation strategies and
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weight initialization techniques. This design improves
segmentation accuracy and consistency without altering
the network structure itself. By applying an optimized
weighting mechanism during ensemble prediction, the
proposed method achieves notable improvements in both
accuracy and mean loU when compared to individual
models, while maintaining a high level of specificity.
These results demonstrate that ensembling is a viable and
efficient strategy for enhancing semantic segmentation
performance using existing architectures.

The practical significance of the research is
underscored by the fact that the ensemble models were
trained and evaluated on a real-world dataset, validating
their relevance for practical deployment. The findings
support the recommendation of this ensemble strategy for
applications that demand high segmentation accuracy,
such as autonomous driving systems. However, the
increased computational overhead introduced by
ensemble methods should be carefully considered,
particularly in scenarios requiring real-time processing.

Prospects for further research include refining the
computational efficiency of the ensemble to reduce
inference time while preserving segmentation quality.
Future investigations may also explore the effectiveness
of the proposed ensembling strategy when applied to
alternative network architectures and larger, more diverse
datasets, thereby broadening its applicability across
different domains and use cases.
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VJIK 004.93

CETMEHTAIISI MICBKHUX CIIEH 3A JOIIOMOT OO OJTHOPLTHOTO AHCAMBJIIO U-NET:
JIOCJIJPKEHHSI HA IATACETI CITYSCAPES

I'mups 1. O. — acnipanT kadenpu nporpamHoi imkeHepii, XapKiBcbkuil HaI[lOHAJIBbHUN YHIBEPCUTET PaJioeNeKTPOHIKY,
XapkiB, YkpaiHa.

KpaBenr H. C. — xaHja. TexH. HayK, AOLCHT, JOLEHT KadeApH NpOrpamMHOl iHKeHepii, XapKiBCbKUH HallioHAJIbHUN
YHIBEPCHUTET pajlioeIeKTPOHIKH, XapKiB, YkpaiHa.

AHOTANIA

AxTyanbpHicTh. CeMaHTHYHA CETMEHTALliSl € KJIIOYOBUM 3aBJAHHSIM KOMII'IOTEPHOTO 30pYy, 30KpeMa B Takux cgepax, 5K
ABTOHOMHE BOJIHHS Ta aHaJi3 MIChbKHUX ciieH. CTBOPEHHSI HOBHX apXiTEKTyp € CKJIAIHHM 1 TPYJOMICTKHM IPOIECOM, OIHAK
MOJIIMIIEHHS] TOYHOCTI 3 JI0IIOMOT00 aHCaMOJIEBHX METOJIIB Ha OCHOBI BJKE€ ICHYIOUHX MOJIEIICH MOKa3ye BUCOKUH ITOTEHILial.
VY naniit poOOTi AOCHIIKYEThCS 3aCTOCYBAaHHS aHCAaMOJICBOrO HABYAHHS SIK CTpaTeril MiABHIICHHS TOYHOCTI cerMeHTalii 6e3
Mmoaudikanii apxitektypu U-Net.

Merta po6oTu — po3poOka Ta oOLiHKa oxHOpizHOro ancambOmio mozeneit U-Net, HaBuaHHA SKUX 3IIHCHIOETHCS 13
BUKOPUCTAHHIM PI3HUX METOJIB iHiliami3allii Bar Ta 30LIbIICHHS] 00CATY JaHMX, a TAKOX BUBYCHHS €(QEKTUBHOCTI Pi3HHX
cTparerii arperatii aHcamOJIO sl MIJBUILEHHS SKOCTI CErMEHTAlIl Ha CKIaIHUX YpOaHiCTUYHUX JaHUX.

Meropa. 3anpornoHoBaHo aHcaMOuib 3 1’ situ Mozeneit U-Net 3 oHakoBOIO apXiTeKTyporo, ajie pi3HOI0 iHiliani3aiie Bar
Ta MigXoJaMu 10 30UIbIIEHHS 00CATY JaHUX, L0 3a0e3leuye pi3HOMAHITHICTb IPOrHO3iB. PO3MISHYTO KilbKa cTpaTerii
00'eqHaHHS BUXiTHUX JAHUX: cepeane mo Softmax, Mmakcumym, mponopitiifiHe 3BaKyBaHHs, €KCIIOHEHIlIabHE 3BaKyBaHHS Ta
ONTHUMI30BaHe Barose ronocysanns. OIiHIOBaHHS BUKOHAHO Ha jartaceti Cityscapes i3 BUKOPUCTAHHSM CTaHAAPTHUX METPUK
CerMeHTaIlii.

Pe3ynbTraTn. Pe3ynbraTH €KCIEPUMEHTIB IOKA3ylOTh, IO aHCaMOJeBI MOAENi CTaOLIbHO HEPEBUIIYIOTh TOUHICTh
okpemux Mmozeneir U-Net ta 6a3oBoi Momeni 3a TakMMHU IMOKa3HMKAaMH, SK TOYHiCcTh, cepeanid loU Tta cnenudivHicTs.
AncaMO0J1b i3 ONTHMI30BaHUM 3BaXKYBaHHSM J0CAT HaliBuIoi Tounocti (87,56%) ta cepeansoro loU (0,6504), nepeBumniupiim
Halikpaily okpeMy Mozenb npubmuzHo Ha 3%. BopHouac mMOKpallleHHS SKOCTI CYNPOBOJKYETHCS 30LIbIICHHSIM Yacy
BUBEJICHHS PE3yJbTaTy, 0 BKa3ye Ha HEOOX1HICTh KOMIIPOMICY MK TOUHICTIO Ta 00UUCIIIOBAIBLHOI €(PEKTUBHICTIO.

BucHoBKH. 3ampornoHOBaHUI MiAXiJ HA OCHOBI aHCAMOIO e(pEeKTHBHO IMOKpAllye pe3yJbTaTH CEerMeHTalli 0e3 3MiHU
apxiTekTypu Mozeni. He3paxkaroun Ha 3011bLIEHHS 0OUUCIIOBAIBHUX BUTPAT, METOJ € MPUAATHUM JUIS 3a/a4, e KPUTUIHO
Ba)KJIMBa TOYHICTH cerMenTaii. [lomanbii gociukeHHs OyayTh 30cepe/KeH] Ha 3MEHIIeHHI Yacy BUBEIICHHS pe3yJbTary Ta
HOIMIPEHHI aHCaMOJIeBOro MiAX04y Ha iHII apXiTEeKTypH Ta AaTaceTH.

KJIOYOBI CJIOBA: 3ropTkoBa HelpoHHa Mepeka, ceMaHTuuHa cermenTanis, U-Net, ancamOieBe HaBUaHHS, METOIU
30isbIICHHS 00CATy HaHMX, iHiniamizamis Bar, Cityscapes, ypOaHiCTHYHI CLICHH.
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ABSTRACT

Context. The semantic segmentation of vehicles in very high resolution aerial images is essential in developing intelligent trans-
portation systems. It allows for the automation of real-time traffic management and the detection of congestion and emergencies.

Objective. This work aims to develop and evaluate the effectiveness of a neural network approach to semantic segmentation in
very high resolution aerial images, which provides high detail and correct reproduction of object boundaries.

Method. The DeeplLab architecture with ResNet-101 as a backbone is used for gradient preservation and multiscale feature
analysis. We trained on DOTA data and retrained on specialized sets with classes: vehicles, green areas, buildings, and roads. A loss
function based on the Dice coefficient was applied to reduce the imbalance of classes. It effectively solves the class imbalance prob-
lem and improves the accuracy of segmenting objects of different sizes. Using ResNet-101 instead of Xception in the backbone net-
work allows us to maintain the gradient as the network depth increases.

Results. Experimental studies have confirmed the effectiveness of the proposed approach, which achieves a segmentation accu-
racy of more than 90%, outperforming existing analogs. The use of multiscale feature analysis allows for preserving the texture fea-
tures of objects, reducing false classifications. A comparative study with U-Net, SegNet, FCN8s, and other methods confirms the
higher performance of the proposed approach in terms of mloU (82.3%) and Pixel Accuracy (95.1%).

Conclusions. The experiments confirm the effectiveness of the proposed method of semantic segmentation of vehicles in ultra-
high spatial resolution images. Using DeepLab v3+ResNet-101 significantly improves the quality of vehicle segmentation in an ur-
banized environment. Excellent metric performance makes it promising for infrastructure monitoring and traffic planning tasks. Fur-
ther research will focus on adapting the model to new datasets.

KEYWORDS: semantic segmentation, vehicles, deep neural networks, ResNet-101, DeepLab, multi-scale analysis, very high
resolution images.

ABBREVIATIONS
UAVs is a Unmanned Aerial Vehicle;
RGB is a red, green, blue;
CNN is a convolutional neural network;
FCNs is a fully convolutional network;
RPN is a region proposal network;
DOTA is a dataset for object detection;
PA is a pixel accuracy;
MA is a mean accuracy;
mloU is a mean intersection over the union;
FP is a False Positive;
FN is a False Negative;
TN is a True Negative;
TP is a True Positive.

NOMENCLATURE
Xis an input image;
f(a) is a function of structural features;
P is a predicate that defines the segmentation rule;
s;j is a name of the region s;; € S;
P(sij) is an indication of the neighborhood model;
v f(a) is a gradient;
Xm and x, are elements of the pixel set X;
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F(w) is a neural network model;

Xnorm 18 @ Normalized image;

p is a mean value of the image X;

o is a standard deviation of the image X;

F(x, {Wi}) is a mapping function that represents a se-

quence of layers with parameters {Wi};

y is a residual building block;
€ is a small positive number added to avoid division

by zero in the case of no intersection between the pre-
dicted and real segments;

D(p,q) is a measure of similarity between p and q;

p is a predicted segmentation;

q is a real segmentation;

Lpice is a loss function;

TP is a number of correctly classified positive pixels;
FP is a number of false positive pixels;

FN is a number of false negative pixels;

TN is a number of correctly classified negative pixels;
N is a number of image pixel categories;

TP; is a number of correctly classified pixels of class i;
FP; is a number of false positive pixels for class i;
FN; is a number of false negative pixels for class i.

T; is a total number of pixels of class i;
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Xii is a total number of pixels with actual type i and
prediction type i;

X;i is a total number of pixels with actual type i and
prediction type j.

INTRODUCTION

Uncrewed aerial vehicles (UAVSs) are an effective tool
for high-precision aerial surveys, providing fast and de-
tailed ultra-high-resolution images that can reach an accu-
racy of several centimeters [1]. It ensures high object de-
tail and provides operational aerial photography with
minimal resource costs. One of the parameters affecting
the quality of the data is the camera angle. Vertical imag-
ing (perpendicular to the camera’s optical axis) provides
high accuracy but has a limited coverage area. Low-angle
images (15°-30°) expand the coverage area of the scene,
improve the depth of perspective, and allow for better
analysis of objects in the image. Images acquired at high
tilt angles (approximately 60°) provide a much wider
coverage area, including horizons, making them suitable
for complex analysis of traffic flows and urban environ-
ments.

UAVs combine compactness, mobility, and efficiency,
which makes it possible to obtain data in real-time and
adapt the research methodology depending on the specif-
ics of the territory or object under observation. Equipped
with various sensors (RGB cameras, multispectral and
hyper-spectral sensors, LiDAR, and thermal imaging sys-
tems), UAVs provide multispectral information necessary
for thematic image processing and environmental change
analysis. Using UAVs for automated vehicle recognition
and segmentation is an urgent task in security, logistics,
and traffic management [2].

Traditional tracking methods based on ground-based
cameras and satellite imagery have limitations associated
with limited spatial coverage, high dependence on
weather conditions, and delays in data updates. Using
UAVs for vehicle recognition and segmentation can over-
come these shortcomings by providing adaptability to the
information collection process, high spatial resolution,
and the ability to update data quickly.

Semantic segmentation is one of the approaches for
automated analysis of UAV images. This computer vision
method consists of classifying each pixel of an image
according to its class [3]. Semantic segmentation allows
for high-accuracy vehicle detection in complex urban and
road scenes [4].

The research is relevant due to the need to develop
new methods of vehicle recognition for intelligent trans-
portation systems, including traffic monitoring, logistics
process management, and road safety improvement. The
use of UAV imagery in combination with deep learning
architecture will increase the accuracy and speed of auto-
mated vehicle detection in real-time.

The object of study is the process of semantic seg-
mentation of vehicles in ultra-high-resolution images.
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Constructing a neural network model for semantic
segmentation is complex and multi-component. It is
caused by segmentation accuracy and stability of model
training, which mainly depends on the amount and quality
of training data, neural network architecture, choice of the
loss function, and optimization strategies. In particular, it
is necessary to balance computational costs and the
model’s generalization ability to process ultra-high-
resolution images efficiently. It requires adaptation of
feature extraction mechanisms and adjustment of the loss
function to solve the class imbalance problem.

The subject of study is a neural network methodol-
ogy for semantic vehicle segmentation based on the Dee-
pLab + ResNet architecture with multi-scale feature ex-
traction, loss function adaptation, and retraining on spe-
cialized datasets.

The purpose of the work is to develop and evaluate
the effectiveness of a neural network approach to seman-
tic segmentation in very high resolution aerial images,
which provides high detail and correct reproduction of
object boundaries.

1 PROBLEM STATEMENT

Suppose a set of image pixels X={xi;} is given, where
each pixel x;; is characterized by structural features de-
fined by the function f(a). The predicate P is also given,
establishing the segmentation rule f(a).

The problem of image segmentation is to find a parti-
tion of the set P into S={s;;}, where s;; is connected to
non-empty subsets such that for any two pixels Xm, X, € Sij
the condition P(xn, x,)=True is fulfilled, i.e., they belong
to the same segment according to the segmentation rule.
The boundaries of the regions s;; are determined by the
contrast gradient v f(a) and the spatial dependencies be-
tween neighboring pixels. The background region is the
set of pixels with the highest or lowest contrast relative to
the segmented regions.

In general, segmentation can be considered f(a) — S.

In particular, s;; is the name of the region s;; S, and
P(sij) is an indication of the neighborhood model that
characterizes the object.

2 REVIEW OF THE LITERATURE

The existing approaches to semantic vehicle segmen-
tation can be divided into traditional methods and meth-
ods based on deep learning. Conventional methods of
vehicle segmentation involve manual feature extraction
and machine learning methods, such as SVM, AdaBoost,
and others, for classification [5]. These methods had sig-
nificant limitations, requiring extensive preprocessing to
extract features and set thresholds. It makes them difficult
to apply to complex scenes in aerial images containing
small objects. In addition, traditional methods are usually
only capable of extracting surface objects, which limits
their effectiveness in analyzing more complex and vari-
able cases.

Due to deep learning, in particular through the imple-
mentation of convolutional neural networks (CNNs) and
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fully convolutional networks (FCNs), the situation has
changed, and semantic segmentation methods have been
significantly improved. The authors in [6] proposed a
general multimodal deep learning system that uses five
types of fusion networks to integrate features of hyper-
spectral imagery, LiDAR imagery, and SAR imagery to
improve image segmentation performance. The Deeplab
series of models [7] is based on increasing convolutional
layers, which solves the problem of resolution reduction
that occurs at the stage of maximum layer fusion.

Two main categories of deep learning approaches to
object detection are two-stage and one-stage algorithms.
Two-stage algorithms, such as Fast R-CNN [8], identify
regions of interest and localize and classify objects. For
example, the method proposed in [9] showed satisfactory
results for flying object detection using Faster R-CNN
and VGG-16, achieving an average accuracy of 66%
(mAP). However, these methods have a significant com-
putational complexity and may be less effective in detect-
ing small objects. In [10], parallel RPN (Region Proposal
Networks) networks are used to improve the detection of
dense areas in aerial photographs. The CNN-based
method proposed by the authors of [11] uses Xception for
classification and U-Net with ResNet18 as an encoder to
accurately segment ships in optical satellite images,
achieving an accuracy of over 84%. However, its applica-
tion to vehicle segmentation in ultra-high resolution aero-
space images has several limitations: differences in object
characteristics, different spatial features of images, lack of
specialized training, and limitations in selecting small
structural objects when using U-Net. In [12], a method for
detecting vehicles in aerial photographs using a convolu-
tional neural network with double focal loss (MFL CNN)
was proposed. The authors emphasize the complexity of
the vehicle detection task, in particular, due to their small
size and complex image background. The paper demon-
strates the advantages of the proposed approach compared
to the baseline models, which is confirmed by the results
on the EAGLE and XWHEEL datasets.

However, the complexity of the model and the two-
stage detection process do not meet real-time require-
ments. At the same time, one-step algorithms, such as
YOLO [13, 14, 15], demonstrate significant advantages in
speed and accuracy compared to two-step methods but
also have certain limitations, particularly in solving false
positives and complex background conditions.

Deep learning algorithms have significantly improved
the accuracy and efficiency of object detection, including
vehicle detection. It can automatically learn from large
data sets and does not depend on manual feature selection.
However, problems remain unresolved: a large number of
false positives in object detection arise because some non-
vehicle objects have a similar appearance to vehicles;
existing CNN-based vehicle detectors always have two
outputs: the coordinates of the bounding box and the
probability that an object within this box is a vehicle
arises in conditions of a complex background or high den-
sity of objects in the image.
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3 MATERIALS AND METHODS

The neural network approach to semantic vehicle
segmentation using UAV images based on the DeeplLab +
ResNet architecture using multi-level feature extraction is
shown in Fig. 1.

The method starts with the loading of an aerospace
image. Then, the input image is processed by the Back-
bone network, which was initialized with weights ob-
tained during training on the DOTA dataset (Dataset for
Object Detection in Aerial Images) [16] and then re-
trained on its specialized datasets for semantic segmenta-
tion with classes cars (individual vehicles, parking lots,
roads); green area (vegetation, lawns, parks); buildings
(residential and industrial buildings); roads (main high-
ways, secondary streets, intersections). At this stage, pre-
processing was performed [17]: normalization, scaling,
and marking of objects to ensure correct training of the
neural network by the formula (1):

_ X-u(X)
Xnorm - O(X) : (1)

Deep neural networks with many layers connected in
series are prone to the vanishing gradient problem. This
problem occurs in error backpropagation when the gradi-
ents used to update the network weights decrease expo-
nentially with the network depth approaching zero. As a
result, the layers closer to the network input are practi-
cally not trained, limiting the network’s ability to learn
complex dependencies. The proposed methodology solves
this problem using the ResNet-101 network instead of
Xception as the backbone network. It allows us to main-
tain the gradient as the network depth increases and effec-
tively extract features at different scales. It is achieved by
adding the input to the output of one or more layers, al-
lowing the gradients to propagate to the previous layers.
The final training block (a residual building block) can be
defined by the formula (2) [18]:

y=F W) +x. )

The encoder consists of a sequence of 1x1 convolu-
tional layers to reduce the dimensionality of features
without losing information and 3x3 convolution with
RelLU activation, supplemented by MaxPooling opera-
tions for hierarchical aggregation of spatial and contextual
information. The Multi-Scale Features mechanism pro-
vides multi-scale processing, including layers of global
convolutional smoothing (Image Pooling) and further
transformation through 1x1 convolution with ReLU acti-
vation. It allows the neural network to simultaneously
analyze local and international contexts, improving the
segmentation accuracy of objects of different sizes, in-
cluding vehicles. However, multi-class segmentation
faces the problem of class imbalance.
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Figure 1 — Diagram of the proposed approach_to sei_vehicle segmentation

It is when the number of samples of one class signifi-
cantly exceeds that of others, leading to poorer recogni-
tion of less represented classes. In the worst cases, the
model may completely ignore underrepresented classes if
the number of their training samples is insufficient. For
this reason, our method uses a customized loss function
based on the Dice coefficient by the formula (3):

N
ZZ Pidi+ €
D(p.q)=——

—
Ypf+dal+e
I

@)

The loss function is formulated using its complement
by the formula (4):

Lpice =1-D(p,q). (4)

The decoder restores the spatial resolution of the seg-
mentation image by sequentially using Transposed Con-
volution operations, which allow for the gradual restora-
tion of the object structure. In addition, concatenation
(skip connections) with the corresponding encoder layers
is applied to preserve high-level information and improve
segmentation detail. The final convolution layer (1x1
Convolution) reduces the image to the required channels
for each segmentation class.

The proposed DeepLab + ResNet architecture effi-
ciently extracts multi-scale features, contributing to seg-
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mentation accuracy by preserving spatial and semantic
information.

4 EXPERIMENTS

For the experiments, we used a dataset consisting of
images obtained from UAVs at a height of 15 cm and
corresponding reference segmentation masks. The refer-
ence masks were created manually by experts, which en-
sured high quality annotations. The test images are pre-
sented as JPG files of 3037 x 3672 pixels, and the annota-
tion file is given in XML format. The annotation contains
the corresponding coordinates of the four vertices of the
vehicle. The dataset was divided into training, validation,
and testing. The training set of 1500 images was used to
train the model, the validation set of 500 images was used
to set hyperparameters and monitor the training process,
and the test set was used to evaluate the model’s generali-
zation ability. The training was performed until the value
of the loss function stabilized on the validation set. Aug-
mentation of the data (methods of rotation, reflection, and
scaling of images) was used to improve the model’s gen-
eralization ability.

Three metrics were used to evaluate the quality of
segmentation: pixel accuracy (PA), mean accuracy (MA),
and mean intersection over the union (mloU).

Pixel accuracy (PA) is one of the leading indicators
that determines the level of segmentation accuracy at the
level of individual pixels. It is the ratio of correctly classi-
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fied pixels to the total number of pixels in the image.
Formula (5) shows the calculation of PA [19]:

A TP
TP+FP+FN+TN

Pixel accuracy allows you to evaluate how well the
model copes with the classification of each pixel, which is
vital for segmentation at the level of a detailed image and
for the accurate selection of vehicles in satellite images.

Mean accuracy (MA) is an indicator that reflects the
average classification accuracy across all categories of
objects in an image. This indicator makes it possible to
assess how effectively the model copes with segmenting
all types of objects in the image. Formula (6) shows the
calculation [19]:

®)

13 TP,

MA==S_ "t
N E_Tpi +FPi +FNi

(6)

Average precision provides a generalized measure of
segmentation performance across all classes and indicates
how well the model performs with different types of ob-
jects in the image.

The mean intersection of union (mloU) is the most
widely used indicator for assessing the quality of segmen-
tation, as it allows us to determine the degree of coinci-
dence between the segmentation results and the actual
pixel values in the image. The mean intersection of union
allows us to consider not only the accuracy for individual
classes but also the overall level of segmentation, consid-
ering all categories of objects. Formula (7) shows the cal-
culation [19]:

. N
(7)(_" + 2. (Xji = X))
I J:]_

U]

mloU =

N

The mloU metric is one of the best indices for a com-
prehensive assessment of segmentation results, as it al-
lows for accuracy for both positive and negative pixels
and provides a balanced evaluation based on all classes.
Since this indicator considers intersections and merges
between segmented courses, it gives a more objective
assessment of the model quality, which is especially im-
portant for tasks with several class objects (for example,
vehicles, roads, and other elements in images). In the ex-
perimental studies, the above metrics are used to compare
the effectiveness of different segmentation models and to
evaluate the results obtained using the proposed DeepLab
+ ResNet architecture. In particular, in the context of re-
search on ultra-high spatial resolution images, the evalua-
tion using PA, MA, and mloU allows for a detailed analy-
sis of the quality of vehicle segmentation.

5 RESULTS
Table 1 shows the results of correctly and incorrectly
classified pixels.
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Table 1 — Number of correctly and incorrectly classified pixels
for different models

Model TP TN FP
DeepLab v3 8200 9500 1200
U-Net 8100 9400 1300
SegNet 7000 9200 1600
FCN8s 6800 9100 1700
ENet 6600 8900 2000
Proposed method 8600 9700 900

Table 2 shows the results for the Loss metric.

Table 2 — Loss function values during training and validation

Model Epochs Loss (training) | Loss (valida-
tion)
DeeplLab v3 100 0.7 0.8
U-Net 100 0.8 0.9
SegNet 100 0.4 0.5
FCNS8s 100 0.5 0.6
ENet 100 0.6 0.7
Proposed method 100 0.3 0.4

Table 3 shows the results of training and validation
accuracy for different models.

Table 3 — Training accuracy and validation results for different

models
Model Epochs Accuracy Accuracy
(training) (validation)

DeepLab v3 100 0.91 0.88

U-Net 100 0.9 0.85
SegNet 100 0.85 0.8

FCN8s 100 0.8 0.65

ENet 100 0.75 0.7
Proposed method 100 0.95 0.9

Table 4 shows the results for the Pixel Accuracy (PA)
metric.

Table 4 — PA metric results

Model PA (%)
DeepLab v3 91.8
U-Net 90.1
SegNet 81.2
FCNS8s 86.4
ENet 74.8
Proposed method 95.1

Table 5 shows the results for the Mean Intersection
over Union (mloU) metric.

Table 5 — Results of the mloU metric

Model mloU (%)
DeepLab v3 74.0
U-Net 73.3
SegNet 56.7
FCN8s 56.7
ENet 70.8
Proposed method 82.3

Figure 2 shows the results of UAV image segmenta-
tion obtained using the proposed method. The image con-
sists of three parts: the original image (Fig. 2a), a seg-
mented image (Fig. 2b), and detected vehicles (Fig. 2c)
with color coding of different classes of objects.
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Figure 2 — UAV images: a — original dataset; b — result of proposed neural network approach to semantic vehicle segmentation; ¢ —
result of segmentation of the class “vehicles” on the original image using the proposed neural network approach

6 DISCUSSION

The results of the experimental study demonstrate the
superiority of the proposed neural network approach over
existing segmentation approaches in terms of key quality
assessment metrics. The analysis of Loss, Accuracy, PA,
and mloU indicators confirms the effectiveness of train-
ing and high segmentation accuracy.

The results presented in Table 1 allow us to evaluate
the effectiveness of various segmentation methods based
on the TP, TN, FP, and FN metrics. The proposed method
demonstrates the highest TP (8600) and TN (9700) val-
ues, indicating its ability to identify target objects and
accurately classify the background. In addition, the pro-
posed method has the lowest FP (900) and FN (600) val-
ues, which indicates a reduced number of false positive
and false negative classifications. It confirms its high ac-
curacy in detecting target objects while minimizing seg-
mentation errors. Compared to other models, such as
DeepLab v3, U-Net, and SegNet, the proposed method
shows a better balance between correct and false classifi-
cations, making it practical for the semantic segmentation
of transport vehicles.

The Loss metric reflects the discrepancy between the
predicted and actual values, i.e., the lower the Loss value,
the better the model fits the training data. According to
Table 2, the proposed method demonstrates the lowest
Loss values at the training (0.3) and validation (0.4)
stages. It indicates that the proposed neural network archi-
tecture minimizes errors during training and generalizes
acquired knowledge well to new and unknown data (vali-
dation sample). The low difference between the Loss val-
ues on the training and validation samples indicates the
stability of the learning process and the absence of over-
training.

The Accuracy metric measures the percentage of cor-
rectly classified pixels and is an essential indicator of the
model’s performance in segmentation tasks. The Valida-
tion accuracy reflects the ability of the model to general-
ize the acquired knowledge to new knowledge, which is
vital for assessing its generalization ability and resistance
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to customization. According to Table 3, the proposed
method demonstrates the highest validation accuracy
(90%), indicating its ability to classify pixels in new im-
ages effectively. It also achieves high accuracy on the
training set (95%), indicating good model convergence.
DeepLab v3 (88%) and U-Net (85%) show slightly lower
validation accuracy results but still demonstrate relatively
effective generalization. The SegNet (80%), FCN8s
(65%), and ENet (70%) models have significantly lower
validation accuracy values, indicating limited generaliza-
tion ability and higher validation error.

In Table 4, the proposed method achieves the highest
Pixel Accuracy (95.1%), which is higher than the results
of all other considered models, including PSANet
(94.8%), DANet (94.6%), and OCNet (92.1%). The high
PA accuracy indicates the model’s ability to effectively
identify objects in the image, minimizing background
noise classification errors and false vehicle detections.

The mloU metric is one of the key indicators for as-
sessing image segmentation quality. It determines the
degree of correspondence between the predicted and ac-
tual object segments by calculating the ratio of their inter-
section area to the area of their union. A high mloU value
indicates the model’s ability to accurately identify object
boundaries, reducing the number of misclassified pixels to
ensure high segmentation accuracy. The proposed method
reached 82.3%, which is significantly higher than Dee-
pLab v3 (74.0%), ENet (70.8%), and U-Net (73.3%). At
the same time, SegNet and FCN8s have the same value
(56.7%), which indicates their limited ability to separate
objects accurately.

Experimental results show that the proposed method
demonstrates high efficiency in vehicle segmentation in
UAYV images, achieving the best results in terms of PA
and mloU metrics and a low Loss value. It is a testament
to its ability to classify peak villages and segment objects
accurately.

The high values of PA and mloU achieved by the pro-
posed method can be explained by using multiscale fea-
tures and transposed convolutions, which allow for effec-
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tive detection and segmentation of objects of different
sizes and shapes. The low value of Loss indicates practi-
cal model training.

A visual analysis of the results confirms the effective-
ness of the proposed method in the task of semantic seg-
mentation of vehicles. As shown in Figure 2, the proposed
method provides clear and accurate detection of vehicles,
which is confirmed by the quality of the binary mask and
color segmented image.

In particular, vehicles are correctly identified on the
binary mask without significant gaps or false positive
segmentations. In addition, the segmented image demon-
strates high accuracy in separating classes of objects such
as roads, green spaces, and buildings. An essential factor
is that the proposed method effectively distinguishes ob-
jects with similar spectral characteristics, which is often a
problem for traditional approaches.

Compared to existing models, the proposed method
demonstrates better preservation of object contours and
minimization of noise in segmentation. It is essential for
applications requiring a high level of detail in the results,
such as traffic monitoring, parking zone analysis, and
urban planning.

The experimental results show that the proposed
method demonstrates high efficiency in vehicle segmenta-
tion in UAV images, achieving the best results in terms of
PA and mloU metrics and a low value of Loss. It reflects
its ability to classify peak villages and segment objects
accurately.

The high values of PA and mloU achieved by the pro-
posed method can be explained by using multiscale fea-
tures and transposed convolutions, which allow for effec-
tive detection and segmentation of objects of different
sizes and shapes. The low value of Loss indicates the
model’s practical training.

CONCLUSIONS

The paper proposes a neural network approach to se-
mantic segmentation of vehicles in ultra-high spatial reso-
lution images. Using the DeeplLab + ResNet architecture
with multiscale feature extraction and a loss function
based on the Dice coefficient allows for achieving high
accuracy of vehicle segmentation, particularly in the con-
text of multi-class segmentation, where it is essential to
solve the problem of class imbalance effectively.

Experimental studies have shown that the proposed
method achieves high segmentation accuracy, outper-
forming the results of other well-known architectures
such as U-Net, SegNet, FCN8s, and ENet. In particular,
the analysis of the Loss metric showed that the proposed
method demonstrates the lowest values at the training and
validation stages, which indicates the stability of the train-
ing process and the efficient generalization of the model.
Similarly, the Accuracy validation results confirmed the
proposed method’s high efficiency, which reached 95%
accuracy on the training set and 90% on the validation set,
which exceeds the results of other models. It indicates the
effectiveness of pre-training on specialized datasets, adap-
tation of the loss function, and application of multiscale
feature extraction mechanisms.

© Kashtan V. Yu., Hnatushenko V. V., Udovyk I. M., Kazymyrenko O. V., Radionov Y. D., 2025

DOI 10.15588/1607-3274-2025-3-8

The scientific novelty of the results is that a neural
network approach was proposed for the semantic segmen-
tation of vehicles in ultra-high spatial resolution images.
This approach is based on the DeepLab + ResNet archi-
tecture with multi-level feature extraction. The use of
retraining on specialized datasets, adaptation of the loss
function, and the application of mechanisms for multis-
cale feature extraction and concatenation (feature fusion)
allows for achieving significantly higher accuracy and
efficiency compared to other known models such as U-
Net, SegNet, FCN8s, and ENet. The method also consid-
ers the problem of class imbalance in multi-object seg-
mentation, for which a customized loss function based on
the Dice coefficient was proposed, which increases the
efficiency of recognizing classes with low representation.

The practical significance of the proposed approach
lies in its ability to provide accurate and efficient vehicle
segmentation in UAV images for real-time traffic moni-
toring, congestion detection, and emergencies.

Prospects for further research include optimizing
the neural network architecture, expanding the dataset,
using additional data sources, developing methods for
real-time operation, adapting to different lighting and
weather conditions, segmenting video streams, and 3D
segmentation. These research areas will improve the accu-
racy and efficiency of vehicle segmentation in ultra-high
spatial resolution images and expand the possibilities of
its application in various industries.
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HENPOMEPEXEBUM X 0 CEMAHTUYHOI CETMEHTAILILL TPAHCIIOPTHHAX 3ACOBIB HA
30BPA’KEHHSAX HAZIBUCOKOI'O ITPOCTOPOBOI'O PO3PI3HEHHSI
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yHiBepcuTeTy «JIHINpoBchka mojitexHika», JJHinpo, Ykpaina.
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AHOTAIIA

AxTyanbHicTh. CeMaHTHYHA CEIMEHTALlisl TPAHCIIOPTHUX 3aCO0IB Ha a8POKOCMIYHHUX 300paKEHHSIX HaJJBHCOKOTO IPOCTOPOBOIO
PO3PI3HEHHS € BaXJIMBUM 3aBIAHHAM U1 PO3BUTKY IHTENEKTYaJIbHUX TPAHCIIOPTHHUX CHCTEM, A03BOJISE aBTOMATU3yBaTH yIIPaBliH-
HS IOPOXKHIM PyXOM Y pealbHOMY 4aci, BUSBIIATH 3aTOPH Ta aBapiifHi CUTyarlii.

Merta po6oTu — po3poOKka Ta oImiHKa eQeKTHUBHOCTI HEHPOMEPEKEBOTO MiIXOAYy IJIs CETMEHTAIlli TPaHCIOPTHUX 3aco0iB Ha ae-
POKOCMIUHMX 300pa’KeHHSX HAJBHCOKOTO PO3PI3HEHHS, IO 3abe3ledye BHCOKY JeTalli3allilo Ta KOPEKTHE BIATBOPEHHS I'DaHUIb
00’ €KTiB.

Meroa. Bukopucrano apxitekrypy DeeplLab i3 ResNet-101 six Backbone st 36epesxeHHs rpamieHTiB i GararomacirabHOro
aHami3y o3Hak. [IpoBeneHo HaBuanHs Ha manux DOTA Ta joHaBYaHHS Ha CHCHiali30BaHUX HAO0Opax i3 KJlacaMu: TPAHCIIOPTHI 3aC0-
0w, 3eseHi 30HM, OyaiBi, goporu. st 3MEHIIeHHs [rcOaaHCy KilaciB 3aCTOCOBAaHO (YHKIF0 BTpAT Ha OCHOBI Koedimienta Dice.
Ie no3Bossic epeKTUBHO BHUPILIXTH MpobiieMy AucOAlaHCy KIIACiB Ta MOKPAIINTH TOYHICTh CETMEHTALil 00’ €KTIB pi3HUX PO3MIpIB.
Bukopucranus ResNet-101 zamicte Xception y marictpanpHiii Mepexi 103BoIsie€ 30€perti rpadieHT npu 301TbIIeHH] TIHONHE Me-
pexi.

Pe3yabTaTn. ExcriepuMeHTaNbHI JOCTI/DKEHHS MiATBEPIWIN €(EKTUBHICTE 3aIPONOHOBAHOTO IIJXOAY, IO JOCSATAE TOYHOCTI
cermenTarii nmonan 90%, nepeBepiryoun icHyIodi aHaJIOTH. BukopucTanHs 6araToMacmTabHOrO aHalli3y O3HAK J03BOJISIE 30epirati
TEKCTYPHi 0COOIHMBOCTI 00’ €KTiB, 3MeHIIyoun XxuOHi kinacudikarnii. [TopiBaseanit anani3 i3 merogamu U-Net, SegNet, FCN8s Ta
IHIIMMH [iITBEPIUKYE BUILILY IPOLYKTHBHICTB 3alpOIIOHOBAHOTO Mmigxoay 3a merpukamu mloU (82.3%) ta Pixel Accuracy (95.1%).

BucnoBkn. ExcniepuMeHTH MiATBEpIKYIOTh €()EKTUBHICTD 3alIPOIIOHOBAHOI0 METOy CEMaHTHYHOI CerMeHTallii TPaHCIIOPTHHUX
3aco0iB Ha 300paKCHHSX HAIBHCOKOrO IMPOCTOPOBOro po3pisHeHHs. Bukopucranus DeeplLab v3+ ResNet-101 snauno mokpariye
SIKICTh CEeTMEHTALlil TPAaHCIOPTHHX 3aC00iB B ypOaHi30BaHOMY CepeoBHILi. BHCOKI MEeTpU4Hi MOKa3HUKH POOISITH HOTO MepCreKTH-
BHUM JUIS 3aCTOCYBaHHSA Yy 3afadax iH(PAaCTPyKTypHOTO MOHITOPHHTY Ta IUTaHYBaHHS JOPOKHBOTO pyxy. Ilomamemn mocimimkeHHs
OymyTh 30cepeKeHi Ha afanTamnii MoAes i 1O HOBHX Ha0OpiB JaHUX.

KJIFOUYOBI CJIOBA: cemaHTHYHA CErMEHTALlisl, TPAaHCIIOPTHI 3aco0u, ranboki HeitporHi Mepexi, ResNet-101, DeeplLab, 6ara-
ToMacITabHMI aHaii3, 300paXKeHHsT HaABUCOKOTO PO3PI3HEHHL.
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ABSTRACT

Context. The problem of improving the quality of video images is relevant in many areas, including video analytics, film
production, telemedicine and surveillance systems. Traditional video processing methods often lead to loss of details, blurring and
artifacts, especially when working with fast movements. The use of generative neural networks allows you to preserve textural
features and improve the consistency between frames, however, existing methods have shortcomings in maintaining temporal
stability and the quality of detail restoration.

Objective. The goal of the study is the process of generating and improving video images using deep generative neural networks.
The purpose of the work is to develop and study MST-GAN (Multi-Scale Temporal GAN), which allows you to preserve both spatial
and temporal consistency of the video, using multi-scale feature alignment, optical flow regularization and a temporal discriminator.

Method. A new method based on the GAN architecture is proposed, which includes: multi-scale feature alignment (MSFA),
which corrects shifts between neighboring frames at different levels of detail; a residual feature boosting module to restore lost
details after alignment; optical flow regularization, which minimizes sudden changes in motion and prevents artifacts; a temporal

discriminator that learns to evaluate the sequence of frames, providing a consistent video without flickering and distortion.

Results. An experimental study of the proposed method was conducted on a set of different data and compared with other
modern analogues by the metrics SSIM, PSNR and LPIPS. As a result, values were obtained that show that the proposed method
outperforms existing methods, providing better frame detail and more stable transitions between them.

Conclusions. The proposed method provides improved video quality by combining detail recovery accuracy and temporal frame

consistency.

KEYWORDS: video enhancement, deep neural networks, generative adversarial networks, multiscale smoothing, temporal

discriminator, motion stabilization.

ABBREVIATIONS

GAN is a Generative Adversarial Network;

VSR is a Video Super-Resolution;

MST-GAN is a Multi-Scale Temporal Generative Ad-
vesarial Network;

MSFA is a Multi-Scale Feature Alignment;

OF is a Optical Flow;

PSNR is a Peak Signal-to-Noise Ratio;

SSIM is a Structural Similarity Index;

LPIPS is a Learned Perceptual
Similarity;

VFI is a Video Frame Interpolation;

BM3D is a denoising method implementation on
Python;

Noise2Noise is a GAN-based denoising method,;

RAFT is a Recurrent All-Pairs Field Transforms
(Opti-cal Flow Model);

DAIN is a Depth-Aware Video Frame Interpolation
Network;

PDE is a Partial Differential Equation;

SRCNN is a Super-Resolution Convolutional Neural
Network;

ESPCN
Network;

VSR-DUF is a Video Super-Resolution with Dynamic
Upsampling Filters;

RBPN is a Recurrent Back-Projection Network;

TimeWarpGAN is a GAN-based model for improving
temporal consistency in video enhancement;

© Maksymiv M. R., Rak T. Y., 2025
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Image Patch

is an Efficient Sub-Pixel Convolutional

86

ResNet is a Residual Network (ResNet) is a
Convolutional Neural Network (CNN) architecture;

VGG is a Very Deep Convolutional Networks;

PyTorch is an open source machine learning frame-
work for Python;

VvCPU is a virtual Central processing unit;

GPU is a graphical processing unit;

Adam optimizer is an adaptive moment stochastic
gradient descent method.

NOMENCLATURE
X,y are the image indexes;
I; is an input video frame t before enhancement;
E is an enhanced output of particular t frame;
F; is a multi-scale feature extracted value of frame t;
Dy is a temporal discriminator for video coherence;
u; is a mean insensitive of image x;
ox Isanimage X variance;
o xy IS a covariance of images X and Y;

k is a stabilizing constant;
Lentropy is @n entropy calculation to measure the level

of noise within an image;
p(x,y) is a probability distribution of pixel intensities
in the frame;
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Lppe is a Partial Differential Equation (PDE)
constraint

V is a speed of pixel in horizontal x and vertical y
axis;

I is a mage intensity in spaces x and y, and over time
t;

VV is a velocity gradient that control the smoothness
of the flow;

¢ is a feature extraction function;

Lvst—can is a total loss function for model training;

Lipips is a Learned Perceptual Image Patch
Similarity (LPIPS) metric;

Lsay is @ modified adversarial loss for the Temporal

Discriminator;
W; is a warping function based on optical flow of

frame t;
Faligned is @ motion-aligned feature map from MSFA;

R(Faiigned) is a predicted residual correction of

aligned feature-extracted frame t;

D; (l¢) is a probability that the real triplet of t frame
with siblings is authentic;

Dy (K) is a probability that the generated sequence is
synthetic;

A1 is a coefficient that controls adversarial learning

strength, encouraging realism;
Ao is a coefficient that ensures smooth motion

transitions, penalizing flickering;
L3 is a coefficient that prevents noise accumulation,

ensuring clean video quality.
L1 is a loss function of pre-trained generator;

MSE is a mean squared error between the generated
and ground truth images;
MAX is a maximum value of pixel.

INTRODUCTION

Video content has become a crucial part of our daily
lives, from entertainment to education and advertising
communication. However, poor video quality can
significantly reduce the viewers’ experience and
engagement with the content.

Nowadays video enhancement is a rapidly evolving
field in artificial intelligence, driven by the growing
demand for high-quality video content in streaming,
surveillance, film restoration, and gaming. The main
challenge is in preserving temporal consistency while
improving spatial resolution and visual clarity. Traditional
methods, including  super-resolution and frame
interpolation, often struggle with motion artifacts,
flickering, and misalignment between consecutive frames.

A significant breakthrough in video generation has
been the adoption of Generative Adversarial Networks
(GANSs). Since their introduction, GANs have
demonstrated remarkable success in synthesizing high-
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resolution images and enhancing video sequences.
However, existing GAN-based video restoration models
still suffer from motion instability, noise accumulation,
and optical flow misalignment. These limitations lead to
ghosting effects, unnatural frame transitions, and loss of
fine details in high-motion video sequences.

The object of study is the process of video
enhancement and restoration using deep learning
techniques.

The subject of study is the development of a GAN-
based method for improving video quality, ensuring
temporal consistency, and reducing motion artifacts.

The purpose of the work is to develop an efficient
and high-quality video enhancement method that
maintains realistic motion while addressing the
shortcomings of existing GAN-based approaches. The
proposed method should improve frame coherence,
reduces noise accumulation, and enhances motion
stability in video sequences.

1 PROBLEM STATEMENT

One of the primary challenges in video enhancement
is the presence of motion artifacts and flickering in high-
motion scenes. These issues arise due to misaligned
frames, poor motion estimation, and limited temporal
awareness in many existing models.

Optical flow-based methods [1, 2] attempt to estimate
motion between frames to improve alignment but often
fail in occluded regions, leading to warping distortions.

GAN-based approaches such as TecoGAN [3] and
EDVR [4] enhance video frames but struggle with
maintaining temporal stability, leading to flickering
effects and unnatural transitions.

A common measure of image quality degradation is
the Structural Similarity Index (SSIM), which is defined
as follows [5]:

2UXUy +k1* ZGXY +k2

uf+u§+k1 oi +c$ +ko

SSIM(1,Y) = (1)

A lower SSIM score between consecutive frames
indicates a lack of temporal stability, leading to visible
flickering.

Another significant issue in video enhancement is the
accumulation of noise artifacts over multiple frames,
leading to brightness fluctuations, color distortions, and
inconsistent visual quality.

Traditional denoising techniques such as BM3D [6]
work well for static images but fail to maintain temporal
coherence in videos.

GAN-based denoising methods, like Noise2Noise [7],
trying to suppress noise without clean training data but
usually they oversmooth details and degrade fine textures.

One way to measure the level of noise within an
image is through entropy calculation, which captures
pixel intensity uncertainty [8]:
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A higher entropy value correlates with more
unpredictable noise patterns, which require effective
suppression.

Most modern video enhancement models use optical
flow estimation to align frames. However, errors in flow
estimation can cause motion distortions, ghosting effects,
and unnatural deformations.

RAFT [9] is one of the most accurate optical flow
estimators but suffers from motion warping artifacts in
fast-moving objects.

DAIN [10] introduces depth estimation to improve
alignment but fails in occluded regions, leading to
structural deformations.

Optical flow regularization is commonly enforced
using a Partial Differential Equation (PDE) constraint,
which smooths motion estimation errors [11]:

ol al al ) 2
Lppe _|&VX+a_yVV+E| +A(VVy| +|vvy| )

Minimizing Lppg ensures more stable motion

estimation, reducing frame distortions in high-speed video
sequences.

All these challenges indicate that current video
enhancement approaches lack effective solutions for
handling motion stability, noise suppression, and
flickering artifacts.

2 REVIEW OF THE LITERATURE

The field of video enhancement and updating has
evolved significantly due to advances in deep learning,
generative models, and motion estimation methods.
Traditional methods relied on hand-crafted filters and
optical flow, while modern approaches include deep
learning-based super-separation, frame interpolation, and
GAN-based video synthesis.

Before the advent of deep learning, spatial and
temporal filtering were predominantly used. Bilateral
filtering and wavelet-based denoising were widely used
for edge-preserving noise removal. In temporal filtering,
optical flow-based interpolation [1, 2] estimated motion
between frames to improve video smoothness. However,
early optical flow methods struggled with occlusions,
complex motion, and ghosting artifacts.

The main limitation of traditional methods is their
inability to capture complex spatio-temporal patterns,
making them ineffective in dynamic scenes with fast
motion. The advent of convolutional neural networks
(CNNs) has revolutionized video restoration, super-
resolution, and frame interpolation [2]. Early models such
as SRCNN [12] and ESPCN [13] focused on image super-
resolution, but their extension to video processing was
limited due to the lack of constraints. Later advances such
as VSR-DUF [14] and RBPN [15] introduced multi-frame
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aggregation, where information from neighboring frames
was used to improve resolution. A second breakthrough
came with DAIN [10], a model that used depth-aware
optical flow to interpolate missing frames, improving
motion continuity.

Despite these improvements, CNN-based models still
lack an effective mechanism to ensure long-term temporal
consistency [2], often leading to motion artifacts (Fig. 1)
and flickering.

Figure 1 —'E;ém‘ple of mtionitoioﬁs caused by optical flow
failures in CNN-based VSR models

GANs have emerged as the dominant approach for
realistic video enhancement, particularly in super-
resolution, denoising, and frame interpolation. GAN-
based models consist (Fig. 2) of a generator (which
synthesizes  high-quality video frames) and a
discriminator (which distinguishes real frames from
generated ones, thereby improving realism).

Real Image Samples

/—‘ﬁ Y

Real

Update

- Real/Fake

Discriminator

Random
Seed

|
Generator

-
-

Update
Figure 2 — General architecture overview of GAN models

One of the earliest GAN-based video models was
TecoGAN [3], which introduced a temporal adversarial
loss to enforce smooth frame transitions. However, it still
suffers from motion instability, where small artifacts
accumulate over time, leading to flickering.

To improve motion alignment, EDVR [4] leveraged
deformable convolutions to refine spatial feature
alignment, enhancing video super-resolution and
deblurring. However, EDVR lacks explicit temporal
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constraints, causing motion inconsistencies in high-speed
sequences.

Other approaches such as TimeWarpGAN [16]
introduced optical flow-guided adversarial training to
improve stability, but these methods struggle in occluded
and non-rigid motion regions, leading to distortions.
Based on this, the following key points can be
highlighted:

1) Lack of Long-Term Temporal Consistency — Many
video enhancement models focus on short-term
dependencies, leading to motion inconsistencies in long
sequences.

2) Noise Accumulation — GAN-based models tend to
amplify artifacts over time, making video output less
stable.

3) Optical Flow Misalignment — Flow-based models
struggle with occlusions and rapid motion, leading to
warping artifacts and distortions.

These challenges indicate there is a space for
improving existing frameworks and creating a video
enhancement framework capable of handling motion
stability, noise suppression, and flickering artifacts while
preserving fine details.

3 MATERIALS AND METHODS

Video enhancement is a challenging task that requires
a balance between spatial quality improvement and
temporal stability to ensure smooth transitions between
frames. Traditional approaches often suffer from motion
artifacts, flickering, and slippage, especially in fast-
moving scenes. Our proposed MST-GAN (Multi-Scale
Temporal GAN) aims to address these limitations by
incorporating:

1) Multi-Scale Adversarial Facilitators (MSFA) to
detect spots frames using multi-resolution warping and
warped convolutions.

2) Residual Facilitator Boosting to restore lost details
and prevent texture degradation.

3) Motion via Optical Flow Regularity to track motion
and ensure natural object motion.

4) Temporal Coherence via a temporal discriminator
that guides the generator to produce smooth, coherent
video sequences.

Unlike frame-by-frame enhancement models, MST-
GAN explicitly models temporal dependencies,
improving long-term motion stability while preserving
clear spatial details. MST-GAN takes in a sequence of
three consecutive frames I_q,l¢,l{;; and predicts an

enhanced frame 1, . Each module in the generator is

interconnected, ensuring a progressive refinement
process:

1) Multi-Scale Feature Alignment (MSFA) first warps
feature representations across different resolutions to
reduce misalignment errors.

2) The aligned features are then processed by the
residual enhancement module, which restores fine details
lost in the warping step.
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3) Optical flow regularization is applied during feature
alignment to improve motion stability, preventing
distorted motion predictions.

4) The final enhanced frame is then passed to the
temporal discriminator, which ensures that generated
sequences preserve natural motion flow.

If we look at the generator pipeline in detail, it
consists of several sequential steps.

To begin with, it is worth considering the algorithm
of work Feature Extraction and Initial Representation.
Each input frame I;_4,1¢,1;,1 is passed through a shared

feature extractor that outputs multi-scale feature maps:
Fog B Fya =e(leg 1 1) 4

Feature extractor & in formula (4) can be
implemented in different ways. By default, this module is
not present in PyTorch libraries, but we can reuse existing
implantation depending on the complexity of frames in
videos. This module is commonly implemented using
several convolutional layers, often resembling the early
layers of a CNN backbone, such as:

ResNet-based feature extraction (ResNet-50, ResNet-
101) [18].

VGG-like convolutional
perceptual losses) [17].
Custom-designed
ESPCN, RBPN) [3, 4].

These feature maps serve as the foundation for further
alignment and enhancement.

The extracted features are aligned using optical flow-
based warping, ensuring that motion is corrected across
different resolutions:

feature maps (used in

lightweight CNN blocks (e.g.,

Faligned =W (Ft) + Wiy (Fesa)-

Deformable convolutions further refine alignment by
allowing the network to dynamically adjust receptive
fields based on motion variations.

Warping often leads to loss of fine details. To
compensate, MST-GAN predicts an enhancement residual
that refines the aligned features:

Iy =1y + R(Fatligned) :

This prevents over-smoothing while ensuring that
textural details are preserved. Instead of modifying every
pixel, the model only refines the parts that need
correction. This leads to sharper details, less over-
smoothing, more efficient learning (as the model doesn’t
have to reconstruct an entire frame from scratch).

While the Residual Enhancement Module restores
spatial details, the next step ensures motion continuity
across frames by penalizing sudden distortions in optical
flow.

To prevent motion inconsistencies, a physics-driven
regularization term is applied to the optical flow
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estimates, ensuring that motion remains smooth across
frames by using formula (3).

This term means sudden motion changes, enforcing
temporal stability. It also ensures that the predicted
motion does not introduce ghosting, flickering, or
unnatural object distortions. Thus, Residual Enhancement
ensures that each frame is locally detailed, while Optical
Flow Regularization ensures that frames remain globally
consistent in motion.

While the generator is responsible for improving the
first frames, the temporal discriminator D; plays a major

role in ensuring smooth motion transitions and preventing
measurement artifacts. Traditional GAN-based video
models often work on one frame at a time, which can lead
to frame inconsistencies since the generator has no
incentive to maintain motion continuity between frames.
MST-GAN exploits this limitation by including a
sequence-based discriminator that measures the realism of
frame triplets.

The temporal discriminator is designed to: identify
flickering artifacts and unnatural motion transitions;
ensure that generated video sequences exhibit smooth
motion dynamics; penalize temporal inconsistencies,
forcing the generator to learn coherent transitions.

Unlike traditional discriminators that only assess
spatial quality, D; analyzes consecutive frames, making

it a temporal consistency enforcer.
The discriminator D; processes triplets of frames,

evaluating whether the frame transitions appear natural.
Given an input sequence liy,li, 1l predicts a

probability Dy (li_q,1t,1lt,1) indicating how realistic the

sequence appears.
The discriminator takes in real and generated frame

sequences l;_q, 1y, 1,1 and generated sequence 1y, Iy,

lt;1. These sequences are processed using a

convolutional network, similar to 3D CNNs used for
video classification.

A series of 3D convolutional layers extract
spatiotemporal features from the frame triplets. The
extracted features capture motion consistency and spatial
details.

A fully connected layer outputs a real/fake probability,
determining how realistic the transitions appear.

The final discriminator adversarial loss function is
designed to differentiate real from generated video
sequences:

Lean = Ellog D]+ Eflog(L- Dt . )

If the sequence appears unnatural, the generator is
penalized, forcing it to improve motion transitions. Over
multiple training steps:

1) The generator initially produces inconsistent
transitions, as it is only optimizing for individual frame
quality.
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0

2) The temporal discriminator detects and penalizes
these motion inconsistencies.

3) The generator then learns to incorporate smooth
motion transitions into its outputs, reducing: abrupt
position changes, object inconsistencies, temporal
flickering artifacts.

As training progresses, the generator adapts to the
adversarial feedback, leading to more stable and realistic
video sequences.

To train our model, we combine formals (5), (3) and
level of noise via formula (2) into final lost function:

Lmst-can =Mlean +22Lppe +Aslentropy:  (6)

where Aq,A,, A3 are coefficients, that indicate a balance

between the different parts of the cost function so that the
model learns correctly.

4 EXPERIMENTS

Evaluation of the proposed method was conducted
using a strict experimental setup that included data set
selection, training procedures, evaluation metrics,
baseline comparisons, and implementation details. To
ensure reliability in various complexities of movement,
we used several high-quality sets of video data, in
particular, REDS, Vimeo-90K and DAVIS. REDS dataset
[19] is widely used in tasks with super-resolution and
video restoration containing 30,000 frames of high-
resolution video with complex motion patterns. Vimeo-
90K dataset [20] includes multi-frame sequences with
paired frames of low and high resolution, providing a
benchmark for evaluating the ability of MST-GAN to
restore small details. In addition, the DAVIS dataset [21]
focuses on dynamic object segmentation and includes
video with fast-moving scenes and occlusions, what
means a complex testbed for motion-based VSR
technicks. These datasets were divided into training
(80%), validation (10%) and testing (10%) subsets to
ensure unbiased evaluation.

MST-GAN was trained in two stages: pre-training
using a base model and adversarial model-tuning. To
accelerate training and improve stability, we initialized
the generator using a base pretrained ResNet-50 model
[22], which provided a robust basis for feature extraction.
Instead of learning from scratch, transfer learning was
used to allow the generator to inherit prior knowledge
from large-scale datasets, which greatly improved the
convergence speed and generalization of the model.
During this pre-training phase, an L4 loss function was

used to ensure that the generator learned the basic
principles of image reconstruction:

L=

This step was crucial in preventing mode collapse and
improving learning efficiency. Following pretraining,
MST-GAN was fine-tuned using adversarial learning,
where the generator and temporal discriminator competed
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to improve video realism and motion stability. The
adversarial loss function, given in formula (5), ensure that
we generate sharped images with smooth motion
transitions, avoiding flickering and sudden temporal
inconsistencies.

For the performance evaluation of our GAN method
was used three widely accepted video restoration metrics.

Structural Similarity Index (SSIM) was used to
measure structural fidelity between generated and ground-
truth frames. The SSIM formula is defined in formula (1).

Peak Signal-to-Noise Ratio (PSNR) [24] was used to
assess the pixel-wise reconstruction quality, where a
higher PSNR score reflects greater fidelity to the
reference frame. It is computed as:

2
PSNR =10 MAX ,
MSE

where MAX is equal to 255, because we are using 8-bit
pixel representation coding.

Learned Perceptual Image Patch Similarity (LPIPS)
[25] is included as a perceptual metric to assess the
realism of generated frames based on deep feature
similarity. It is calculated using formula below:

Lepips =|f (1) + f(ﬁ)z,

where f(l), f(i) represents deep feature embeddings

from a neural network, and lower LPIPS values indicate
better visual similarity. Unlike pixel-based metrics, LPIPS
aligns with human perception, making it an essential
measure for evaluating GAN-based restoration models.

To validate the effectiveness of MST-GAN, it was
compared with leading video restoration and enhancement
methods, including EDVR, RBPN, and TecoGAN. The
EDVR model [4] uses a CNN-based architecture with
warped convolutions, which demonstrates strong video
restoration capabilities but lacks long-term temporal
stability. The RBPN model [15] uses recurrent back-
projection networks for frame refinement, handling
motion well but struggling with minor flicker artifacts.
The TecoGAN model [3] is a GAN-based approach that
explicitly provides temporal coherence, making it the
closest competitor to MST-GAN. By incorporating multi-
scale feature alignment and motion regularization, MST-
GAN extends the TecoGAN approach to achieve higher
motion stability and clearer texture preservation.

The following key software and hardware elements
were used in the training:

1) GPU: NVIDIA RTX 3090 (24GB);

2) Training Time: ~3 days per dataset;

3) Batch Size: 8;

4) Framework: PyTorch;

5) Optimizer: Adam (learning rate = 1e-4);

6) Loss Functions: GAN Loss, Temporal Consistency,
Motion Regularization.
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Table 1 — Training Hyperparameters

Hyperparameter Value
Batch size 8
Learning Rate 0.0001
Optimizer Adam
Loss Weights (0.7,0.2,0.1)
Training Epochs 100

5 RESULTS

The performance of MST-GAN was thoroughly
evaluated on video enhancement benchmark datasets
using three commonly used metrics: structural similarity
index (SSIM), peak signal-to-noise ratio (PSNR), and
perceptually based image patch similarity (LPIPS). The
results in Table 2 show that MST-GAN achieves higher
spatial accuracy, improved temporal consistency, and
improved perceptual quality compared to existing state-
of-the-art methods including EDVR, RBPN, and
TecoGAN.

We need also to analyze the quantitative and
qualitative results, compare the performance trends,
discuss the impact of individual model components, and
highlight the strengths and limitations of MST-GAN.

Table 2 — Quantitative Comparison of Video Enhancement

Models (1 — better result is bigger value
| — better result is lower value)

Method SSIM 1 PSNR (dB) 1 LPIPS |
EDVR 0.902 32.47 0.307
RBPN 0.899 29.12 0.295
TecoGAN | 0.921 30.45 0.281
MST-

GAN

(Ours) 0.928 3173 0.264

The results show that MST-GAN outperforms all
baseline models in SSIM and PSNR, while achieving the
lowest LPIPS score. MST-GAN improves SSIM by 2.6%
compared to EDVR and by 0.7% compared to TecoGAN,
demonstrating stronger structural preservation.

In addition, MST-GAN achieves a PSNR that is 1.28
dB higher than TecoGAN, confirming its ability to
recover fine details with higher accuracy. The lower
LPIPS score (0.264) compared to TecoGAN (0.281)
suggests that MST-GAN generates frames that are
perceived closer to the real world, reducing visual
artifacts.

One of the most important challenges in video
enhancement is to ensure stable motion transitions
between frames. MST-GAN addresses this issue by
integrating optical flow regularization and a temporal
discriminator, significantly reducing motion jitter and
flicker. To evaluate this, frame difference maps were
created for motion coherence analysis.

The analysis shows that MST-GAN provides
smoother motion transitions compared to TecoGAN and
RBPN. In contrast, EDVR exhibits abrupt changes in the
motion  flow, resulting in  noticeable  frame
inconsistencies.

The temporal discriminator in MST-GAN effectively
ensures smooth motion by preventing abrupt visual

transitions.
OPEN 8 ACCESS
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Figure 3 — Results of the motion consistency detection of
adjacent frames by optical flow. The pictures on the left a, c, e
are the differences between the warped image and the real
image. The pictures on the right b, d, f are the visualized motion
probability from optical flow

It is necessary to analyze the inclusion of each module
in MST-GAN to perform a sanity check, review key
components, and verify their performance. Three variants
of the models are presented in Table 3.

Table 3 — Ablation Study on MST-GAN

Components

LPIPS
Model Variant SSIM 1 PSNR (dB) 1 l
Full Model 0.928 3173 0.264
Without Multi-Scale
Alignment 0.910 30.44 0.284
Without Optical
Flow Regularization | 0.918 31.02 0.272
Without  Temporal
Discriminator 0.907 30.12 0.291

Reducing the large zoom scale results in a 1.3%
decrease in SSIM and a significant increase in LPIPS,
which increases the importance of precise feature
variation between frames. The ability to adjust the optical
flow results in a lower PSNR, indicating an increase in
the smoothness degradation. The most severe degradation
occurs when removing the temporal discriminator,
confirming that adversarial learning is essential for
motion stabilization.

A detailed analysis of the curves in Fig. 4 shows that
the models without multi-scare or optical flow adjustment
increase and show greater interaction, which increases the
importance of these components.
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Figure 4 — Effect of proposed method components on SSIM,
PSNR, and LPIPS over training iterations

6 DISCUSSION

The results confirm that MST-GAN archives major
video performance improvements over existing models.
By utilizing a targeted multiple layer elimination, optical
flow regularization, and a temporal discriminator, MST-
GAN achieves greater perceptual quality and motion
stability. However, despite these improvements, MST-
GAN has some limitations:

1) Computational Complexity — MST-GAN requires
high GPU memory consumption and longer inference
time than CNN-based models like EDVR.

2) Fast Motion Challenges — MST-GAN does not
provide the ability to quickly visit past destructions of
textury and are protected in emergency situations.
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3) Sensitivity to Training Data — MST-GAN’s
performance depends on the quality of training data, and
further improvements could be made with domain
adaptation techniques.

These  limitations  suggest  potential ~ future
improvements, such as lighter network architectures,
motion-adaptive processing, and improved training
strategies.

CONCLUSIONS

The MST-GAN model addresses the challenge of
enhancing video sequences while maintaining spatial and
temporal consistency. Through multi-scale feature
alignment, optical flow regularization, and a temporal
discriminator, MST-GAN significantly improves video
quality, motion stability, and perceptual fidelity,
outperforming state-of-the-art methods such as EDVR,
RBPN, and TecoGAN.

The scientific novelty of the obtained results lies in
the development of a multi-scale temporal generative
adversarial network, which uniquely integrates multi-
resolution warping, residual feature boosting, and
adversarial temporal learning. Unlike traditional methods,
MST-GAN explicitly models inter-frame dependencies
across multiple scales, improving motion consistency.
Additionally, the optical flow-based PDE constraint and
entropy-based noise suppression module ensure more
stable and realistic motion transitions.

The practical significance of the obtained results is
reflected in the successful implementation and validation
of MST-GAN on real-world video datasets. Its ability to
reduce flickering, enhance fine details, and improve
perceptual quality makes it suitable for applications such
as video restoration, film post-processing, and
autonomous driving. The developed software prototype
provides a scalable solution for high-quality video
enhancement.

Prospects for further research will focus on
reducing computational complexity for real-time
applications and adapting MST-GAN to domain-specific
tasks such as medical imaging and satellite video
enhancement. Additionally, exploring self-supervised
learning strategies could allow MST-GAN to function
effectively in low-resource environments without relying
on large-scale annotated datasets.

Thus, MST-GAN represents a  meaningful
contribution to video enhancement research, providing a
powerful and practical framework for improving video
quality while maintaining temporal coherence.
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BATATOMACIHITABHUAMA METO/] HA OCHOBI YACOBOI TEHEPATUBHOI MEPEXI J1JI1 BUCOKOi
PO3AIVIBHOCTI TA CTABIJIBHOI'O PYXY BIJEO

Maxkcumie M. P. — acmipanT, acucTeHT KadeapH eIeKTPOHHHX OOUYHCIIOBANPHHMX MamMH HarioHadbHOTO YHIBEpPCHTETY
«JIpBiBCchKa [lomiTexHika», JIbBiB, YkpaiHa.

Pak T. €. - ng-p texn. Hayk, noueHr, mpodecop II3BO «IT CTEIl VYwuiBepcurer», mpodecop kadeapu eneKTpOHHUX
oGuunciroBanpHUX MaH HanioHansHoro yHiBepeutety «JIbBiBebka [lomitexuika», JIbBiB, Ykpaina.

AHOTAIIA

AxTyanbHicTs. IlpobnmeMa mOKpalleHHS SKOCTI BiJe0300pakeHb € aKTyalbHOI0 Yy Oarathox cdepax, BKIIOYAIOYH
BiZICOAHATITUKY, KiHOBHPOOHHLTBO, TEIEMEAUIMHY Ta CHCTEMH CIIOCTepPEXeHHs. TpaauuiiiHi MeToau BineooOpoOKH YacTo
MPU3BOAATH [0 BTpaTH Jerajed, po3MHUTTS Ta apTedakTiB, 0coONMBO mpu poOOTI 31 MIBHAKMMH pyXaMH. BUKOpUCTaHHSI
TeHEPaTHBHUX HEWpOMepek I03BoJIsge 30epiraTé TEKCTYpHI OCOOJIHMBOCTI Ta MOKPAIIyBaTH Y3TOMKEHICTh MDK KaJpaMmu, MpoTe
icHytoui metoau, Taki sk EDVR, RBPN Ta TeCOGAN, MaroTh HeloJiKu y 30epekeHHI YacoBOi CTaOUIBHOCTI Ta SKOCTI BiTHOBJICHHS
Jeraneit.

O0’ekT mOCHiTKEHHSI € TpoIeC TeHepalii Ta IOKpPAaIleHHS Bie0300pakeHbh 3a JIOMOMOTOK TIMOOKHX T€HEPAaTHBHUX
HelpoMepex.

Mera po6oTu — po3podOka ta nociimkeras MST-GAN (Multi-Scale Temporal GAN), o mo3Bossie 36epiraTu ik IPOCTOPOBY,
TaK i YacOBY y3rOKEHICTh Bi/leO, BUKOPUCTOBYIOUYM OaraTomMaciuTabHe BUPIBHIOBAHHS O3HAK, PETyJISIPH3ALIiI0 ONTHYHOTO MOTOKY Ta
YacOBHUi AUCKPUMIHATOP.

Mertoa. 3anpornoHOBaHO HOBHI METOA Ha OCHOBI apxiTekTypu GAN, skuil BKIO4ae: OararoMacmTabHe BUPIBHIOBAHHS O3HAK
(MSFA), 1o xopurye 3cyBd MiX CyCiIHIMH KaapaMy Ha Pi3HHX PIBHSX AeTaii3alii; Momyib pesumyaiproro migcuienns (Residual
Feature Boosting) st BigHOBIEHHS BTpayeHHX JeTaiei Micis BUPIBHIOBaHHS, peryisipusaiito ontuyHoro mortoky (Optical Flow
Regularization), mo minimizye pi3ki 3MiHH pyXy Ta 3anobirae apredakram; dacoBuii auckpuminarop (Temporal Discriminator), sikuit
HABYAETHCS OIIHIOBATH ITOCIIIOBHICTH Ka/IpiB, 320€3MeUyI0Un Y3rOXKCHE BiIco 0€3 MUTOTIHb i CIIOTBOPEHb.

PesyabTaTn. [IpoBeneHO ekcriepuMeHTAIbHE JOCIIKEHHS 3alIPOIIOHOBAHOIO METO/Iy Ha HabOpi Pi3HUX JaHHMX Ta MOPIBHSIHO 3
IHIIUMH cydacHUMH aHanoramu 3a merpukamu SSIM, PSNR Tta LPIPS . B pe3sysbraTi oTpuMany 3HaYCHHs, IO MOKA3yHOTh, IO
3anpONOHOBAHUI METO[ IMEePeBepIlye iCHYI4i MEeTO/H, 3a0e3MeuyroUur Kpally JeTanizalilo KaapiB Ta cTabilbHIlI Mepexoan Mix
HHUMH.

BucHoBku. 3ampornoHoBaHHN MeTOZ 3a0e3ledye MOKpaIleHy SKICTh Bieo, MOETHYIOUH TOYHICTH BiITHOBJIEHHS AeTayieil Ta
YacOBY Y3TOKEHICTh KaJPiB.

KJ/JIIOYOBI CJIOBA: BineonokpameHHs, ITHOOKI HEHpPOHHI Mepexki, TeHepaTHBHO-3MarajbHi Mepexi, OaraTromacuiraOHe
BHPIBHIOBAaHHSI, YACOBUH AUCKPHMIHATOP, CTa0lIi3aMis pyxy.
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ABSTRACT

Context. In today’s industrial development, significant attention is paid to systems for recognizing and predicting human activ-
ity in real time. Such technologies are key to the transition from the concept of Industry 4.0 to Industry 5.0, as they allow for im-
proved interaction between man and machine, as well as to ensure a higher level of safety, adaptability and efficiency of production
processes. These approaches are particularly relevant in the field of internal logistics, where cooperation with autonomous vehicles
requires a high level of coordination and adaptability.

Obijective. To create a technological solution for the prompt detection and prediction of complex human activity in the internal
logistics environment by using sensor data from smart watches. The main goal is to improve cooperation between employees and
automated systems, increase occupational safety and efficiency of logistics processes.

Method. A decentralized data collection system using smart watches has been developed. A mobile application in Kotlin was
created to capture sensor readings during a series of logistics actions performed by five workers. To process incomplete or distorted
data, anomaly detection algorithms were applied, including STD, logarithmic transformation of STD, DBSCAN, and IQR, as well as
smoothing methods such as moving average, weighted moving average, exponential smoothing, local regression, and Savitsky-Goley
filter. The processed data were used to train models, with the employment of such advanced techniques as transfer learning, continu-
ous wavelet transform, and classifier stacking.

Results. The pre-trained deep model with the DenseNet121 architecture was chosen as the base classifier, which showed an F1-
metric of 91.01% in recognizing simple actions. Five neural network architectures (single- and multi-layer) with two data distribution
strategies were tested to analyze complex activity. The highest accuracy — F1-metric 87.44% — was demonstrated by the convolu-
tional neural network when using a joint approach to data distribution.

Conclusions. The results of the study indicate the possibility of applying the proposed technology for real-time recognition of
complex human activities in intra-logistics systems based on data from smart-watch sensors, which will improve human-machine
interaction and increase the efficiency of industrial logistics processes.

KEYWORDS: distributed system, smart watch, industrial personnel, basic classifier, complex activity, classification, prediction.

ABBREVIATIONS NOMENCLATURE
HAR is a human activity recognition; X is a set of raw multivariate signals;
AGYV is an automated guided vehicle; X' is a cleaned time series;
ML is a machine learning; X'"is a smoothed time series;
FL is a federat_irjg_ learning; a, is a x-axis accelerometer point;
ANN is an artl_f|C|aI neural network; a, is a y-axis accelerometer point;
CWT is a continuous wavelet transform;
TL is a transfer learning; a, is a z-axis accelerometer point;
IQR is an interquartile range; g, is a x-axis gyroscope point;

STD is a standard deviation;

Log-STD is a logarithmic standard deviation; gy Isay-axis gyroscope point;

MA is a moving average; g, IS az-axis gyroscope point;
WMA is a weighted moving average; t is a discrete time dimension;
ES is an exponential smoothing; W is a fixed duration of temporal windows;

LOWESS is a local regression;

. ; A Y, is a set of classes of basic activities;
SG is a Savitsky-Goley filter. b

Y, is a set of classes of complex activities;

Yy, IS a basic activity label;
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Yo is a complex activity label;
g, is an outlier detection function;
g+ isasmoothing filter function;

Dgource 1S @ pre-processed source dataset;
Dtarget IS @ labeled target dataset;

N is a number of consecutive windows;

f, is a basic activity classification function;

f. is a complex activity classification function;
a isa CWT scaling parameter;

b isa CWT translation parameter;
v is a CWT mother wavelet function;

| is a 6-channel CWT representations of sensor sig-
nals;
¢ is a model loss function;

F is a target classification function;

F * is an optimal target classification function;
0 is a set of a model’s inner parameters;

S is a higher-level sequence of basic activities.

INTRODUCTION

Human activity recognition (HAR) is a research area
that has gained particular importance due to the wide-
spread adoption of wearable technologies. Practical appli-
cations of HAR cover a wide range of areas. In health-
care, HAR is used for fall detection and prevention, sei-
zure detection, and physical activity monitoring [1-4].
Security applications include abnormal activity recogni-
tion [5]. In sports, HAR is used to evaluate training effec-
tiveness and estimate calorie expenditure [6-8].

In the era of Industry 4.0 and the ongoing transition to
Industry 5.0, new fields of HAR applications have
emerged, including tasks such as employee well-being
assessment and intelligent enterprise management [9-11].
Initially, the main focus of HAR research was on the task
of basic activity classification, which has been largely
solved. Today, the focus of researchers is on solving more
complex tasks, such as recognizing, analyzing, and pre-
dicting complex human activities.

In modern manufacturing environments, traditional
production line systems, such as conveyor belts or hang-
ers, are increasingly being replaced by automated guided
vehicles (AGVSs). Unlike traditional systems, AGVs offer
greater flexibility and adaptability in dynamic production
processes. However, these systems require more complex
coordination with human personnel, which makes the
integration of advanced human activity recognition, pre-
diction, and analysis systems critically important [12].
These technologies, when integrated into intelligent en-
terprise management systems, allow for dynamic routing
and optimization of AGV planning based on real-time
data on personnel activities. Such a combination can sig-
nificantly improve the efficiency of production lines and
internal logistics systems by quickly adapting to changes
in the work environment. Therefore, it is relevant to study
the application of smart watch-based HAR systems in
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such contexts, offering a new approach to process optimi-
zation in internal logistics systems of Industry 4.0. Solu-
tions based on the proposed approach can be incorporated
into the intelligent enterprise management system to im-
prove the efficiency of the production line.

Tasks in the HAR domain can be divided into two
categories depending on the characteristics of the activity
being studied. The first category includes simple, repeti-
tive actions involving basic human body movements and
postures, such as running, sitting, or walking upstairs.
These activities can be recognized relatively easily using
statistical analysis of signals (so-called shallow features)
and basic machine learning (ML) models. The second
category includes complex, functional, and contextual
activities associated with specific human activities. Ex-
amples of this category include working, cooking, playing
sports, and driving. These activities are characterized by
their complexity, which requires advanced approaches
and models for detection, classification, and analysis. In
addition, modern applications typically require recogni-
tion of these actions in real time, i.e., without the need for
manual input of temporal start and end timestamps. While
the task of recognizing basic human activities has been
largely effectively solved, current research is increasingly
focused on developing and improving methodologies for
recognizing complex, multi-step activities in real time.
The application of the task of recognizing complex human
activities extends to areas such as intelligent enterprise
management using AGVs in the context of Industry 4.0,
healthcare, anomaly detection, and sports analytics.

Existing solutions for monitoring and recognizing in-
dustrial personnel actions are typically based on image
analysis, the use of portable sensors, or a hybrid of both
approaches. Although image analysis-based approaches
are widely used, they have several drawbacks, including
privacy concerns, the need for full coverage of the pro-
duction area, and significant financial investment. In addi-
tion, such solutions often impose restrictions on personnel
movement, requiring their constant presence in the field
of view of the cameras. This limitation is particularly
problematic in dynamic sectors such as flexible manufac-
turing and intralogistics, where human personnel often
move around vast industrial spaces. Integrating cameras
with portable sensors can mitigate some of these prob-
lems. However, this approach also has certain disadvan-
tages, including the high cost of the equipment, the need
to develop complex sensor data synthesis systems, and the
need for large computing resources. On the other hand,
solutions based on wearable sensors avoid these prob-
lems, as the sensors are placed directly on the worker’s
body, do not require large area coverage and are relatively
cheap. Therefore, this study primarily focuses on develop-
ing an approach and solution for classifying and predict-
ing complex personnel activities based on the use of
wearable sensors.

The object of study is the process of recognizing
complex human activities in real-time within intralogis-
tics systems using autonomous guided vehicles. This
process is influenced by many factors, including the qual-
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ity and reliability of sensor data, the presence of noise and
missing values, the effectiveness of preprocessing and
feature extraction techniques, the choice of machine
learning models, and the computational constraints of
real-time processing.

The subject of study is the evaluation of methods for
recognizing and predicting complex human activities in
real-time within dynamic environments, focusing on the
integration of signal collection, outlier detection, filtra-
tion, continuous wavelet transform and the use ANN with
transfer learning (TL).

The purpose of the work is to recognize complex
human activities in real-time within intralogistics systems
using smartwatch sensor data to enhance human-machine
interaction, optimize the coordination of AGVs, improve
workplace safety, and increase the overall efficiency of
industrial logistics processes.

1 PROBLEM STATEMENT
Let X ={X;}{_; be a multivariate time series
collected from a smartwatch worn by an industrial
worker. Each X, e R® consists of six sensor readings:
three-axis accelerometer (a,,ay,a,) and three-axis gy-
roscope (gy,9y,d,) . The data is segmented into tempo-

ral windows of fixed duration, resulting in windowed se-
quences (1):

X (i :{Xt}:o:‘:(\)/\/—l, X (1) c RW><6 ' Q)

Each window is associated with a basic activity label
yéi) €Yy (e.g., sit, stand, run). A sequence of N con-
secutive windows forms a higher-level sequence
S =(X (i),yéi))i’\il with a corresponding complex activity
label y. €Y, (e.g., “working on a machine”, “performing
assembly tasks™). Classification function (2) maps a se-

quence of N consecutive windows of low-level sensor
data to a complex activity label:

FOx O Sy, @

The objective is to find an optimal function (3) given a
labeled target dataset Dygger ={S,yc)}, that minimizes

a loss function ¢, ensuring the accuracy of predictions,

and maximizes the F;-score, ensuring a balanced trade-off
between precision and recall:

argmin D E(F(S:0), ye);
0 (Sr)’c)EDtarget) (3)
arg max(F, —score(F (S;0), Y¢)).
0

Fr=

© Pavliuk O. M., Medykovskyy M. O., Mishchuk M. V., Zabolotna A. O., Litovska O. V., 2025

DOI 10.15588/1607-3274-2025-3-10

98

The following limitations should be considered during
the development of F*:

1. The collected signals may contain outliers due to
sensor noise or incorrect readings. Missing values may
arise due to transmission errors or temporary disconnec-
tions, requiring robust preprocessing techniques.

2. Only wearable sensor data is used, excluding video-
based or multimodal approaches that might provide addi-
tional context. This constraint necessitates effective fea-
ture extraction and signal representation techniques to
compensate for the absence of visual cues.

3. The approach is designed to be compatible with dis-
tributed computing and federated learning, ensuring data
privacy and security. This requires models that can be
trained in a decentralized manner without centralizing raw
sensor data.

2 REVIEW OF THE LITERATURE

Methods for recognizing and analyzing basic human
activities have been studied in many publications. In [13],
the authors used logistic regression, KNN and SVM to
analyze the smartphone accelerometer signal to recognize
the actions of boarding and disembarking from a bus. The
KNN classifier demonstrated high performance, achieving
an accuracy of 95.3%. In the study [14], the authors clas-
sified accelerometer and gyroscope signals collected from
an iPod Touch using C4.5, DT, multilayer perceptron and
naive Bayesian classifier, LR, KNN, and meta-algorithms
such as boosting and bagging to classify 13 activities. The
results show that the KNN classifier is highly effective for
HAR tasks based on wearable sensors. For more robust
activity classification using shallow features, extreme
gradient boosting [15, 16] and ensemble learning [17, 18]
have been widely used.

In recent years, deep learning-based approaches have
gained considerable popularity in the field of HAR. The
authors [19] conducted a comparative analysis of RF,
SVM, and Convolutional Neural Network (CNN) algo-
rithms for HAR problems using accelerometer data. The
experimental results concluded that deep learning models
outperformed traditional classifiers. In another study [20],
the authors evaluated the effectiveness of one-
dimensional CNN and hybrid models, such as CNN-
LSTM and CNN-GRU, for classifying human mobility
gestures. The CNN-LSTM architecture demonstrated high
performance, achieving accuracies of 99.89%, 97.28%,
and 96.78% on the WISDM, PAMAP2, and UCI-HAR
datasets, respectively. In [21], the performance of nine
popular CNN architectures for HAR problems was com-
pared. The authors also applied methods such as Continu-
ous Wavelet Transform (CWT) and TL to improve per-
formance. The model based on the DenseNet121 architec-
ture with the Morlet 256 CWT configuration was found to
be the most effective model for sensor-based HAR.

Despite the large number of available solutions for ba-
sic activity recognition, a limited number of works have
been published in the field of complex human activity
recognition. In [22], the authors proposed the CHARM
model, which consists of a two-stage ANN. The first
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stage is an encoder that compresses fixed-size signals into
a continuous feature representation. The second stage is
designed to classify high-level activities based on the out-
put sequences of the low-level encoder. The model was
tested on the Opportunity dataset for the classification of
four daily activities, such as morning routine, tea, lunch,
and cleaning. The authors compared the proposed model
with SVM, RF, and MLP classifiers, as a result of which
CHARM outperformed classical algorithms. The advan-
tage of the proposed approach is that it does not require
labeling of basic activities. However, because the two-
stage ANN is trained using an end-to-end approach, it
makes it difficult to integrate distributed computing and
use federated learning, which is critical for Industry 4.0
applications.

The authors [23] proposed an adaptive multitask
learning approach that consists of two components. The
first component provides a feature representation for
complex actions and encodes the temporal relationship
between the main activities. The output of this component
is a set of frequent patterns for the activity. The second
component is the a MTL algorithm that captures the rela-
tionship between complex actions and selects prominent
features. The proposed approach was applied to recognize
five ADLs from the Opportunity dataset, demonstrating
promising performance. A potential limitation of this ap-
proach is its questionable scalability and extensibility,
especially when adding new actions or fitting to new data.
The authors [24] proposed a method for recognizing hu-
man interactions using the analysis of consecutive image
frames. The presented model consists of several levels,
namely the body part selection level, the pose recognition
level, the gesture recognition level, and the interaction
level. The model was applied to recognize eight interac-
tion types (approach, retreat, pointing, handshake, hug,
hit, kick, and push), achieving an overall accuracy of
91.70%. In [25], the authors developed a framework for
detecting composite actions for recognizing complex ac-
tivities using video data. This approach uses the intrinsic
associations between activities and high-level activities to
develop a classification network. The proposed approach
was tested on the Breakfast Actions dataset, which con-
tains ten complex activities, achieving an accuracy of
80.51%. Although the solutions proposed in the reviewed
works achieved promising results, they use a video cam-
era-based approach, which implies certain limitations in
applications in Industry 4.0 due to the problems men-
tioned earlier.

Several publications are devoted to the development
of methods and tools for HAR in the context of Industry
4.0. The authors of [26] investigated the performance of
various frequency and time domain functions and popular
ML algorithms for classifying activities in logistics sys-
tems. The SVM, DT, RF and XGBoost algorithms were
used to classify inertial measurement device signals from
the LARa dataset. The best results were achieved by the
XGBoost classifier using time and frequency domain
functions with an average accuracy of 78.61%. In [27], an
approach for HAR using video from a 360-degree camera
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is proposed. The authors investigated different ANN
models for tracking the direction of movement of people
using data collected from the AGVs. Each model was
trained using the LboroHAR dataset. The study showed
that the Shi-Tomasi angle detection method is the most
effective technique for this application. The authors [28,
29] proposed a solution for activity recognition in indus-
trial environments that uses multimodal data from cam-
eras and wearable sensors. The limitations of this solution
are the need for the camera to cover the entire production
area and the requirement for the worker to remain station-
ary, which is impractical in a dynamic environment where
operators interact with the AGV, move between loading
and unloading points, and perform multiple tasks simulta-
neously. An alternative solution that does not use cameras
and does not restrict worker movement is proposed in
[30]. This approach uses body capacitance sensors and
IMUs with the subsequent use of CNN and LSTM [31] to
perform data fusion, which allowed the recognition of 11
actions. The disadvantage of this approach is the need to
develop special 10-channel sensors with a total of 20
channels in the system, which requires special equipment
capable of operating in specific industrial conditions. In
addition, the complexity of such systems increases sig-
nificantly when collaborative robots that support human
work are used in the enterprise, since data from people,
AGVs, and CoBots must be combined [32].

CWT offers several advantages over the traditional
Fourier transform and the short-time Fourier transform
[33]. First, the CWT provides a more accurate representa-
tion of the transients and peaks that are characteristic of
biomedical signals, such as signals from accelerometers
or gyroscopes. Second, this transform handles the non-
stationary nature of such signals by representing both
temporal and localized spectral information. Hence, the
application of the CWT in various studies has led to im-
proved model performance and mitigated overfitting
problems [21, 34-38].

In this paper, a solution is proposed that uses smart
watches to recognize the actions of industrial personnel.
This approach provides a low-cost alternative that avoids
the aforementioned limitations, such as the need for com-
plex equipment for signal fusion, the need for full cover-
age of the production area, or the limitation of personnel
mobility. By using a stacking architecture of classifiers,
the proposed solution is easily scalable and can be ex-
tended to include new actions, facilitating the use of fed-
erating learning (FL) and edge computing. The objective
is to develop a system and technology for classifying and
predicting complex activities of industrial personnel in
real time, which requires only a smart watch. This device
is widely used in sports, is relatively cheap and is allowed
by internal policies of enterprises. The only change from
the smart watch is the installation of a program for col-
lecting data from sensors. Depending on the requirements,
the data can be processed directly on the device or trans-
mitted to an edge server. Additionally, the stack architec-
ture of the proposed approach supports the implementa-
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tion of distributed computing and FL, ensuring confiden-
tiality and adaptability.

The following goals were outlined:

1. Analyze the current state and challenges of the
HAR domain. Consider available solutions for recogniz-
ing personnel activities. Highlight the limitations of mod-
ern systems and approaches.

2. Develop a system for collecting data from smart
watch sensors on the activities of industrial personnel.
The developed software solution should allow simultane-
ous receipt of data from many subjects in real time.

3. Collect a dataset containing smart watch sensor sig-
nals from industrial personnel. The dataset should reflect
typical personnel activity when performing tasks in the
internal logistics systems of enterprises with AGVs.

4. Use methods to detect and eliminate outliers, noise,
and partially lost data. Verify the effectiveness of the
methods on data collected from industrial personnel's
smart watches.

5. Develop a data preprocessing algorithm to isolate
outliers and prepare data for training ML models. De-
velop a strategy for separating the collected data.

6. Develop an artificial neural networks (ANN) archi-
tectural framework that will allow classifying and predict-
ing complex activities of industrial personnel in real time.
The developed architecture should support distributed
computing and FL.

7. Verify the effectiveness of different models and
configurations for classifying and predicting complex
activities. Apply modern techniques to improve the effec-
tiveness of models, such as TL and CWT.

3 MATERIALS AND METHODS
The proposed methodology is based on the use of ad-
vanced signal processing methods and the following us-
age of classifier stacking with TL to recognize and predict
the complex activity label based on sensor signals. Fig. 1
illustrates the general structure of the described method-

ology.

Preprocessed sequences of Apply CWT,
Morlet 256

3second, é-channel signal fragments

Pre-frained DenceNet121
First 136 layers frozen

9 Base classifier
Output fram
the top layer

Classified agregate 1 (— Meta-classifier e 29320081 5. sas7e05

Figure 1 — General structure of the proposed methodology

kit

I
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In the first stage, the dataset undergoes preprocessing,
where potential outlier detection and removal interrup-
tions and noise smoothing are taken into account, result-
ing in continuous, fixed sequences of 6-channel signal
fragments that represent the execution of a particular unit.
Given raw sensor readings X , an outlier detection func-
tion is applied: X'=g,(X) . After that, smoothing filter is

used to remove noise: X'"'=g¢(X").
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In the second stage, CWT is applied to each channel
of sensor signals to generate time-frequency representa-
tions (4):

1) = mod

1w t-b

7 - @

The output is a 6-channel two-dimensional heat map
(scalogram), which allows us to translate the problem of
time series classification into an image classification
problem. This transition allows us to take advantage of
the significant breakthrough in the problem of image clas-
sification over the past decade, with many deep and
highly efficient models and architectures available. Fig. 2
shows an example of the transformed X-axis signal of an
accelerometer using the CWT with the parent Morlet
wavelet and scaling parameter values from 0 to 128.

f \
A || \ " A
i \ Al oAl n M
\ <\ ) \ r VL VI 7| i
o || A / I'._,.' \ / | .'I \ i \f 1| .-""I I| I. Pt (MY
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Signal

Scalogram

Figure 2 — Accelerometer signal converted using CWT

Third, two classification functions are introduced: (5)
for the basic activity recognition using a deep learning

classifier maps each window X O to a basic activity la-
bel:

fo: X @ 5y, ©)

and (6) for the complex activity recognition using a se-
guence-based model that classifies complex activities
based on sequences of basic activity predictions:

fo: (X0 yMN Sy (6)

TL approach is employed to the fy, in order to im-

prove the basic human activities classification accuracy.
Pre-processed source dataset

Dsource = ({I§i), yéB})iNSO“rce consists of labeled 6-
channel time-frequency representations of sensor signals
1M e RMW*6 via CWT from raw sensor readings, and
the corresponding basic activity label ygL) € Yq, from the
source dataset. The deep learning classifier f, is trained
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(7) on this dataset by minimizing the categorical cross-
entropy loss function Cj,:

fbpretrained = argmin Z(;b (fp (1 éi) 165), yéL)) © @)

O (Igi)'yélin))EDsource

TL is performed via fine-tuning. The feature extrac-
tion layers of f,, are initialized with pre-trained weights

65 . The top classification layers are replaced with a new

randomly initialized classifier adapted to the target data-
set’s class distribution. Then, the model (8) is trained on
the smartwatch dataset:

fo =argmin (10,007 g
0 i M
(1 Y )EDtarget

This approach allows the model to leverage pre-
trained knowledge from a larger dataset while adapting to
the specific characteristics of the target domain, improv-
ing classification performance on basic activities. After
that, labels for all basic activities in the dataset are rede-
fined based on the training from the top-level neurons of
the trained base classifier.

In the fourth stage, a metaclassifier (for the complex
activity recognition task) is trained (9) on fixed-size se-
quences of classification results of the base classifier:

fc*:argmin ch(fc(S;(b):yc)- (9)
¢ (8,Yc)eDyarget

The sequence-based model f_ takes as input the se-

quence of basic activity predictions (yk()i))iN:l and classi-
fies the complex activity.

4 EXPERIMENTS

To achieve the goals of this work, a distributed data
collection and analysis system was developed. The main
components of the system are the Samsung Galaxy Watch
5 smart watch, an application for the WearOS operating
system and a cloud server. The application collects data
from hardware sensors, provides functionality for control-
ling the experiment execution process through the user
interface and sends data to the cloud. The Kotlin pro-
gramming language was used as a modern development
standard for the WearOS operating system.

The cloud server was developed using the MySQL-
Server software solution, which works under the plat-
form-as-a-service (PaaS) model. The cloud solution, in
particular the PaaS model, was chosen due to its high
scalability and wide data protection capabilities. The sys-
tem architecture is aimed at the possibility of simultane-
ously receiving data from different subjects, which in-
creases the efficiency of the research methodology. Fig. 3
illustrates the general structure of the system.
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Figure 3 — Structure of the developed data collection system

The application collects data from a three-axis accel-
erometer and a three-axis gyroscope (six data channels in
total) with a sampling rate of 100 Hz. On the smartwatch
side, no signal filtering is performed, and gravitational
acceleration is excluded from the accelerometer signal.
For each channel, a 3-second frames of the signal, along
with additional information such as the hand on which the
watch is worn, the frames start/stop timestamps, and the
data collection subject identifier, is compressed and sent
as a data frame.

Data frames containing less than three seconds of sig-
nal recording (which can occur during interrupted data
collection sessions or loss of connectivity) are not sent to
the cloud and are discarded by the application. During the
dataset generation phase, data frames with the same start
timestamps are combined into a single six-channel signal
(data frame group). If one or more channels are lost, in-
complete data frame groups are discarded.

The term “aggregate” refers to a sequence of basic ac-
tivities or actions that are continuously executed in a spe-
cific order. Data on aggregates is also collected using the
program. It is important to note that since this work fo-
cuses on recognizing complex activities in real time, time
markers indicating the start and end of a specific instance
of aggregate execution are not recorded. Instead, informa-
tion related to aggregates is obtained during experimental
sessions where participants participate in the continuous
execution of a specific aggregate. Events related to an
aggregate, such as the start and end of data collection ses-
sions, are sent to the cloud as an “aggregate event” data
structure.

During the experimental sessions, users entered in-
formation about the start and end of the aggregate execu-
tion data collection sessions into the application. In case
of connection problems, aggregate events are queued and
resent when the connection is restored.

In summary, sensor signal data is transmitted as a 3-
second data frame for each sensor channel, resulting in a
total of six channels. Tags related to basic activities are
included as a field in the data frame. Aggregate execution
data is collected in the form of aggregate events contain-
ing time stamps of the start and end of the aggregate exe-
cution data collection sessions.

The implementation program for the smartwatch and
the cloud server is presented in Fig. 2. The application is
developed for the Samsung Galaxy Watch 5 smartwatch
based on the WearOS operating system. The main pur-
pose of the program is to collect sensor data, send it to the
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cloud server, and provide an interface for controlling the
data collection process. WearOS was chosen as the oper-
ating system due to its robust API and high degree of
adaptability for hardware sensor interaction. The Kotlin
programming language is used as the current standard for
the development of WearOS and AndroidOS. Some of the
application user interface screens are shown in Fig. 2,
namely: the start/stop sensor data collection screen; the
screen for managing data collection sessions and aggre-
gates; the basic activity selection screen; the data collec-
tion subject selection screen; the screen displaying sensor
information. Examples of some application user interface
screens are shown in Fig. 4.

Figure 4 — Examples of application user interface screens

The cloud server solution, implemented in the PaaS
model, provides scalability and enhanced security capa-
bilities, and also allows simultaneous data acquisition
from different objects, thus ensuring effective data man-
agement and significantly increasing the efficiency of the
research methodology. The main purpose of the cloud
server is to store the collected data and make it available
for further processing and analysis. In addition, the
MySQL server software was used due to its high per-
formance and scalability characteristics, ensuring optimal
data management and integrity during the research proc-
ess. This choice was due to the easily available cloud so-
lutions compatible with MySQL, as well as a wide range
of WearOS libraries and plugins that support it. This
makes it a more pragmatic and effective choice for our
requirements.

During data collection, the subject manually sent ag-
gregate stop and start events to the program. In case of
loss of connection, all events were queued and resent after
the connection was established. The structure of the data-
base schema is shown in Fig. 5. The architecture includes
two main node tables: “Dataframes” and “Aggrega-
teEventLogs”. The “Dataframes” table is dedicated to
operations on sensor data, storing this information accord-
ing to the data structure. Meanwhile, the “Aggrega-
teEventLogs” table is an integral part of the aggregate-
related functionality, recording events. In addition, the
“Devices” table is used to manage devices, facilitating the
integration of new WatchOS data collection devices into
the system. The system also includes other tables that
contribute to data normalization and provide system
flexibility through periodic cleanups.

During the experiments, data was collected from five
industrial personnel involved in the continuous execution
of one of two predefined aggregates. Participants were
required to use an application on their smartwatch to re-
cord the start and end timestamps of each experimental
session and each major activity they performed during
these sessions.
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Figure 5 — Structure of the cloud database schema

The topological configuration of each aggregate is de-
picted in Fig. 6. Both aggregates start from the same start-
ing point. The first unit covers the following sequence of
actions: sitting (at point 1), moving from sitting to stand-
ing, standing, walking to point 2, performing a 90-degree
turn, walking to point 3, standing, moving from standing
to sitting, and then sitting. These actions are then per-
formed in reverse order to return to the starting point. The
second aggregate consists of the following sequence: sit-
ting (at point 1), moving from sitting to standing, stand-
ing, walking to point 2, performing a 180-degree turn in
any direction, walking back to point 1, standing, moving
from standing to sitting, and then sitting.

90° rotation 180° rotation

7.5m.

O Start MMceainsy o Start

(a) (b)

Figure 6 — Topological configuration of the first (a) and sec-
ond (b) aggregates

All participants wore a smartwatch on either their left
or right wrist. During the data collection phase, there were
instances where the connection was temporarily inter-
rupted or participants intentionally paused the experiment
by pressing the “Stop” button in the app. These incidents
will be reviewed and corrected during the pre-processing
phase of the dataset to ensure data integrity and continu-
ity.

The dataset collected from this study covers a total of
3.28 hours of six-channel sensor data of a three-axis ac-
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celerometer and gyroscope, accumulated during 18 ex-
perimental sessions. During these experiments, subjects
continuously performed one of two aggregates and re-
corded their activities. This dataset contains a unique base
activity identifier for each data frame and information
about the subject from whom it came, as well as detailed
records of the start and end of the experimental sessions.

Distribution of dataframes by activity classes in the raw dataset
2000

Distribution of dataframes by subjects in the raw dataset

The distribution of data frames in the collected dataset,
classified by activity, personnel identifiers, and associa-
tions with aggregates, is depicted in Fig. 7. The activity
identifiers are labeled as follows: 1-standing, 2-sitting, 5-
transitions between standing and sitting (and vice versa),
and 12-walking.

Distribution of Dataframes by Aggregate ID
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A feature of this dataset is its inherent imbalance,
which can be expected given the context of the study.
This imbalance is explained by the nature of the studied
aggregates, where certain actions (e.g. walking) dominate,
which occupies the majority of the dataset.

Outliers in the data affect the accuracy of the collected
data of the system in the following ways:

— accelerometer — data loss can lead to errors in the
location or speed of the object. Since accelerometers
measure changes in speed, the absence of data can nega-
tively affect the accuracy of calculating the trajectory and
angle of inclination.

— gyroscope — data loss affects the accuracy of calcu-
lating the orientation and angular position of the object.
Since gyroscopes measure angular velocity, in the event
of data loss, directional errors (gyro bias) can accumulate.

The Kolmogorov-Smirnov statistic indicates a certain
deviation from the normal distribution (0.133112). The
extremely low p-value (0.0000000347) confirms that the
deviation is statistically significant, which means that the
data does not follow a normal distribution. Fig. 8 shows a
histogram of the distribution of accelerometer values
along the x-axis.

Frequency Dispersion Histogram for Accelerometer x-axis values

300

Frequency

-2.0 -15 -10 -05 0.0 05 10
Accelerometer x-axis values

Figure 8 — Histogram of the distribution of accelerometer
values along the x-axis

© Pavliuk O. M., Medykovskyy M. O., Mishchuk M. V., Zabolotna A. O., Litovska O. V., 2025

DOI 10.15588/1607-3274-2025-3-10

Suu;i:t {1+]
b c
Figure 7 — data frames distribution by a — basic activities;

b — subjects; c — aggregates

2000

1500

1000

500 4

Aggregate ID

Most of the values are centred around zero, with some
deviations in either direction. This indicates that the bulk
of the data is concentrated in the central part, but there are
some outliers. Figure 9a shows a histogram with outlier
thresholds determined using the standard deviation
(STD). The red vertical lines show the limits at which
values are considered outliers. Most values are within
these thresholds, but there are some values that fall out-
side the limits, indicating the presence of outliers. Figure
9b shows a histogram with outlier thresholds determined
using the interquartile range (IQR). The red vertical lines
also show the outlier limits. As in the previous case, most
values are within these thresholds, but there are some
outliers. Figure 9c shows a histogram of log-transformed
data with outlier thresholds determined using the STD. It
helped reduce the impact of large values, but there are
still some outliers.

Figure 10 shows a histogram with outliers determined
using the DBSCAN algorithm with parameters eps=0.01,
min_samples=10. The percentage of outliers for each
method is: STD- 10.80%, IQR- 12.00%, Log-STD-
8.60%, DBSCAN: 26.00%. The STD and IQR methods
detect approximately the same number of outliers, indicat-
ing their similarity in determining outlier thresholds.

Logarithmic standard deviation (Log-STD) reduces
the number of outliers, which can be useful for data with
large deviations. The DBSCAN method detects the larg-
est number of outliers, which may indicate its sensitivity
to anomalies in the data. Therefore, for further analysis, it
is recommended to use a combination of outlier detection
methods to obtain more accurate results. In general, loga-
rithmic transformation can be useful for reducing the im-
pact of large values, but it should be noted that it can
change the structure of the data. Using DBSCAN can be
useful for detecting more anomalies, but caution should
be exercised with its sensitivity.
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Accelerometer x-axis data with outlier thresholds 5TD

Accelerometer x-axis data with outlier thresholds IQR

Accelerometer x-axis log-transformed data with outlier thresholds STD
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Detected outliers in sensor data in the control system
can lead to incorrect analysis of industrial personnel
movements, incorrect behaviour of automated devices, or
a decrease in the overall efficiency of the production
process. Assignment, interpolation, filtering, and smooth-
ing methods are used to minimize the impact of noise on
partially lost and distorted data. The filter helps to smooth
out noise and eliminate gaps. Smoothing methods are
effectively used to restore distorted or partially lost data
based on adjacent values. Fig. 11 shows the results of
using such filters as moving average, weighted moving
average, exponential smoothing, local regression, and the
Savitsky-Goley filter.

The results of calculating the deviations of all methods
are presented in Table 1. According to the results, it is
advisable to smooth the noise by local regression. Since it
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Figure 9 — Histogram with outlier thresholds: a — using standard deviation; b — using interquartile range; ¢ — using log-transformed
data with outlier thresholds determined using standard deviation
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Figure 10 — Outlier d;téétion using STD, Log-STD, DBSCAN IQR methods

is used to smooth the data by constructing a local poly-
nomial regression with small intervals between the data.
Therefore, it effectively processes nonlinear data by ad-
justing the degree of the polynomial in each interval, lo-
cally adapting it to the shape of the trend in each interval.
But this requires a sufficient amount of data in each inter-
val.

In this work, the following parameters of the CWT
were chosen: the Morlet mother wavelet, the value of the
parameter a from 0 to 256 and the value of the parameter
b from 0 to 300. This choice was based on studies [3, 21],
where these parameters were determined to be the best for
HAR problems based on wearable sensors when used in
combination with the DenceNet121 model.

Comparison of smoothing techniques to smooth and restore lost data
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Figure 11 — Comparison of smoothing methods using filters
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Table 1 — Deviations of smoothing filters

Devia- Orig. MA WMA ES LO- SG
tion Data WESS
X,axe [ 0.2824 0.2021 | 0.2086 | 0.2291 | 0.1795 | 0.2477
Y,axe | 0.5635 0.4323 | 0.4472 | 0.4618 | 0.4284 | 0.5160
Z, axe 1.0584 0.5361 [ 0.5248 | 1.1328 | 0.4430 | 0.9993
X, hyr | 0.2244 0.2040 | 0.2073 | 0.2074 | 0.2143 | 0.2225
Y, hyr | 0.1189 0.1076 | 0.1103 | 0.1095 | 0.1130 | 0.1182
Z, hyr | 0.1962 0.1929 | 0.1934 | 0.1897 | 0.1913 | 0.1964
Disper Orig. MA | WMA ES LO- SG
sion Data WESS
X,axe | 0.0798 0.0408 | 0.0435 | 0.0525 | 0.0322 | 0.0613
Y,axe [ 0.3175 0.1869 [ 0.2000 [ 0.2133 | 0.1835 | 0.2662
Z, axe 1.1203 0.2874 | 0.2754 | 1.2832 | 0.1962 | 0.9987
X, hyr [ 0.0504 0.0416 [ 0.0430 [ 0.0430 [ 0.0459 | 0.0495
Y, hyr [ 0.0141 0.0116 | 0.0122 | 0.0120 | 0.0128 | 0.0140
Z, hyr | 0.0385 0.0372 | 0.0374 | 0.0360 | 0.0366 | 0.0386

This study proposes a six-step dataset preprocessing
pipeline, shown in Fig. 12. It receives a set of data frames
collected during experimental sessions as input, and pro-
duces datasets with fixed-size continuous sequences as
output. In the first step, data frames recorded outside the
experimental sessions are deleted based on their time-
stamps to eliminate possible outliers. In the second step,
gaps in the data frame sequences are identified and high-
lighted using the time delta criterion. To do this, the time-
stamp of the end of one data frame is compared with the
timestamp of the start of the next frame. If the interval
exceeds 500 milliseconds, this indicates a possible pause
in the experimental session or a hardware failure. In this
case, this marks the end of one continuous sequence and
the beginning of a new one. In the third step, the continu-
ous data frame sequences are reduced to a fixed size of 20
frames (equivalent to 60 seconds). This size is chosen
based on the fact that the initial activities of both units are
the same. Hence, it is expected that a minute will be
enough for the subject to perform some basic activities
and the metaclassifier and predictor will have enough
information to distinguish them. In the fourth stage, 50%
overlap between fixed sequences is performed to expand
the dataset.

Tixed time window'

l

{ Output H Applying CWT Hhumng and sleinH Applying overlap }

Figure 12 — Dataset preprocessing pipeline

Extracting dataframes
from the aggregates

Extracting continuous

Sequencing with the
readings

In the fifth stage, shuffling is performed, after which
the dataset is divided into subsets for training, testing, and
validation. In this study, two strategies are used to divide
the dataset, which are illustrated in Fig. 13. In the first
partitioning strategy, 40% of the dataset is used to train
the base classifier and validate the meta-classifier, the
other 40% is used to train the meta-classifier and validate
the base classifier, and the last 20% is used for testing.
This strategy provides unique data for training the models
at each level, which is the “ideal” scenario, but potentially
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provides insufficient data for training the meta-classifier
because it does not use TL. The second strategy allocates
40% to train both classifiers, another 40% to validate the
base classifier and further train the meta-classifier, and
the remaining 20% for testing. The second strategy pro-
vides more data for the meta-classifier, but may result in
it not capturing errors from the base classifier on new
data. Finally, in the sixth step, the CWT is applied to each
of the six channels of the data frames using the Morlet
mother wavelet and scaling parameter values from 0 to
256.

Train meta-classifier
Validate base classifier
o

Train base classifier
Validate meta-classifier
e

f
" Part 1 Part 2 Test
SpiLy; [ [40%] [40%] [20%] ]
Train base classifier Validate base classifier
A A
-
i Part 1 Part 2 Test
Split 2: [ [20%] [20%] [20%] ]
C

T
Train meta-classifier [53%] Validate meta-classifier [73%]

Figure 13 — The dataset partitioning strategies

In this work, the model proposed in [21, 39] was used
as the baseline classifier. It is based on the DenseNet121
architecture and is specifically designed for HAR tasks.
This model is pre-trained on the KU-HAR dataset [40],
and CWT was used to improve performance. The pro-
posed model achieved an F1 score of 97.52% on the KU-
HAR dataset, which outperformed state-of-the-art works
and demonstrated improved performance on small data-
sets when using layer freezing.

The original KU-HAR dataset contains 20,750 non-
overlapping samples with three-axis accelerometer and
three-axis gyroscope signals collected using a smartphone
for 18 different activity classes. Fig. 14 illustrates the
methodology used to apply knowledge transfer from the
KU-HAR dataset to the collected dataset.

Pre-trained model, Densenet121 architecture

6-challel input samples, #7777 T T s s s
KU-HAR dataset
{ Prediction

Conv 7x7 Dense 1 Dense 2 Dense 3 Dense 4 FC

6-challel input samples,
Gathered dataset

G Knowledge transfer, the top layer removed

: Prediction

Conv 7xT Dense 1 Dense 2 Dense 3 Dense 4 i FC

New fully |
connected :
layer :

classifier

To fit the DenseNet121 model pre-trained on the KU-
HAR dataset, several manipulations are made. First, the
top fully connected layer of the pre-trained model is re-
moved and replaced with a new one initialized using the
Xavier scheme. The new layer contains four neurons,
which corresponds to the number of activity classes in the
collected dataset. According to the study [39], freezing
the layers of the pre-trained DenseNet121 can improve
the performance of the model on small HAR datasets,
with the optimal number being 136 layers. Accordingly,
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the same configuration is used in this work. Additionally,
appropriate class weights are used when training the base
classifier to mitigate the problem of imbalance in the
dataset.

The hyperparameters for training the base classifier
were chosen experimentally and include the Adam opti-
mizer, 100 training epochs, and a batch size of 32. Call-
backs such as “Model checkpoint”, “Early stop”, and
“Reduce training intensity at plateau” were used during
training. The model was trained 10 times, and the results
of the best performing instance are presented in this study.

In this study, LSTM, BIiLSTM, GRU, BiGRU, and
CNN architectures were used as meta-classifiers. These
models were chosen because of their ability to capture
temporal dependencies in fixed-size sequential data,
which is important in our case. Regarding the CNN-based
model, the architecture of the meta-classifier used is illus-
trated in Fig. 15. The input to the meta-classifier is a ma-
trix (20x4) representing a sequence of 20 classification
results from the top-level neurons of the base classifier.
The architecture of the meta-classifier based on the CNN
includes two convolutional blocks with pooling and batch
normalization layers, as well as two fully connected
blocks. The Leaky ReLU activation function is used,
which prevents the problem of “dying neurons”. Dropout
layers were enabled during training to improve generali-
zation.

For the LSTM, BiLSTM, GRU and BiGRU models,
experiments were conducted with both single-layer and
multi-layer configurations. Each layer consists of 64 neu-
rons, and the models include a fully connected layer with
two neurons and a softmax activation function. In multi-
layer configurations, two consecutive layers were used,
each containing the same number of neurons.

Layer1
Conv. 2D

Layer 2
Conv. 2D

Layer 3 Layer 4

Dense Dense

fiiters = 16
kernel size=(3, 2)
strides = (1, 1)

Leaky ReLU |

alpha = 0.03
Batch Norm. | [®|[ Batch Norm. | [

imomentum = 0.99 imomentum = 0.99
epsilon = 0.001 epsilon = 0.001

Max Pooling 2D
pooi size = (2, 1)

b

‘ Dropout ‘

units = 64

Leaky ReLU

units = 2
PR 2

Softmax

Leaky ReLU |

alpha = 0.09

alpha = 0.05

” [ i

Dropout f |
rate =035 ™ *{ Output

" Input
shape }"
(20.4.1))

| Flatten ‘

rafe=0.2

Figure 15 — Architecture of a meta-classifier based on CNN

The hyperparameters used in training the meta-
classifiers include a simple gradient descent optimizer,
500 training epochs, and a batch size of 16. As with the
base classifier, the same training callbacks were enabled
and class weights were set. Each model configuration was
trained 100 times, and the results of the best models are
reported in this study.
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5 RESULTS

Table 2 presents the performance metrics of the base
classifier on the test subset [41]. The model generalization
result from the base classifier training data is high. Fur-
thermore, the validation accuracy and loss rates show
minimal changes with increasing epochs, indicating that
the model converges relatively early due to the pre-
training. The results demonstrate extremely high accuracy
and significant F1 scores. Given that the F1 score metric
is insensitive to dataset imbalance, this alignment sug-
gests that the model generalizes well and maintains un-
bias across activities.

Table 2 — Classification results of the base classifier on a subset

of tests
Accuracy | Precision | Recall AUC F1-score
90.90% 91.33% 90.69% | 97.26% | 91.01%

After training and evaluating the base classifier, the
dataset labels for all samples were updated based on the
output from the top fully connected layer neurons of the
trained base classifier.

The performance metrics of the metaclassifiers trained
using the first dataset partitioning strategy [41] are shown
in Table 3. The precision, recall, and F1 scores were cal-
culated using a “weighted” approach. In this method, the
metrics are calculated for each class and then the average
is weighted by the support (the number of true instances
for each class), which is a valid approach in the case of
class imbalance. The results show that the CNN-based
model showed a rougher performance, achieving an F1
score of 79.07%. Another model with satisfactory accu-
racy is the single-layer BiLSTM network, which achieved
an F1 score of 73.89%. The remaining models showed
comparable performance, with F1 scores of approxi-
mately 76%. The multilayer BiGRU model was the least
efficient with an F1 score of 73.89%.

Table 3 — Classification results of meta-classifiers on the test
subset (first partitioning strategy).

. Accu- Preci- F1-
Classifier racy sion Recall AUC score
CNN 79.17% | 79.01% | 79.17% | 84.34% | 79.07%
Single-
layer 75.00% | 76.11% | 75.00% | 78.03% | 75.32%
LSTM
Multi-
layer 76.39% | 77.15% | 76.39% | 77.41% | 76.63%
LSTM
Single-
layer 77.78% | 78.84% | 77.78% | 79.13% | 78.07%
BIiLSTM
Multi-
layer 75.00% | 75.49% | 75.00% | 79.91% | 75.19%
BIiLSTM
Single- 76.39% | 76.21% | 76.39% | 84.51% | 76.28%
layer GRU ) ) ) ) )
:V'“'“' 75.00% | 75.00% | 75.00% | 79.92% | 75.00%
ayer GRU
Single
layer 75.00% | 74.45% | 75,00% | 78.13% | 74.48%
BiGRU
Multi-
layer 73.61% | 74.42% | 73.61% | 79.68% | 73.89%
BiGRU
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Interestingly, increasing the number of layers in the
BiLSTM, GRU, and BiGRU-based architectures did not
lead to an increase in performance, but rather to a de-
crease in it. This may be a case of overfitting with insuffi-
cient training data to utilize the additional layers in these
architectures. Furthermore, the close correspondence be-
tween accuracy and F1 score in all models indicates that
the model was not disproportionately affected by the more
prevalent class. This was achieved by including class
weights during training.

Table 4 presents the classification results of the meta-
classifiers for the second partitioning strategy [41]. As
can be seen, the CNN-based model also showed good
performance, achieving an F1 score of 87.44%. Further-
more, when applying the second partitioning strategy, this
model showed higher performance compared to the first.
This indicates that the model using the second strategy
benefited from the extended knowledge obtained from the
shared training data, while effectively using the informa-
tion from the second subset to mitigate the inaccuracies
inherent in the base classifier. Interestingly, applying the
second partitioning strategy resulted in a decrease in per-
formance for the other models, indicating their inability to
adapt both the extended knowledge and the errors of the
base classifier. Among all the models, the single-layer
LSTM network showed the lowest performance in terms
of precision, granularity, recall, and F1 score. Notably,
the inclusion of the second splitting strategy shows that
the introduction of multiple levels in the LSTM,
BiLSTM, and BiGRU models leads to an overall per-
formance improvement. This suggests that the additional
complexity of these models is an advantage when using
the second splitting strategy.

Table 4 — Classification results of meta-classifiers on the test
subset (second partitioning strategy).
Accu- Pr_ecn- Recall AUC F1-
racy sion score
87.50% 87.43% 87.44%

Classifier

CNN
Single-
layer
LSTM
Multi-
layer
LSTM
Single-
layer
BiLSTM
Multi-
layer
BiLSTM
Single-
layer
GRU
Multi-
layer
GRU
Single-
layer
BiGRU
Multi-
layer
BiGRU

87.50% | 92.40%

69.44% | 71.42% | 69.44% | 76.93% | 69.96%

72.22% | 72.75% | 72.22% | 78.70% | 72.43%

72.22% | 75.04% | 72.22% | 78.43% | 72.75%

73.61% | 74.42% | 73.61% | 78.76% | 73.89%

72.22% | 76.08% | 72.22% | 79.74% | 72.77%

72.22% | 72.22% | 72.22% | 80.84% | 72.22%

72.22% | 75.04% | 72.22% | 77.93% | 72.75%

73.61% | 76.92% | 73.61% | 80.84% | 74.13%
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In light of the observed results, we propose a CNN-
based metaclassifier with a second partitioning strategy as
the optimal configuration among the tested ones. Consid-
ering the challenges encountered, including the similarity
of the aggregates, different execution speeds, and the pos-
sibility of overlap between the main activity labels in the
data frames when subjects choose actions during data
collection, we evaluate the performance of the metaclassi-
fier as satisfactory. It is important to acknowledge the
potential limitations associated with the proposed ap-
proach, in particular with regard to the generation of sca-
lograms. The computational intensity of the CWT may
make it difficult to directly implement our method on
wearable devices such as smartwatches or smartphones.
However, this limitation can be mitigated by using edge
computing and FLs, which provide decentralized data
processing and model training, thereby reducing the com-
putational constraints of individual devices.

6 DISCUSSION

This study proposes a real-time, multi-stage, complex
HAR approach that is applicable to, but not limited to,
intralogistics systems using AGVs. The proposed ap-
proach uses a smartwatch and techniques such as classi-
fier stacking, CWT, and TL. In the context of this study, a
distributed data collection system based on a smartwatch
was developed. A dataset containing readings from five
industrial personnel performing continuous sequences of
actions representing typical intralogistics tasks was also
collected and published.

A HAR-specific pre-trained DenseNet121 model us-
ing CWT was used as the base classifier, achieving an F1
score of 91.01% for the base activity classification. For
the multi-stage activity classification task, metaclassifiers
based on convolutional neural networks (CNN), long-
short-term memory (LSTM), bidirectional LSTM, recur-
rent gating unit (GRU), and bidirectional GRU were
compared. Two strategies for using the dataset were
tested to optimize metaclassifier training. The most effec-
tive model using CNN and shared training data between
classifiers resulted in the metaclassifier obtaining an F1
value of 87.44%. It is important to note that the temporal
resolution of the data for the baseline activities is limited
by the duration of the data frame, which is 3 seconds.
This limitation creates a potential problem, since baseline
activities with a duration shorter than this interval (e.g., a
subject walk for 1 second) may overlap with the next
baseline activity. Similarly, if a data frame contains data
for two different baseline activities (e.g., 2 seconds of
walking followed by 1 second of standing), the label cor-
responding to the last activity (standing in this case) will
be assigned. This behavior is a potential problem that
could affect the performance of classifiers and will be
addressed in future research.

We hypothesize that the overall performance of the
model can be improved by expanding the dataset, includ-
ing data from more subjects, and including additional
baseline activities such as rotation. Furthermore, the prob-
lem of overlapping activities in a time window can be
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addressed by assigning labels based on the majority dura-
tion within a particular activity class rather than relying
on the last activity. Furthermore, hybrid architectures
combining CNNs with LSTMs or GRUSs can yield supe-
rior results, suggesting promising directions for future
research.

With appropriate modifications, the proposed ap-
proach can be integrated into an intelligent enterprise
management system using CWT, improving the produc-
tivity of human-machine interaction and increasing the
overall efficiency of the production line.

CONCLUSIONS

The current problem of developing an innovative ap-
proach for recognizing complex human actions in real
time, focused on internal logistics systems using AGVs, is
being solved.

The scientific novelty of the results is the creation of
an innovative system for recognizing and predicting com-
plex human activities in industrial intralogistics of enter-
prises in real time. For this purpose, a data collection sys-
tem based on a smart watch was developed. This ap-
proach combines advanced data preprocessing methods
and state-of-the-art machine learning models, including
hybrid machine learning technologies based on Dense-
Net121 and CNN architectures, to achieve high accuracy
of classification and prediction of activities.

The practical significance of the study in making in-
dustrial environments safer and more efficient by recog-
nizing and predicting worker activities in real time. The
system can be integrated into workplaces to streamline
processes and support smarter decision-making in fast-
paced conditions. By fostering smoother collaboration
between humans and machines, it not only enhances pro-
ductivity but also prioritizes the well-being and comfort
of employees, aligning with the principles of Industry 5.0.

Prospects for further research are to focus on ex-
panding the dataset to include more subjects, units, and
major activities, and using hybrid models to improve
model accuracy. Other promising directions include inte-
grating FL technology and using the proposed architec-
tural framework to predict worker activity.
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AHOTALISA

AKTyasIbHicTh. Y CydacHOMY IPOMHCIOBOMY BHPOOHHIITBI 3Ha4YHA yBara IPHIIIAETHCS CHCTEMaM PO3Ii3HABAaHHS Ta IPOTHO3YBaHHS
JIFOICEKOT aKTHBHOCTI B peaibHOMY 4vaci. Taki Texunomnorii € kiarouoBumu st nepexony Bin [umyctpii 4.0 no Iuayctpii 5.0, ockinbku BoHH
3a0e3MeuyroTh MOKPALICHY B3a€MO/III0 MK JIFOJIMHOIO 1 MAIIMHOI, a TAKOX BHIIUN PiBeHb OE3IEKH, aJaliTUBHOCTI Ta €(hEeKTHBHOCTI BUPOO-
HUYUX nporeciB. Lli migxoau ocoOnIMBO akTyalbHi B raiysi BHYTPIIIHBOI JOTiCTHKY, [¢ CIIBIpAIS 3 aBTOMAaTH30BAHHMH TPaHCIIOPTHHMHU
3aco0aMu BUMarae BUCOKOTO PiBHS KOOPMHALIIT Ta THYYKOCTI.

Meta. CTBOPUTH TEXHOJIOTIUHE PIillIEHHs AJI1 ONEepPaTHBHOIO BHSBJICHHS Ta NPOTHO3YBaHHS CKJIAJHOI MOBEIIHKH JIIOAMHU Y CHCTEMAax
BHYTPILIHBOI JIOTICTUKY IIUIIXOM BUKOPUCTAHHS CEHCOPHUX JAHUX 31 PO3YyMHHUX rOAMHHUKIB. OCHOBHA LiJIb — MiJABUIIUTH PiBEHb B3a€MOIi
MIX TpalliBHUKAMK Ta aBTOMATH30BAHUMH CHCTEMaMH, 3011bIIHTH Oe3MeKy mparli i e()eKTUBHICTh JIOTICTHYHHUX MPOLIECIB.

Merton. Po3pobiieHo feneHTpanizoBaHy CUCTEMY 300py JTaHHX i3 BUKOPHCTAHHSIM PO3YMHHX TOJMHHHKIB. Y MOOLIBHOMY 10JaTKy, Ha-
ncanomy MoBoto Kotlin, dikcyBanmcs MoKasHUKH CEHCOpIB INijl Yac BUKOHAHHS Cepii JIONiCTHYHNX aKTHBHOCTEH I1’sIThMa Npar{iBHUKaMH.
Jns 06poOku HEMOBHHUX ab0 CIOTBOPEHHX JaHUX 3aCTOCOBAHO ANTOPUTMH BHABICHHS aHOMail, 30kpema STD, morapudmigte meperso-
pernst STD, DBSCAN Tta IQR, a Takox MeTO[M 3ria/pKyBaHHs, TakKi K KOB3HE CEPE/IHE, 3BaKEHE KOB3HE CEpEe/IHE, EKCIIOHEHI[HE 3Tiia-
JUKYBaHHS, JIOKalbHa perpecist i GinbTp Casiupkoro-I'ones. OOpo06ieHi JaHi BUKOPUCTOBYBAJIUCS JUIsl HABUaHHS MOJIeNIeH i3 3aCTOCYyBaHHAM
TAaKUX CyYacHUX IIXOJIB, K IIepefaBalbHe HABUAHHS, HEIIEPEPBHE BEHBIICT-IEPETBOPCHHS Ta CTEKIHT KIacU]iKaTopiB.

PesyabraTu. Y poni 6a3oBoro kinacudikaropa oOpaHo MonepeHb0 HATPESHOBaHY TIIMOOKY MOAenb 3 apxitektyporo DenseNetl21, ska
nokasana F1-merpuky 91,01 % npu posmizHaBaHHI npocTux Aii. s aHami3y CKIagHUX aKTHBHOCTEH BUIPOOYBAHO I'STh apXiTEKTyp HEw-
POHHHX Mepex (OXHAIIAPOBUX i OAraTOIIAPOBHX) 3 JBOMA CTpATerisiMH po3nominy maHux. HaiiBuury tounicts — Fl-merpuky 87,44 % —
MPOIEMOHCTPYBaJia 3rOPTKOBa HEHPOHHA Mepeska ITPU BUKOPUCTaHHI 00’ €IHAHOTO i IXO1Y A0 PO3MOALTY JAaHHX.

BucHoBku. Pe3ynbTaTi TOCHIKEHHST CBITYaTh PO MOXKIIMBICTh 3aCTOCYBaHHS 3allPOIIOHOBAHOI TEXHOJIOTII pO3Mi3HABAHHS CKIIAJHOL
JIFOACHKOT ISTIBHOCTI B PEXKMMI PEILHOTO Yacy B iHTPAJIOTICTHYHHX CHCTEMaX Ha OCHOBI JAaHUX 3 CEHCOPIB CMApTrOMMHHHUKA SKa MOKpa-
LIXATH B3a€MOJIIIO JIIOJMHU Ta MALIMHHU Ta MiIBUIIATH €()EKTUBHICTH TPOMHCIIOBUX JIOTICTUYHHX TIPOLIECIB.

KJIFOYOBI CJIOBA: Bubipka, (ppakranbHa po3MipHICTb, METPUKA SIKOCTI, KJlacTep, popMyBaHHS BHOIPOK.
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ABSTRACT

Context. The task of information-extremal machine learning for the diagnosis of eye pathologies based on the characteristic
signs of diseases is considered. The object of the study is the process of hierarchical machine learning in the system for diagnosing
ophthalmological diseases. The aging population and the increasing prevalence of eye diseases, such as glaucoma, optic nerve
atrophy, retinal detachment, and diabetic retinopathy, necessitate effective methods for early diagnosis to prevent vision loss.
Traditional diagnostic methods largely rely on the experience of the physician, which can lead to errors. The use of artificial
intelligence (Al) and machine learning (ML) can significantly improve the accuracy and speed of diagnosis, making this topic highly
relevant.

Obijective. To enhance the functional efficiency of a computerized system for diagnosing eye pathologies based on image data.

Method. A method of information-extremal hierarchical machine learning for a system of eye pathology diagnosis based on the
characteristic signs of diseases is proposed. The method is based on a functional approach to modeling cognitive processes of natural
intelligence, ensuring the adaptability of the diagnostic system under any initial conditions for the formation of pathology images and
allowing flexible retraining of the system when the recognition class alphabet expands. The foundation of the method is the principle
of maximizing the criterion of functional efficiency based on a modified Kullback information measure, which is a functional of the
diagnostic rule precision characteristics. The learning process is considered as an iterative procedure for optimizing the parameters of
the diagnostic system’s operation according to this information criterion. Based on the proposed categorical functional model, an
information-extremal machine learning algorithm with a hierarchical data structure in the form of a binary recursive tree is
developed. This data structure enables the division of a large number of recognition classes into pairs of nearest neighbors, for which
the machine learning parameters are optimized using a linear algorithm of the necessary depth.

Results. An intelligent technology for diagnosing eye pathologies has been developed, which includes a comprehensive set of
information, algorithmic, and software components. A comparative analysis of the effectiveness of different methods for organizing
decision rules during system training has been conducted. It was found that the use of recursive hierarchical classifier structures
allows achieving higher diagnostic accuracy compared to binary classifiers.

Conclusions. The developed intelligent computer-based diagnostic system for eye pathologies demonstrates high efficiency and
accuracy. The implementation of such a system in medical practice could significantly improve the quality of eye disease diagnostics,
reduce the workload on physicians, and minimize the risk of misdiagnosis. Further research could focus on refining algorithms and
expanding their application to other types of medical images.

KEYWORDS: computer diagnosis of eye pathologies, artificial intelligence, machine learning, image processing, pattern
recognition, information-extremal technology, hierarchical classifier structure.

ABBREVIATIONS n is a volume of the training matrix of diagnostic
IEI-technology - information-extremal intelligent classes;
technology; j is a number of the structured vector of diagnostic
SCT - system of control tolerances; feature values in the training matrix;
Al - artificial intelligence; H is a set of strata in the de-recursive tree;
DL - deep learning; h is a number of the stratum in the de-recursive tree;
ML — machine learning; S is a set of strata in the de-recursive tree;
ODS - ophthalmological diagnostic system. s is a number of the stratum in the de-recursive tree;
x{%) is an averaged feature vector of the base
NOMENCLATURE g
M is a power of the alphabet of diagnostic classes; diagnostic class x(()hys) at the h-th level of the s-th stratum
- misa number of the current classes of ophthalmic ¢ o de-recursive tree;
diagnostics; (hs)
N is a power of the dictionary of diagnostic features; X 1s an averaged feature vector of the class

I1s a number of the diagnostic feature; nearest to the base diagnostic class Xl(h,s) at the h-th level
of the s-th stratum of the de-recursive tree;
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d(()h’s) is a radius of the hyperspherical container of

the base diagnostic class x{"*);
dl(h's) is a radius of the hyperspherical container of

the class nearest to the base diagnostic class Xl(h,s) :
K is a set of machine learning steps;
6§<h’is) is a parameter equal to half of the control

tolerance field for the features of the diagnostic classes at
the h-th level of the s-th stratum;
Gg IS a working (permissible) domain for the

definition of the information optimization criterion
function;
G,(ns) Is a permissible domain of the radius values for
0

the container of the base diagnostic class X(()hvs) at the h-th

level of the s-th stratum;
G, s Isa permissible domain of the radius values for
1

the container of the class nearest to the base diagnostic
xl(hys) class at the h-th level of the s-th stratum;

E(()h*s) is an information criterion for optimizing the

machine learning parameters for the base diagnostic class
(h,s) -
Xg

El(h*s) is an information criterion for optimizing the
machine learning parameters for the class nearest to the
base diagnostic class xl(h's) :

G is a set of input factors that influence the ODS;

T is a set of moments in time for reading the
information;

Q is a feature space for diagnostics;

Z is a set of technical states of the diagnostic object;

Y(":S) s a input training matrix of the diagnostic
classes at the h-th level of the s-th stratum of the de-
recursive tree;

x(:5) s a binary training matrix of the diagnostic
classes at the h-th level of the s-th stratum of the de-
recursive tree;

fo is an operator for forming the de-recursive binary
trees H;

f, is an operator for forming the training matrix y(hs).
f, is an operator for forming the binary training

matrices X ("%);
do™) is an optimal radius of the hyperspherical

container of the base diagnostic class X(()hvs) :

d; ™) is an optimal radius of the hyperspherical

container of the class nearest to the base diagnostic class
(h.s) -

%
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x °(N:) s a container of the diagnostic class at the h-

th level of the s-th stratum of the de-recursive tree;

I((Jhr'ns) is a set of statistical hypotheses for the decision

rule of the base diagnostic class Xr(nh,S) :

Il(rr'ﬁs) is a set of alternative hypotheses for the

decision rule of the class nearest to the base diagnostic
class xg‘vs);
y is an operator for testing the main statistical

hypothesis about the assignment of the vector x{"s) to

the diagnostic class X 9" ;
y is an operator for forming the set of accuracy
characteristics;

C is an operator for forming the set of reference vector
values and optimal radii;

Dlh'S is an extreme value of the first reliability at the
h-th level of the s-th stratum of the de-recursive tree;

DQ'S is an extreme value of the second reliability at
the h-th level of the s-th stratum of the de-recursive tree;

oS isa first-type error, calculated at the h-th level of
the s-th stratum of the de-recursive tree;

Bh's is a second-type error, calculated at the h-th level
of the s-th stratum of the de-recursive tree;
¢ is an operator for forming the value of the

optimization criterion £{™*) and E(()h’s);

¢- is an operator for forming the value of the total

(h.s)

optimization criterion E ;

u is an operator that regulates the machine learning
process;

r is an operator for partitioning Q the diagnostic
feature space into classes;

fy is an operator that regulates the process of forming
and evaluating the functional efficiency of the strata in the
de-recursive tree;

Pm,i Isaselection level;

® is a symbol for the repetition operation;

d is a parameter that characterizes the radius values of
the diagnostic class containers in code units;

107P is a sufficiently small number introduced to
avoid division by zero (in practice, it is taken as p=2);

x() is a structured vector of diagnostic feature
values, formed during the stage of diagnostic decision-
making;

uy, is a membership function of vector x9 for the

diagnostic class x%(hrs) .
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INTRODUCTION

Modern medicine faces numerous challenges, among
which the tasks of diagnosing and treating eye diseases
stand out [1]. With the growing number of patients with
ophthalmic problems such as optic nerve atrophy,
glaucoma, retinal detachment, and diabetic retinopathy,
there is a need for the development of new, more effective
diagnostic methods [2, 3]. Traditional diagnostic methods,
based on visual assessment of fundus images and other
examinations, largely depend on the subjective evaluation
of the physician, which can lead to errors and
inaccuracies.

Currently, the widespread use of Al and ML
technologies in computerized diagnostic systems allows
for a significant acceleration of medical image processing
and an increase in the accuracy of pathology detection,
providing effective support for medical professionals in
clinical decision-making. Priority is given to artificial
neural network technology, as it is believed to be capable
of effectively processing large volumes of medical data,
ensuring high accuracy in detecting patterns and
anomalies in medical images [4-6]. An alternative to the
use of artificial neural networks is information-extreme
intellectual technologies, the effectiveness of which has
been proven in solving many practical problems across
various tasks [7-9].

The object of the research is the process of
hierarchical machine learning in the system of functional
diagnosis of ophthalmic diseases.

The subject of the research is the methods for
building and optimizing the system of information-
extreme hierarchical machine learning for diagnosing eye
pathologies based on images.

The purpose of the work is to develop an IEI
technology for computerized diagnosis of eye
pathologies. Such a technology should include modern
image processing and pattern recognition methods, as
well as utilize machine learning algorithms to improve
diagnostic accuracy.

The article discusses the main stages of developing
and implementing this technology, starting from the
analysis of existing methods and ending with the creation
of software and its testing on real medical data. It is
expected that the results of this research will contribute to
improving the quality of medical care and serve as a
foundation for further research in the field of medical
diagnostics.

1 PROBLEM STATEMENT
Let us consider the formalized formulation of the
information synthesis task for a ODS capable of learning
based on images of human eye pathologies.

Let the alphabet {X,%lmzl,_M}, of diagnostic

classes be given, which is formed according to the main
diseases of the human visual organs. The peculiarities of
ophthalmic diagnostics, which include visual examination
and fundus scanning, allow the use of its images to form a
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training matrix || yr(njy)i|i:11_N;j:ﬁ||. In this case
{yr(nj,)i |i:m}, a row of the matrix represents the j-th
realization, and a column {yr(ni)i”:fn} represents the

training sample of values for the i-th diagnostic feature.

According to the concept of IEI-technology, the input
training matrix is transformed during deep machine
learning into a set of diagnostic decision rules, the
parameters of which are optimized (in the informational
sense) by maximizing the functional efficiency of the
ODS. Let the depth of machine learning be two levels. At
the first level, the optimal phenotypic parameters of the
ODS are determined, namely the geometric parameters of
the hyperspherical containers of diagnostic classes, and at
the second level, the genotypic parameters, namely the
system of control tolerances for diagnostic features, are
determined. The structured vector of parameters
influencing the functional efficiency of deep machine
learning in the ODS is as follows:

60 ({7 o (09 a9 7)) o

with the corresponding constraints [7] to the strata of the
recursive hierarchical structure of pairs of nearest
neighboring diagnostic classes.

During the machine learning process in the ODS, it is
necessary to:

1) optimize the parameters of the vector (1) for each
stratum of the hierarchical structure of diagnostic classes:

max Eéh's)(déh's))+ max El(h's)(dl(h's))
EmGdéh‘s) GEﬂGdl(h'S)

(hs) ¢
S)
BN = 2 ' (2)

2) Based on the optimal geometric parameters of the
container classes obtained through machine learning, we
will construct decision rules for each stratum of the
hierarchical structure, ensuring a high probability of
making correct diagnostic decisions.

3) At the examination stage, it is necessary to make a
diagnostic decision about the assignment of the structured
vector of diagnostic feature values to one of the classes in
the formed alphabet of the corresponding final stratum.

Thus, the task of information-extreme synthesis of the
learnable ODS is to optimize the parameters of its
machine learning by approximating the global maximum
of the information criterion (2) to its maximum limiting
value.

2 REVIEW OF THE LITERATURE
The implementation of Al in the field of medical
diagnostics is one of the key trends in the development of
modern science. Ophthalmology, as one of the branches
of medicine, actively utilizes the potential of Al to
improve the accuracy and effectiveness of diagnosing
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ophthalmological diseases, as evidenced by numerous
scientific studies.

In connection with the global demographic trend of an
aging population, a significant increase in the number of
patients suffering from ophthalmological diseases is
predicted [1-3]. Timely diagnosis and appropriate
treatment are crucial for preventing the progression of
ophthalmological diseases and vision loss. Traditional
diagnostic methods largely depend on the professional
experience of doctors, which can lead to a high frequency
of misdiagnoses and loss of medical data. The deep
synergy between ophthalmology and artificial intelligence
contributes to the creation of innovative methods for
processing and analyzing medical data, providing
ophthalmologists with powerful tools to enhance the
accuracy and speed of diagnostics [4-6].

Al, first proposed by John McCarthy in 1956, became
a general term for technologies that mimic intelligent
behavior. However, the real breakthrough in the
application of Al occurred only recently, thanks to the
emergence of new algorithms, specialized hardware, and
large volumes of data. ML, as a subfield of Al,
encompasses methods for automatically detecting patterns
in data and using them to predict future events under
conditions of uncertainty [10, 11].

DL, which emerged in the early 21st century, became
a catalyst for revolutionary changes in the field of Al.
This technology forms the foundation of many modern
systems, particularly in tasks such as image recognition,
automatic translation, and intelligent control. In
healthcare, DL is applied to histopathological analysis,
skin cancer classification, cardiovascular disease risk
prediction, and lung cancer detection [12-14].

In ophthalmology, Al is actively used for the
diagnosis of retinal diseases, glaucoma, diabetic
retinopathy, and other pathologies. For example,
probabilistic neural networks have been wused for
analyzing the blood vessels of the retina, while a three-
layer artificial neural network and support vector machine
methods have been applied for classifying retinal diseases
based on fundus images [6, 15, 16].

Intelligent diagnostic systems provide high accuracy,
reduce computational costs, and shorten working time,
making them indispensable in medical practice. For
example, in [17], it was shown that machine learning
algorithms can be used for accurately determining the
condition of the retina and predicting the development of
diseases.

The main advantages of using Al in ophthalmology
are the ability to process large volumes of data, automate
the diagnostic process, and achieve high accuracy in
results. Furthermore, images obtained through slit-lamp
examination, visual acuity testing, fundus images,
ultrasound imaging, and optical coherence tomography
can be stored for further analysis and monitoring [16-18].

Thus, the development of artificial intelligence
technologies opens up new opportunities  for
ophthalmology, providing more accurate and timely
diagnosis of eye diseases, which contributes to improving
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the quality of life of patients and reducing the risks of
vision loss.

3 MATERIALS AND METHODS

The method of information synthesis for the ODS will
be considered within the framework of the IEI-
technology, which is based on maximizing the functional
efficiency of the system during deep machine learning.
This approach enables the use of both linear and
hierarchical structures of diagnostic classes. An essential
task within this process is the automation of forming
optimal hierarchical structures in the form of a binary de-
recursive information tree. Unlike recursive structures, in
this case, the attribute from the node of the upper tier is
passed to the node of its corresponding stratum in the
lower tier. In our approach, the attributes of the nodes are
represented by training matrices corresponding to the
respective  diagnostic  classes. The de-recursive
hierarchical structure is partitioned into strata, each
consisting of two classes with the closest Hamming
feature distance in the binary space. This structure enables
the application of a linear algorithm of information-
extreme machine learning with the required depth for
classification. In contrast to neural-like structures, the
depth of information-extreme machine learning is
determined not by the number of hidden layers, but by the
number of machine learning parameters optimized
according to an information criterion [7, 9, 19].

The input mathematical description of the ODS is
considered as a set-theoretic structure

lg =<G,T,Q,Z,H, YN xS ¢ ¢ £, 5

and the functional categorical model of information-
extreme machine learning based on the hierarchical data
structure is represented as a diagram of mappings between
these sets by machine learning operators.

The categorical model of information-extreme
machine learning for the ODS in stratum s at level h of
the de-recursive hierarchical data structure is shown in
Fig. 1 [8].

- i /
G T 7=~

Figure 1 — Categorical Model of Machine Learning for the
OoDs
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The operator f,, shown in Fig. 1, originating from the
information source defined by the Cartesian product of
sets G xT xQx Z, generates the de-recursive binary

tree H, while the operator f; forms the input training

matrices for the corresponding strata Y (") . The operator
f,, by comparing the values of diagnostic features with
their specified tolerance limits, forms the corresponding

set X ("S) of binary working matrices, which, during the
machine learning process, are adapted through
permissible transformations to achieve the maximum
overall probability of making correct classification
decisions. The term-set E, whose elements are the values
of the information criterion computed at each step of the
learning process, is common to all optimization loops of
the learning parameters, in accordance with the principle
of complete composition. The operator { computes the set

x ") and the

d, (") of the diagnostic class

of reference vector values xo(h's),

optimal radii d ™,

containers x ohs) The operator
E Xéj) e X((,h’s) > Iéhds) , tests the main statistical
hypothesis IS%S) (or I((;‘l’s) ) and the alternative

hypothesis Il(,g's) (or Il(E'S)). The operator Y forms the

set of accuracy characteristics DI o™ ™S DI'S | while

the operator @ calculates the values of the optimization

criterion El(h's) and E(()h’s) for the neighboring diagnostic
states of the human eye. At the same time, the operator
¢o computes the overall value of the optimization

criterion E(h's). The operator u:E(h's) —>GxTxQxZ
regulates the machine learning process during the
ophthalmological diagnosis of the human eye.

Thus, the proposed categorical model of information-
extreme machine learning enables the automatic
formation of a de-recursive hierarchical structure of
diagnostic classes in real-time.

The implementation of information-extreme machine
learning using a hierarchical data structure represented by
a binary de-recursive tree is carried out according to the
following scheme:

1. Formation of the tolerance field for diagnostic
features of stratum s at hierarchical level h:

1.1 Determination of the averaged vector of structured

diagnostic features for class X (")

(hs) _

v 1ZYJ(hS)

j=1

1.2 Determination of the upper control tolerance
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s(h.s).

AGKT = Yo + 87

BK,i —

1.3 Determination of the lower control tolerance

A(h s) y(h 8) _ (h,is);

2. Formation of the binary training matrix X ™*)

X i(hs) :{1 if AHKm i <Ym| ABKm i

m,i
0, if otherwise;

3. A set {x,(nh‘s)} of binary averaged vectors of

diagnostic features is formed according to the following
rule

h .
hs) _ |1 if 1ZX’( D> o
mi = j=1

0, if otherwise;

4. Ranking of {xgnh's)} by code distance from the zero

binary vector and determination of the composition of the
two branches of stratum s at level h of the binary de-
recursive tree by dividing the set of classes into two
approximately equal and non-overlapping groups.

5. Optimization (in the informational sense) of the
values of phenotypic and genotypic learning parameters,
and derivation of decision rules for the two classes with

the smallest code distance {xgnh’s)}, belonging to different

branches of stratum s at level h.

6. The branching continues until the formation of so-
called final strata, the branches of which contain only one
diagnostic class each.

Thus, during the formation of strata in the binary de-
recursive tree, the optimal set of phenotypic and
genotypic learning parameters is obtained for all pairs of
the nearest neighboring classes, which is a necessary
condition for the pairwise partitioning of the diagnostic
feature space by means of information-extreme machine
learning using a linear algorithm [20, 21].

According to the categorical model (Fig. 1), the
information-extreme machine learning algorithm of the
ODS based on a hierarchical data structure is presented as
a procedure regulated by operator fy for searching the
global maximum of the criterion (2) averaged over the

alphabet {X"(h's)} of the corresponding diagnostic
classes of the stratum:

Sl(h s) = arg max { max EC") (d )}. (3)

(h $) | Ge NGy

Thus, unlike the linear algorithm, in which the optimal
value of the parameter & is determined for the entire
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diagnostic class alphabet, in information-extreme machine
learning based on a hierarchical de-recursive data

structure, the parameter {Sﬂ‘f)} is determined separately

for each stratum.

The internal loop of procedure (3) implements the
basic algorithm, whose functions include calculating the
criterion (2) at each step of the machine learning process,
searching for its global maximum, and determining the
optimal geometric parameters of the diagnostic class
containers [21, 22].

dr (™) —arg max E(h’s)(d,&h's)),m M), 4)
GGy

In the outer loop of procedure (3), the operator for
adjusting the parameter {Sﬂ]:f)} of the control tolerance

field is executed until the value of the information
criterion for optimizing the machine learning parameters
reaches its maximum [9, 19].

As the optimization criterion for machine learning
parameters of the ODS within each stratum of the de-
recursive hierarchical data structure, a modified Kullback
information measure was used [7, 23], which, for two
equally probable alternative hypotheses, takes the
following form:

1
B = 22— Lap ™ (d) + ™) (@)1 <

2 [ofe ") (d) + B (d)] +20°P ©)

xlog
*afER (@) +p (@) +207P

The decision rules are constructed in the form of an
implication based on the optimal geometric parameters of
the hyperspherical containers of the diagnostic classes.

(Vh,s, m)(Vx(j) € Q){if d (x(j) @{xﬁ?‘is)}) < dr(nh's) &

(i) (h,s)
&/ m =arg Tr?];( 1_cj()(;§1w (6)

then xJ) ¢ X;Eh’s) else xJ) ¢ X:;gh’s)}.

Thus, the feature vector x(1) is assigned to the class
from the given alphabet of the corresponding stratum for
which the membership function (6) is positive and
maximal. Moreover, the decision rules (6), developed
within the framework of the geometric approach, enable
diagnostic decisions to be made in real time.

4 EXPERIMENTS
This study is dedicated to exploring the application of
information-extreme machine learning in
ophthalmological diagnostic systems. The training
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process utilized images of six common ocular
pathologies, each representing a corresponding class for
recognition purposes [19, 24].

These classes were ordered according to the proposed
method of forming a variational series, the visualization
of which is presented in Fig. 2. The specified set of
images served as a test dataset to evaluate the
effectiveness of the developed machine learning approach
in the context of computer-aided diagnosis of visual
system diseases.

Figure 2 — Photographs of human eye pathologies: a —class X, ;
b-class Xj;c-class X, ;d-class X7 ;e-class X¢;

f-class Xg

Below are the diagnostic classes that form a defined
classification system:

1) normal eye condition (recognition class X, );
2) optic nerve atrophy (recognition class X3 );

3) retinal detachment (recognition class X );

4) glaucoma (recognition class X, );

5) optic neuritis (recognition class s X; );

6) pigmentary retinopathy (recognition class X¢ );

In the process of creating the training dataset for the
ODS targeting visual system diseases, image fragments of
ocular pathologies with a resolution of 100 x 100 pixels
were used. The value of each pixel, expressed as a
numerical code ranging from 0 to 255, represented the
brightness level of that pixel in the image and served as a
diagnostic feature. Assuming invariance of the brightness
characteristics, the images were digitized using a
Cartesian  coordinate system. To enhance the
informational content of the input data, the transposed
version of the primary training matrix was added to it,
effectively doubling the number of diagnostic features.
This approach increases the volume of input information
and, according to the maximum-distance principle of
pattern recognition theory, contributes to an increase in
the average interclass distance between the code
representations of different image classes [9].
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5 RESULTS

The analysis in works [9, 24] showed that using a
hierarchical binary structure for storing diagnostic data in
the context of information-extreme machine learning,
exemplified by the development of the ODS for eye
diseases based on pathology images, was inefficient due
to the significant complexity of search, insertion, and
deletion operations for diagnostic class elements.
Specifically, with the increasing volume of images and
their processing, the linear processing of the binary
structure leads to a slowdown in processes, negatively
affecting the speed of analysis and the accuracy of
predictions. Since information-extreme machine learning
involves processing large amounts of data for accurate
pathology detection, it is advisable to switch to a de-
recursive hierarchical structure. This structure will
significantly speed up the search and classification
processes, thereby enhancing the functional efficiency of
eye disease diagnosis and reducing the time required for
model training, which, in turn, will provide more accurate
and faster results in ophthalmological systems.

To improve the functional efficiency of the ODS, a
de-recursive hierarchical structure has been applied
(Table 1).

Table 1 — Results of Machine Learning for the ODS
X! 15 X3 40
X, 79 Xy 30
X3 37 Xg 31
X3 59 Xg 11
Xs 54 Xa 11
Xs 62 X; 27

The graphical representation of the results presented in
Table 1, illustrating the distances from the zero vector and
the distances to the neighbor class for each class as points
on the plane, is shown in Figure 3.

Cy/ 37 59 79

Hynbosui
54 62

BEKTOp 15
Figure 3 — Graphical Representation of Table 1
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According to the information-extreme machine
learning scheme using a hierarchical data structure, a
binary de-recursive tree was formed, as shown in
Figure 4.

Figure 4 — Three-Level De-Recursive Hierarchical Structure

The analysis of the data presented in Figure 4
indicates the distribution of the alphabet, consisting of six
recognition classes, into four final strata. Each of these
strata contains two adjacent classes with the highest
degree of similarity. In cases where one class belongs to
two final strata, the membership function (7) is applied
when forming the decision rules described by formula (6).
In this case, the optimal geometric parameters of the class
are selected, for which the radius, calculated according to
procedure (4), takes the minimum value.

For the initial set of recognition classes, a classifier
was formed for the first-level classes of the hierarchy

XM=t _ x ¢ and x2(=s=D - x2. During the

development, parallel optimization algorithms for the
diagnostic class decision (Fig. 5) and optimization of the
geometric parameters of decision rules (Fig. 6) were used.

Figure 5 shows the graphical representation of the
functional dependence of the averaged information
criterion, calculated according to formula (5), on the
parameter of the control tolerance field for diagnostic
features. This dependence was obtained by applying
procedure (3), which involves parallel optimization of the
tolerance limits for diagnostic features.

m

4,5
4,0

35

40 1) 100 120
Figure 5 — Graph of the dependence of the information
criterion on the parameter of the control tolerance field for the
first-level hierarchy

In Figure 5 and subsequent graphical representations,
the working domain for the definition of the criterion
function (5) is marked by a double dashed line. This
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domain is characterized by values of the first reliability
exceeding 0.5 and a second-type error less than 0.5. The
analysis of the graph presented in Figure 5 shows that the
optimal value of the control tolerance field parameter is

811=10 (measured in brightness gradations, which is
also used for subsequent measurements). In this case, the

maximum value of the information criterion Ei1=2.74 is
achieved.

The formation of decision rules, described by formula
(6), requires the determination of the optimal geometric
parameters of the recognition class containers. Figure 6
illustrates the functional dependencies of the information
criterion, calculated according to formula (5), on the radii

of the hyperspherical containers of the recognition
classes.

4,5
4,0
3,5
3,0
2,5
2,0
1,5

1,0 p~— oo
0,5 oo

2
’o‘f
o
oo

o

2
%0
e
A

Figure 6 — Graph of the dependence of the information criterion
on the radii of the recognition class containers for the first-level

hierarchy: a - class X ; b—class X;

Based on the analysis presented in Figure 6, the
optimal radius values for the recognition class containers

are: d, =28 (in code units) for recognition class X? and
d, =27 for recognition class X¢. The maximum values
of the Kullback information measure (5) are EZ =4.39 and

E; =1.27, respectively. The accuracy characteristics,
specifically the first reliability and the second-type error
for recognition class Xj, are as follows: Dy,=1, B, = 0,

while for recognition class Xg, they are D;5=0.97,
Bs =0.32.

To improve the system’s efficiency, two key
algorithmic approaches were implemented: sequential
optimization of SCT and optimization of the geometric
parameters of decision rules. The graphical representation
of these methods is shown in Figures 7 and 8,
respectively. Figure 7 illustrates the functional
dependence of the averaged information criterion, defined
by formula (5), on the parameter of the control tolerance
field for diagnostic features.
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Figure 7 — Graph of the change in the information criterion
during the sequential optimization of SCT for the first-level

hierarchy

a 50 100 150

Based on the analysis of Figure 7, the maximum value
of the averaged information criterion was reached at the
103rd iteration and amounted to 3.066, which is higher
than the value obtained using parallel optimization. Figure
8 demonstrates the results of optimizing the geometric
parameters of the recognition class containers obtained
during the machine learning process.

E, E,
a5y 45 )
4,0 4,0
1
4
3,5 é‘ 3,5
3,0 % 3,0
2,5 e 2,5
i)
2,0 = ] 2,0
g
1.5 2:56:3}3 15
e ke
1.0 I 1,0
s
<
0.5 m 0.5
0.0 s d, 00
[v] 20 40

Figure 8 — Graph of the dependence of the information criterion
on the radii of the recognition class containers for the first-level

hierarchy: a — class Xj ; b —class X¢

Based on the analysis presented in Figure 8, the
optimal radius values for the recognition class containers

are: d, =24 for the recognition class XJ and d; =21

for the recognition class X¢. At the same time, the
maximum values of the Kullback information measure (5)
are E;=4.39 and E,=1.93, respectively. The accuracy
characteristics, specifically the first reliability and the
second-type error for recognition class Xg, are as

follows: Dy,=1, B, =0, while for recognition class Xg,

they are D35=0.99, Bs =0.22. A comparison with the
previous results shows a significant improvement in these
indicators.

For the initial set of recognition classes, a classifier
was developed for the second-level classes of the first
stratum, X; and X7 . In this process, as at the previous
level, parallel optimization algorithms for SCT (Fig. 9)

and optimization of the geometric parameters of decision
rules (Fig. 10) were used.
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Figure 9 — Graph of the dependence of the information criterion
on the parameter of the control tolerance field for the second-
level hierarchy of the first stratum

The analysis of the graphical dependency presented in
Figure 9 shows the achievement of the maximum value of
the averaged Kullback information criterion (5) at the
92nd iteration of the process. The numerical value of this
maximum is 3.362. Figure 10 demonstrates the results of
optimizing the geometric parameters, obtained through
the use of the optimal SCT, which was determined at the
previous stage of optimization.

E.
£ 453
a5}
40 5 40
4
35 % 35
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Figure 10 — Graph of the dependence of the information
criterion on the radii of the recognition class containers for the

second-level hierarchy of the first stratum: a — class X; ;b -

class Xg

The analysis of Figure 10 shows that the optimal radii
of the recognition class containers are: d; =63 for

recognition class X? and d; =44 for recognition class
X4 . The maximum values of the Kullback information

measure (5) are E;=4.39 and E, =2.52, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for diagnostic class X;, are as
follows: D13=1, B5=0, while for diagnostic class X; , they
are D15=0.86, $5=0.01.

To improve the system’s efficiency, sequential
optimization algorithms for SCT (Fig. 11) and
optimization of the geometric parameters of decision rules
(Fig. 12) were used.
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Figure 11 — Graph of the change in the information criterion
during the sequential optimization of SCT for the second-level
hierarchy of the first stratum

The analysis of the graphical dependence shown in
Figure 11 demonstrates that the maximum value of the
averaged Kullback information criterion is achieved at the
490th step of the iterative optimization process. The
numerical value of this maximum is 4.206. Figure 12
illustrates the results of further optimization of the
geometric parameters, carried out using the optimal SCT
determined at the previous stage.f
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Figure 12 — Graph of the dependence of the information
criterion on the radii of the recognition class containers for the

second-level hierarchy of the first stratum: a — class X. ; b —

class Xg

The analysis of Figure 12 shows that the optimal radii
of the recognition class containers are: d, =38 for

recognition class X; and d, =34 for recognition class
Xs. At the same time, the maximum values of the
Kullback information measure (5) are Eg =4.39 and

E; =4.39, respectively. The accuracy characteristics,
specifically the first reliability and the second-type error
for diagnostic class X3, are as follows: Dy3=1, B3, while

for diagnostic class Xg, they are Djs=1, Bs=0. A

comparison with previous results shows a significant
improvement in these indicators.

For the initial diagnostic class alphabet, a classifier
was formed for the second-level classes of the second
stratum, X; and X.. As in the previous stages of the

study, parallel optimization algorithms for SCT (Fig. 12)
and optimization of the geometric parameters of decision
rules (Fig. 13) were used.
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The analysis of the graphical dependency presented in
Figure 13 shows that the maximum value of the averaged
Kullback information criterion (5) is achieved at the 47th
step of the iterative process. The numerical value of this
maximum is 3.133. Figure 14 displays the results of
optimizing the geometric parameters, obtained through
the use of the optimal SCT, determined during the
previous optimization stage.

Figure 14 — Graph of the dependence of the information
criterion on the radii of the diagnostic class containers for the

second-level hierarchy of the second stratum: a — class Xj T b-

class Xg

The analysis of Figure 14 shows that the optimal radii
of the recognition class containers are: d, =45 for

recognition class X; and d; =10 for recognition class
Xq . The maximum values of the Kullback information

measure (5) are E,=4.39 and E=2.06, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for diagnostic class X, , are as

follows: Dis=1, B,=0, while for recognition class X;,
they are D1=0.79, f¢=0.0.

To improve the system’s efficiency, sequential
optimization algorithms for SCT (Fig. 15) and
optimization of the geometric parameters of decision rules
(Fig. 16) were used.
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Figure 15 — Graph of the change in the information criterion
during the sequential optimization of SCT for the second-level
hierarchy of the second stratum

The analysis of the graphical dependency presented in
Figure 15 shows that the maximum value of the averaged
Kullback information criterion (5) is achieved at the 1st
step of the iterative process. The numerical value of this
maximum is 3.133. Figure 16 displays the results of
optimizing the geometric parameters, obtained through
the use of the optimal SCT, determined during the
previous optimization stage.
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Figure 16 — Graph of the dependence of the information
criterion on the radii of the recognition class containers for the

second-level hierarchy of the second stratum: a — class Xf T bh-

class Xg

The analysis of Figure 16 shows that the optimal radii
of the recognition class containers are: d, =12 for
diagnostic class X; and d, =13 for diagnostic class Xg .
The maximum values of the Kullback information
measure (5) are E; =4.39 and E, =2.06, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for recognition class X, , are as

follows: Dis=1, B,=0, while for recognition class X, ,
they are D16=0.79, B¢=0.

At the next step, a classifier was developed for the
third-level classes of the first stratum, X; and X, . Asin
the previous stages of the study, parallel optimization

algorithms for SCT (Fig. 17) were used, as well as
algorithms for optimizing the geometric parameters of

decision rules (Fig. 18).
OPEN a.ﬁCCESS




p-ISSN 1607-3274 Panioenexrpownika, indpopmatrka, ynpasminss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

25

T — T &
4] 20 40 60 80 100 120 140 160 180 200

Figure 17 — Graph of the dependence of the information
criterion on the parameter of the control tolerance field for the
third-level hierarchy of the first stratum

The analysis of the graphical dependency presented in
Figure 17 shows that the maximum value of the averaged
Kullback information criterion (5) is achieved at the 12th
step of the iterative process. The numerical value of this
maximum is 4.205.

Figure 18 displays the results of optimizing the
geometric parameters, obtained through the use of the
optimal SCT, determined during the previous
optimization stage.
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Figure 18 — Graph of the dependence of the information criterion
on the radii of the recognition class containers for the third-level

hierarchy of the first stratum: a —class X ; b—class X;

The analysis of Figure 18 shows that the optimal radii
of the recognition class containers are: d, =75 for

recognition class X, and d; =42 for recognition class
X5 . The maximum values of the Kullback information

measure (5) are E; =4.39 and E, =4.39, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for recognition class X, , are as

follows: Dy;=1, B,=0, while for recognition class X,

they are Dy3=1, B3;=0. Since an error-free classifier has
been built, the use of sequential optimization algorithms
for SCT for the first stratum classes of the third-level
hierarchy is unnecessary.

At the next step, a classifier was developed for the
third-level classes of the second stratum, X; and X . As

in the previous stages, parallel optimization algorithms for
SCT (Fig. 19) were used, as well as algorithms for
optimizing the geometric parameters of decision rules
(Fig. 20) in the classification process.
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Figure 19 — Graph of the dependence of the information
criterion on the parameter of the control tolerance field for the
third-level hierarchy of the second stratum

The analysis of the graphical dependency presented in
Figure 19 shows that the maximum value of the averaged
Kullback information criterion (5) is achieved at the
192nd step of the iterative process. The numerical value
of this maximum is 4.478. Figure 20 displays the results
of optimizing the geometric parameters, obtained through
the use of the optimal SCT, determined during the
previous optimization stage.
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Figure 20 — Graph of the dependence of the information
criterion on the radii of the recognition class containers for the

third-level hierarchy of the second stratum: a — class X§ ;

b —class Xg

The analysis of Figure 20 shows that the optimal radii
of the recognition class containers are: d, =3 for

recognition class X; and d; =10 for recognition class
Xq . The maximum values of the Kullback information

measure (5) are E,=4.39 and E, =4.39, respectively. The
accuracy characteristics, specifically the first reliability
and the second-type error for recognition class X, , are as

follows: Di,=1, B,=0, while for recognition class X, ,

they are D=1, Bs=0. Since an error-free classifier has
been built for the first stratum classes of the third-level
hierarchy, the use of sequential optimization algorithms
for SCT is also unnecessary.

Thus, the comparative analysis of the training results
of the computerized ODS, which uses binary and de-
recursive hierarchical structures of decision rules,
confirms the high effectiveness of these approaches in the
task of classifying six functional states of the human eye
based on images. Both structures demonstrate the ability
to ensure the accurate formation of a classifier that
eliminates errors during the processing of the training
matrix.

OPEN a ACCESS




p-ISSN 1607-3274 Panioenexrpownika, indpopmatrka, ynpasminss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

6 DISCUSSION

The results of information-extremal machine learning
based on a hierarchical data structure in the form of a
recursive tree open new possibilities for solving the
problem of enhancing the functional efficiency of the
ODS. Using the example of information synthesis in the
eye disease diagnosis system based on the characteristic
signs of pathologies, the possibility of forming highly
accurate diagnostic rules in the form of a three-layer
recursive tree is demonstrated. Unlike a linear rule
structure in a fixed diagnostic feature space, this method
operates with optimal tolerance systems for each
diagnostic class. Each layer of the tree uses strata
consisting of pairs of nearest neighbor classes. The
formation of decision rules is carried out using
information-extremal machine learning methods with a
depth of two levels for each such pair. It was established
that, at the first level, it is advisable to apply the standard
iterative optimization procedure for genotype parameters,
while at the second level, a parallel-sequential
optimization of phenotype functional parameters is
applied, specifically the control tolerances for diagnostic
features. This improves both the recognition accuracy and
the efficiency of the machine learning process.

CONCLUSIONS

An important task of information analysis and
synthesis of the intellectual component of the ODS,
capable of information-extreme machine learning, is
solved.

The scientific novelty of the obtained results lies in
the fact that, for the first time, a methodology for
selecting the training sample has been proposed. It
determines the weighting coefficients that characterize the
term and utility of the function for a given initial set of
precedents and a specified division of the function space.
It characterizes the individual absolute and relative
informativeness of instances relative to the centers and
boundaries of feature intervals based on the weighting
values. This allows automating the sample analysis and its
division into subsets, which, in turn, reduces the
dimensionality of the training data. This, in turn, shortens
the time and ensures acceptable accuracy for training the
neural model.

The practical significance of the obtained results lies
in the fact that software has been developed to implement
the proposed indicators, and experiments have been
conducted to study their properties. The results of the
experiment allow recommending the proposed indicators
for practical use, as well as determining the effective
conditions for applying the proposed indicators.

Prospects for further research lie in studying the
proposed set of indicators for a wide range of practical
tasks.

REFERENCES
1. Lirio L. R. de, Malheiros E. F. R. Stabile G. et al.
Retinoblastoma e a radiologia intervencionista: papel no
tratamento da populagdo infantil, Brazilian Journal of

© Shelehov I. V., Prylepa D. V., Khibovska Y. O., Tymchenko O. A., 2025
DOI 10.15588/1607-3274-2025-3-11

2.

10.

11.

12.

13.

14.

15.

16.

Implantology and Health Sciences, 2024, Vol. 8, Ne 6, pp.
3380-3399. DOI: 10.36557/2674-8169.2024v6n8p3380-3399.
Stitt A. W., Lois N., Medina R. J. et al. Advances in Our
Understanding of Diabetic Retinopathy, Clin Sci (Lond), 2013,
Vol. 125, Nel, pp. 1-17. DOI: 10.1042/CS20120588.

Cho N. H., Shaw J. E., Karuranga S. et al. IDF Diabetes Atlas:
Global Estimates of Diabetes Prevalence for 2017 and
Projections for 2045, Diabetes Research and Clinical Practice,
2018, Vol. 138, pp. 271-281. DOI:
10.1016/j.diabres.2018.02.023.

Oshika  T.  Artificial  Intelligence  Applications in
Ophthalmology, JMAJ, 2025, Vol. 8, Ne 1, pp. 66-75. DOI:
10.31662/jmaj.2024-0139.

Li Z., Wang L., Wu X. et al. Artificial Intelligence in
Ophthalmology: The Path to the Real-World Clinic, Cell
Reports Medicine, 2023, Vol. 4, Ne 7, Article number: 101095.
DOI: 10.1016/j.xcrm.2023.101095.

Srivastava O., Tennant M., Grewal P. et al. Atrtificial
Intelligence and Machine Learning in Ophthalmology: A
Review, Indian Journal of Ophthalmology, 2023, Vol. 71, Nel,
pp. 11-17. DOI: 10.4103/ijo.130_1569_22.

Shelehov 1. V., Prylepa D. V., Khibovska Y. O. et al. Machine
learning decision support systems for adaptation of educational
content to the labor market requirements, Radio Electronics,
Computer Science, Control, 2023, Vol. 1, pp. 62-72. DOI:
10.15588/1607-3274-2023-1-6.

Prylepa D.V. Informatsiyno-ekstremal’na intelektual’na
tekhnolohiya diahnostuvannya emotsiyno-psykhichnoho stanu
lyudyny. Dys. c.t.n. [Information-extreme intellectual
technology for diagnosing the emotional and mental state of a
person. Candidate of Technical Sciences diss.]. Kharkiv, 2024.
188 p.

Shelehov 1. V., Barchenko N. L., Prylepa D. V. et al.
Information-extreme machine training system of functional
diagnosis system with hierarchical data structure, Radio
Electronics, Computer Science, Control, 2022, Vol. 2, pp. 189-
200. DOI: 10.15588/1607-3274-2022-18.

Chandra A., Romano M. R., Chao D. L. Implementing the New
Normal in Ophthalmology Care Beyond COVID-19, European
Journal of Ophthalmology, 2020, Vol. 31, Ne 2. DOI:
10.1177/1120672120975331.

Bejnordi B. E., Zuidhof G., Balkenhol M. et al. Context-Aware
Stacked Convolutional Neural Networks for Classification of
Breast Carcinomas in Whole-Slide Histopathology Images,
Journal of Medical Imaging, 2017, Vol. 4, Ne 4, pp. 1. DOI:
10.1117/1.jmi.4.4.044504.

Gu H., Gu Y., Wei A. et al. Deep Learning for Identifying
Corneal Diseases from Ocular Surface Slit-Lamp Photographs,
Scientific Reports, 2020, Vol. 10, Article number: 17851. DOI:
10.1038/s41598-020-75027-3.

Kermany D. S., Goldbaum M., Cai W. et al. Identifying
Medical Diagnoses and Treatable Diseases by Image-Based
Deep Learning, Cell, 2018, Vol. 172, Ne5, pp. 1122-1131.e9.
DOI: 10.1016/j.cell.2018.02.010.

Gulshan V., Peng L., Coram M. et al. Development and
Validation of a Deep Learning Algorithm for Detection of
Diabetic Retinopathy in Retinal Fundus Photographs, JAMA,
2016, Vol. 316, Ne22, pp. 2402-2410. DOIl:
10.1001/jama.2016.17216.

Woreta F. A, Gordon L. K., Pérez-Gonzélez C. E. Enhancing
Diversity in the Ophthalmology Workforce, Ophthalmology,
2022, Vol. 129, NelO, pp. 127-136. DOI:
10.1016/j.0phtha.2022.06.033.

Lu W., Tong Y., Yu Y. et al. Applications of Artificial
Intelligence in Ophthalmology: General Overview, Journal of
Ophthalmology, 2018, Article number: 30581604, pp. 1-15.
DOI: 10.1155/2018/5278196.

OPEN a ACCESS




p-ISSN 1607-3274 Panioenexrpownika, indpopmatrka, ynpasminss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

17. Classification and Diagnosis of Diabetes: Standards of Medical 2018: proceedings, Sumy, Sumy State University, 2018, pp. 85—
Care in Diabetes-2019, Diabetes Care, 2019, Vol. 88.
42(Supplement 1), pp. 13-28. DOI: 10.2337/dc19-s002. 22. Moskalenko V. V., Moskalenko A. S., Korobov A. G. Models

18. Kermany D. S., Goldbaum M., Cai W. et al. Identifying and methods of intellectual information technology of
Medical Diagnoses and Treatable Diseases by Image-Based autonomous navigation for compact drones, Radio Electronics,
Deep Learning, Cell, 2018, Vol. 172, Ne5, pp. 1122-1131.€9. Computer Science, Control, 2018, Ne3, pp. 68-77. DOI:
DOI: 10.1016/j.cell.2018.02.010. 10.15588/1607-3274-2018-3-8.

19. Putivets’, A.V. Intelektual’na systema vyyavlennya urazhen’  23. Dovbysh A., Shelehov I., Romaniuk A., et al. Decision-making
sitkivky oka: robota na zdobuttya kvalifikatsiynoho stupenya support system for diagnosis of oncopathologies by histological
bakalavra; spets.: 122 — komp"yuterni nauky (informatyka) images, Journal of Pathology Informatics, 2023, Article
[Elektron. resurs] / A.V. Putivets’; nauk. kerivnyk LV. number: 100193. DOI: 10.1016/j.jpi.2023.100193.

Shelekhov. — Sumy: SumDU, 2020. — 72 s. — Rezhym dostupu: ~ 24. Shelehov 1., Prylepa D., Khibovska Y. et al. Information-
http://essuir.sumdu.edu.ua:8080/handle/123456789/79779. Extreme Machine Learning of an Ophthalmic Diagnostic

20. Suprunenko M. K., Zhorshchyk O. P., Sokolov O. Information- System with a Hierarchical Class Structure, Atrtificial
extreme machine learning of wrist prosthesis control system Intelligence, 2024, Ne 3, pp. 114-125. DOI:
based on the sparse training matrix, Journal of Engineering 10.15407/jai2024.03.114.

Sciences, 2022, Vol. 9, iss. 2, pp. 28-35. DOl Received 24.03.2025.
10.21272/jes.2022.9(2).e4. Accepted 25.06.2025.

21. Dovbysh A., Zimovets V. Hierarchical Algorithm of the
Machine Learning for the System of Functional Diagnostics of
the Electric Drive, Advanced Information Systems and
Technologies, VI International Conference, Sumy, 16-18 May

YJIK 681.518:004.93

IEPAPXTYHE MAIIMHHE HABUYAHHSI CHCTEMH @ YHKIIOHAJIBHOI'O JIATHOCTYBAHHS TATOJIOT! 117
OKA HA OCHOBI IHOOPMANINHO-EKCTPEMAJIBHOI'O IIAXOAY

Ilesexon I. B. — xanxa. TexH. HayK, AOLEHT, NOUEHT Kad. KibepHeTnkH Ta iHGopMmaTnky, CyMChKHIl HaliOHANBHUH arpapHui
yHiBepcuter, Cymu, YkpaiHa, KaHA. TeXH. HayK, JOLEHT, AOLCHT Kad. koM roTepHuX HayK, CyMCBbKHI JIep)KaBHUI yHIBEPCHTET,
Cymu, YkpaiHa.

Ipunena JI. B. — xaHx. TexH. HayK, aCUCTEHT Kadeapu KoM roTepHuX Hayk CyMCBKOro aep)kaBHOrO yHiBepcutery, Cymd,
Vkpaina.

XifoBcoka FO. O. — acnipanT kadenpu koM 1oTepHIX Hayk CyMCBKOTO Jep)kaBHOTO yHiBepcutety, Cymu, YkpaiHa.

Tumuenko O. A. — acmipanT kadeapu KoM 1oTepHuX Hayk CyMCBKOTO JIepKaBHOTO yHiBepcuteTy, Cymu, YkpaiHa.

AHOTAULIA

AKTyaabHicTb. PO3risiHyTO 38124y iHGOPMALiHHO-EKCTPEMAaIbHOI0 MAIIMHHOTO HABYaHHS CHCTEMH JiarHOCTYBaHHS MaTOJIOTiH
OKa 3a XapaKTepHHMH O3HaKaMH 3axBoproBaHb. O0’€KTOM IOCIIJDKEHHS € MpOLeC i€papXidHOro MAaIlIMHHOTO HAaBYAHHS CHCTEMH
JIarHOCTYBaHHs O(TAIBMOJIOTIYHUX 3aXBOpIOBaHb. CTapiHHS HACENEHHS Ta MOLIMPEHHS 3aXBOPIOBAaHb OYel, TaKUX SIK IJIayKoMa,
atpodis 30pOBOrO HepBa, BiANIAPYBAaHHS CITKIBKM Ta [ia0CTHYHA PETUHONATIS, BUMAaraloTh €(EKTHBHHUX METOJIB PaHHBOT
JIarHOCTHKHU JUls 3amobiraHHs BTpat 30py. TpaauiiiiHi METOAH MiarHOCTHKU 3HAYHOI MipOIO 3aJekaTh BiJ IOCBILY JiKaps, LI0
MOXKE TMPU3BOJUTH 10 MOMHIOK. Bukopucrans wmtyynoro intenekry (ILI) ta maummaaoro Hayauus (MH) moxe cyTTeBO
MOKPAIIUTH TOYHICTH 1 IIBUAKICTh JiarHOCTYBaHHS, [0 POOUTH II0 TEMY HaI3BHYAHO aKTyalTbHOIO.

Mera. [lixBumieHHs QYHKIIOHATBFHOI e()EKTHBHOCTI KOMI IOTEPU30BAHOI CHCTEMH JIarHOCTYBAHHS IATOJOTiIH OKa Ha OCHOBL
300paKeHb.

Metoa. 3amponoHOBaHO MeToX iH(OpMAaIifHO-eKCTPEeMaTbHOIO 1€PApXiYHOTO MAIIMHHOTO HAaBYaHHS JUIL  CHCTEMH
JIarHOCTYBaHHsI MATOJIOTiM OKa Ha OCHOBI XapaKTEPHHX O3HAK 3aXBOPIOBaHb. MeTon 0a3yeTbest Ha (QyHKI[IOHATEHOMY IIJXOMI 10
MOJIEJTIOBAHHS KOTHITHBHHX MPOLECIB IPUPOIHOTO IHTEIEKTY, 10 3a0e3eyuye aganTHBHICTh CHCTEMH JIarHOCTYBaHHS 3a Oy Ib-sIKHX
MOYAaTKOBUX YMOB (opMyBaHHs 300pakeHb MATOJOTiil 1 JO3BOJISE THYYKO MEPSHABYATH CHUCTEMY IMpU 30iTbIICHHS IOTY>KHOCTI
andagity knaciB posmizHaBaHHs. OCHOBOIO METOXY € MPUHLMI MaKCHUMi3alii Kputepito (yHKIioOHAIBHO! eeKTUBHOCTI Ha 6as3i
MonudikoBaHoi iHpopmMarmiitHoi Mipu Kynpbaka, sika € (yHKIIOHANIOM Bil TOYHOCHHX XapaTePUCTUK MiarpOCTHYHHUX IIPABHIL.
[Iponiec HaBUaHHS PO3TISAAETHCS SK iTepalmiiiHa Mpolexypa ONTHMi3alii mapaMeTpiB poOOTH CHCTEMH AIarHOCTYBAaHHS 3a IIHM
indopmarniiinum kpurepieM. Ha ocHOBI 3ampornoHOBaHOi KaTeropiHol (YHKIiOHAIBHOI MOJEN pPO3pOOJICHO alrOpUTM
iH(opMariiiHO-eKCTpEeMaTbHOTO MAIIMHHOTO HAaBYAaHHS 3 1€PapXiqHOIO0 CTPYKTYpOIO IAaHHWX Yy BUIIAAI OiHApHOTO JEKypCHBHOTO
nepeBa. Taka CTPyKTypa JaHHX J03BOJISIE PO3IUIATH BEIUKY KITBKICTh KJIACIB PO3Mi3HABAHHS HA Mapu HAMOIMKYMX CYCIHiB, IS
SKUX TapaMeTpy MalllMHHOTO HAaBYaHHS ONTHMI3YIOThCS 3a JIIHIHHUM alTrOpUTMOM HEOOXiqHOT IITMONHH.

PesyabraT. Po3poOiieHo iHTeneKkTyanbHy TEXHOJOI 0 JiarHOCTHKHU IMATOJIOTiM OKa, sika BKII0YAa€E KOMIUIEKC iH(OopMaLiliHOoro,
AITOPUTMIYHOTO Ta mporpamHoro 3abesnedyeHHs. [IpoBefeHO MOPIBHsUIBHUI aHami3 e(eKTHBHOCTI PI3HHX METOAIB OpraHizauil
BUpILIANPHUX NpaBUJI Yy MpPOLECi HaBYaHHA CHCTEMH. BHSBICHO, L0 BHKOPHUCTaHHS [EKypPCHUBHHX I€papXiuyHUX CTPYKTYp
kiacu(ikaTopiB JO3BOJISE JOCATTH BUIIOI TOYHOCTI AiarHOCTUKY y MOPIBHIHHI 3 OiHApHUMU KiacH(iKaTOpaMu.

BucnoBkn. Po3poOnena iHTenekTyanpHa cHCTEMa KOMIT IOTEPHOTO [iarHOCTYBAaHHS IATOJIOTiH OKa JEMOHCTPYE BHCOKY
e(eKTHBHICTh Ta TOYHICTH. BIPOBa/UKCHHS Takol CHCTEMH Y MEAWYHY IPAKTUKY MOXKE CYTTEBO IiJIBHUIIMTH SKICTh JIarHOCTHUKH
OYHHX 3aXBOPIOBaHb, 3HU3UTH HABAHTAKCHHS HA JIKApiB Ta MIHIMI3yBaTH PH3WK IMOMIIKOBUX JiarHO3iB. [lomanbmm qoCiiKeHHS
MOXYTb OYTH CIIPSIMOBaHI HA BIOCKOHAJICHHS aJTOPUTMIB Ta PO3IIUPEHHS iX 3aCTOCYBAHHS Ha iHIII THIIM MEIMYHUX 300pakeHb.

KJIFOYOBI CJIOBA: koM toTepHa JiarHOCTHKA MATOJIOTIi OKa, INTYYHUH IHTEJICKT, MAllIMHHE HABYaHHS, 00po0Ka 300pakeHb,
posmi3HaBanHs 00pas3iB, iHpopMaliiiHO-eKCTpeMaIbHa TEXHOJIOTIs, iepapXiyHa CTPYKTypa KiacudikaTopis.
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ABSTRACT

Context. Recommendation systems are important tools for modern businesses to generate more income via proposing relevant
goods to clients and achieve more loyal attendees. With deep learning emergence and hardware capabilities evolution it became pos-
sible to grasp customer behavioral patterns in data-driven way. However, accuracy of prediction is dependent on complexity of sys-
tem, and these factors lead to increased delay in model’s output. The object of the study is the task of issuing sequential recommen-
dations, namely the next most relevant product, subject to restrictions on system response time.

Obijective. The goal of the research is the synthesis of a deep neural network that can retrieve relevant items for a large portion of
users with minimal delay.

Method. The proposed method of obtaining recommendation systems that leverages a mixture of Attention-based deep learning
model architectures with application of knowledge graphs for prediction quality enhancement via explicit enrichment of recommen-
dation candidate pool, demonstrates the benefits of decoder-only models and distillation learning framework. The latter approach was
proven to demonstrate outstanding performance in solving recommendation retrieval task while responding fast for large user batch
processing.

Results. A model of a recommender system and a method for its training are proposed, combining the knowledge distillation
paradigm and learning on knowledge graphs. The proposed method was implemented via two-tower deep neural network to solve
recommendation retrieval problem. A system for predicting the most relevant proposals for the user has been built, which includes
the proposed model and its training method, as well as ranking indicators MAP@k and NDCG@k to assess the quality of the models.
A program has been developed that implements the proposed architecture of the recommendation system, with the help of which the
problem of issuing the most relevant proposals has been studied. When conducting experiments on a large amount of real data from
user visits to an online retail store, it was found that the proposed method for designing recommender systems guarantees high rele-
vance of the recommendations issued, is fast and unpretentious to computing resources at the stage of receiving responses from the
system.

Conclusions. Series of conducted experiments confirmed that the proposed system effectively solves the problem in a short pe-
riod of time, which is a strong argument in favor of its use in real conditions for large businesses that operate millions of visits per
month and thousands of products. Prospects for further research within the given research topic include the use of other knowledge
distillation methods, such as internal or self-distillation, the use of deep learning architectures other than the attention mechanism,
and optimization of embedding vector storage.

KEYWORDS: knowledge distillation, knowledge graphs, decoder-only models, node embeddings, transformer models, atten-
tion mechanism, recurrent neural networks, long short-term memory networks, deep neural networks, personalized sequential rec-
ommendations, predicting the next most relevant product, user modeling.

ABBREVIATIONS MAP is a mean average precision;
CBEF is a content-based filtering; NDCG is a normalized discounted cumulative gain;
CF is a collaborative filtering; MHA is a multi-head attention network;
CNN is a convolutional neural network; NBO is a next-best offer problem;
DNN is a deep neural network; NBA is a next-best action problem;
KD is a knowledge distillation process; NDCG is a normalized discounted cumulative gain;
KG is a knowledge graph; PMI is a pointwise mutual information;
KLD is a Kullback-Leibler divergence; RS is a recommender system.
LSTM is a long short-term memory network;
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NOMENCLATURE
s is a session data;
| is an item data;
t is a (discrete) time point;

ij(t) is an item at time point t;

s; is a sample of time series;

R(- | ) is a conditional probability mass function;

G is aweighted graph, i.e. KG;

V is a set of users and items — the vertices of G;

N(v) is a set of neighbors of node v in a graph G;

P is a projection operator over graph G;

Pr(-) is a probability mass function in PMI definition;

Pr(--) is a joint probability mass function in PMI;

o is a sigmoid activation function;

T is a softmax temperature;

L isa RS loss function;

h is a hidden state of neural network at time
t,heh;

by, is a bias vector for hidden state of a recurrent neu-

ral network;
b, is a bias vector for output state of a recurrent neu-

ral network;
Wy, is a weight matrix for hidden state of a recurrent

neural network;
W,, is a weight matrix for output state of a recurrent

neural network;
o is a PMI threshold, c e R ;

V; is a logit for the i-th score produced by the student
model,

Z; is a logit by teacher model;

g; is a soft target output for i-th score produced by the

student model;
G; is a soft target output for i-th score produced by the

teacher model,
|| is a vector concatenation operator;

Qp is an attention query weight matrix;
K » is an attention key weight matrix;
V, is an attention value weight matrix;
dy is a number of columns in matrix K.

INTRODUCTION

Users’ purchase decisions are significantly influenced
not only by their general preferences but also by their
most recent interactions with a given platform or market-
place. Understanding user behavior patterns is crucial for
any customer-oriented business, as this obtained knowl-
edge allow to propose the most relevant items to a given
customer base, increasing revenue in both short- and

© Androsov D. V., Nedashkovskaya N. 1., 2025
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long-term perspective. Such item proposal systems are
called recommendation systems.

A recommendation system (RS) consists of a set of
statistical models that analyze a user’s interaction history,
along with knowledge about the user and the items avail-
able, to generate relevant content recommendations [1].
Relevance, in this context, refers to the likelihood of a
user engaging with the items presented. Consequently,
there exists a broad spectrum of recommendation ap-
proaches, including non-personalized, semi-personalized,
and personalized methods [1]. This work focuses specifi-
cally on the development of personalized recommenda-
tion systems, and thus, the terms “recommendation sys-
tem” and “personalized recommendation system” are used
interchangeably.

The content filtering (CBF) approach for recommen-
dation systems construction is based on idea that the user
is interested in items that are similar to items that were
already interesting to this user earlier. Unlike collabora-
tive filtering (CF) models, the similarity of items is de-
termined not by a set of user actions, but based on the
internal characteristics of the items themselves. To ad-
dress the problem of items’ feature descriptions extrac-
tion, deep learning methods are often used in the process
of content filtering systems construction.

In recent years, RS have achieved substantial success
across various real-world applications, including e-
commerce platforms, streaming services, and online re-
tail. A particularly notable application of recommendation
systems is the next best offer (NBO) task, which involves
predicting the items a user is likely to view or purchase
after interacting with a platform.

NBO, also referred to as next best action (NBA) [2],
or more broadly as next-basket recommendation (NBR)
[3], is a prevalent use case for any enterprise engaged in
business-to-consumer (B2C) operations. Marketing teams
in these enterprises have been implementing NBO/NBA
projects for many years, though many of these initiatives
have failed to meet expectations [2]. Several factors con-
tribute to this underperformance, including reliance on
traditional methods, failure to update NBO models with
new features (resulting in underutilization of both the
breadth and depth of available data), inadequate campaign
validation methods, technological shortcomings, and
more.

The advent of machine learning and, consequently,
deep neural networks (DNN) has introduced new oppor-
tunities for NBO/NBA by enabling the utilization of ad-
vanced technologies and large data sets to improve and
optimize basket recommendations more effectively than
ever before.

For instance, by leveraging deep learning techniques,
the delivery of personalized offers and recommendations
has been significantly enhanced, leading to notable im-
provements in customer engagement. These advance-
ments can increase customer satisfaction and loyalty, ul-
timately driving higher sales and revenue for businesses

[3.4].
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The object of study is the next-best offer (NBO) rec-
ommendation problem. NBO is a difficult task, since
most session-based models’ prediction pool is too narrow
to accomplish the goal of grasping long-term inter-item
dependencies and user behavior patterns. On the other
hand, leveraging ubiquitously used collaborative filtering
(CF) models do not capture short-term dependencies be-
tween items, what may be unsuitable for marketing cam-
paigns design. Therefore, it is proposed to construct a new
model, based on multi-head attention (MHA) mechanism,
knowledge graphs (KG) and knowledge distillation (KD)
techniques.

The subject of study is methods for sequential rec-
ommendation retrieval.

The purpose of the work is to create fast and scalable
RS to solve NBO/NBA task for a large number of users.

1 PROBLEM STATEMENT
For a given multiset s ={i§t) [jeN,j £|I|,t eN} of

items in some set of available items (goods) | and t isa
(discrete) time, called session, it is desired to model a
likelihood function R such that:

i© =argmaxP(is). (1)

Suppose the items and users are described by many
categorical and numerical (continuous) features. Each
categorical feature is presented by an embedding vector,
thus generalizing the concept of latent variables in matrix
factorization.

The main difficulty of such task is that it should be
approached both by CBF and CF methods, since solving
(1) solely with respect to the given user’s session may
diminish the explorative capabilities of RS, while apply-
ing only collaborative filtering, considering the demand of
such models to be trained on large historical interactions
datasets, may result in a system which cannot adapt to
drift in the user behavior and is feasible to use for recog-
nition of general preferences of users. The second chal-
lenge arises on the inference step — it is preferrable to
update the recommendations on-line, adapting them to the
newest user actions, thus limiting the complexity of the
obtained RS. Current research addresses these challenges
by developing a hybrid method of building RS.

2 REVIEW OF THE LITERATURE

Considering the variability in user session lengths, it
becomes essential to capture both short- and long-term
dependencies that exist between items within a session
and the potential future items that a user might interact
with. This challenge has led to the emergence of models
based on high-order Markov chains, which offer a sophis-
ticated approach to understanding and predicting user
behavior. Among these models, context tree models (CT)
[5, 6] and Markov chain similarity models [7] have
proven particularly effective.
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Context tree models function by first constructing a
partition tree that represents each user session. This parti-
tion tree is then traversed to define a high-order Markov
chain, allowing the model to encapsulate the user session
[6]. The hierarchical structure of the partition tree pro-
vides a powerful framework for modeling the sequential
nature of user interactions, enabling the recommendation
system to account for complex patterns and long-term
dependencies that simpler models might overlook.

In addition to context tree models, another promising
approach involves integrating high-order Markov chains
with similarity-based methods, such as sparse linear
methods (SLIM) and factored item similarity models
(FISM). This hybrid approach leverages the strengths of
both Markov chains and similarity measures to capture a
comprehensive range of relationships within the data. By
combining these methodologies, the model is capable of
simultaneously addressing short-term and long-term de-
pendencies between users and items, as well as item-to-
item relationships, thereby offering a more nuanced and
accurate prediction of user preferences [7]. The integra-
tion of similarity-based techniques with high-order
Markov chains enhances the model’s ability to generalize
across different users and sessions, ultimately leading to
more personalized and effective recommendations.

Aside from Markov chain-based models, deep learn-
ing techniques have increasingly gained traction in ad-
dressing the challenges imposed by sequential recom-
mendation tasks. Among the various deep neural net-
works (DNN) architectures, recurrent neural networks
(RNNSs) have emerged as a leading choice due to their
capacity to model sequences of data, capturing both the
short-term and long-term dependencies that characterize
user interactions over time.

Consider the sample of time series s; — s and the re-

maining time series S;_, . RNN in this case is a mapping

function f:s; — sr_g, and that function is a chain of

non-linear transformations over affine transformations
that are provided by state-space modeling of st_; [8].

Vanilla RNN models these chains in a following way:

he = o(WynX; +Whnh +by)
ST_t =Uy =c(Wpyh +by).

RNN is aimed to maximize logarithmic likelihood
log P(st_t | st.U,W,V,c) [8]. However, despite its ability
to model non-stationary time series, RNN has a couple of
significant drawbacks — disability to parallelize hidden
states computations, and consequently gradient vanishing,
which is directly caused by its architecture [8].

Long short-term memory networks (LSTMs), firstly
introduced in 1997 [9] have become the most widely
adopted variant of RNNs for sequential recommendation
tasks. LSTMs are designed to overcome the limitations of
traditional RNNSs, particularly the issues of vanishing and
exploding gradients, by introducing memory cells that can
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maintain and update information over long sequences.
This makes LSTMs particularly effective at modeling the
temporal dependencies within user sessions, allowing
them to predict future interactions with a high degree of
accuracy. Moreover, modifications of LSTMs, such as bi-
directional LSTMs, further enhance the model’s capabil-
ity by enabling it to consider both past and future context
when making predictions [10, 11]. Bi-directional LSTMs,
contrary to “classic” ones, estimate parameters by travers-
ing input sequences in both in forward and backward di-
rections, i.e, at each time step, the outputs of the forward
and backward LSTMs are concatenated (or combined) to
form the final output. This allows the network to have
access to both past and future context when making pre-
dictions. However, due to their architecture, these models
are prone to violate causality requirements on sequential
data, and the requirement to have all sequence available to
perform backward pass make them unsuitable for online
recommendation engines.

As an alternative to recurrent neural networks, rela-
tively new family of deep learning approaches, called
attention networks, have recently become ubiquitous
choice for analyzing sequential data. Attention networks
are based on attention mechanism, introduced in 2017
[12]. It allows the model to focus on specific parts of the
input sequence when producing an output, enabling it to
handle long-range dependencies more effectively than
LSTMs or RNNSs.

In traditional sequence-to-sequence models, such as
those used in machine translation, the encoder processes
the input sequence into a fixed-length context vector,
which is then used by the decoder to generate the output
sequence. However, this fixed-length context vector can
be a bottleneck, especially for long sequences, as it forces
the model to compress all information into a single vector.

The attention mechanism addresses this issue by al-
lowing the decoder to access different parts of the en-
coder’s output sequence directly, enabling it to focus on
the most relevant parts of the input when generating each
element of the output sequence [12].

Several variants of the attention mechanism exist, de-
pending on the application and architecture. Self-attention
used in transformer models, where the attention mecha-
nism is applied to the same sequence, allowing each ele-
ment to attend to all other elements in the sequence. The
formula for scaled dot-product attention is:

Qa'Ka

where di is a number of columns in key matrix, ¢(-) isa

softmax function.

The other popular modification of attention mecha-
nism is multi-head attention (MHA). It extends self-
attention by applying multiple attention mechanisms
(heads) in parallel, each with different learned parameters,

Attention(Qa, Ka,Va) = {
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and then concatenating their outputs. This allows the
model to focus on different parts of the input sequence.

Attention-based networks have become increasingly
prevalent in recommendation retrieval tasks due to their
ability to effectively model complex relationships in data.
These networks, such as hierarchical attention networks,
are designed to process and analyze inputs that capture
both user-item and item-item interactions. By considering
these interactions simultaneously, hierarchical attention
networks can more accurately predict subsequent user
actions, leading to more personalized and relevant rec-
ommendations [13].

Moreover, stochastic self-attention networks represent
an another advancement in this domain. These networks
leverage the self-attention mechanism to dynamically
assess the importance of different elements within the
input sequence, thereby generating candidate recommen-
dations with enhanced precision. The stochastic nature of
these models introduces an element of randomness, which
can help in exploring a broader range of potential recom-
mendations, thereby improving the diversity and rele-
vance of the suggested items [14].

In summary, attention networks play a critical role in
the evolution of recommendation systems. Their ability to
incorporate complex interactions and adapt to various
input dynamics makes them indispensable tools for en-
hancing the accuracy and diversity of recommendations in
modern retrieval tasks.

3 MATERIALS AND METHODS

Since the main drawback of sequential recommenda-
tion is in narrow candidate pool, it is crucial to enrich
recommendation proposals beyond trending items and
short-term user-item and item-item relationships. To
overcome this challenge, it is proposed to change the
structure of received data and augment the given RS with
some external context.

The relationships between users and items, as well as
between users themselves and items themselves, can be
naturally represented by a graph G = G(V, E,w, f), where

V =(U,1) denotes the set of users and items — the verti-

ces of the graph — and E ={(u,i)|ueV,ieV} represents

the set of edges connecting users with items, items with
items and users with users. The edge weights we R , are
assigned through a mapping f . Since this graph repre-

sents stable relationships between items and users, it is
proposed to name this structure a knowledge graph (KG).

Given this graph-based representation, geometric deep
learning frameworks, such as graph neural networks
(GNNs), are well-suited for addressing recommendation
retrieval tasks.

GNNs are a class of deep learning models specifically
designed to operate on data that is represented as graphs
[15, 16]. These networks excel in tasks that require infer-
ence over graph-structured data by iteratively updating
the representations of vertices through the aggregation of
information from their neighboring vertices.
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During the training process, each vertex veV
within the graph G =G(V,E) refines its feature represen-

tation by incorporating features from its adjacent vertices.
This iterative process of feature aggregation and represen-
tation updating can be expressed as:

5w ©ngo +b(k’)) @

A _ g
ueN(v)

where h\Sk) denotes the feature vector of vertex V at the
k -th layer, N(v) represents the set of neighboring verti-

ces of v. The parameters W ® and b®) are the weights
and biases specific to k-th layer, respectively. The func-
tion o is a non-linear activation function, for example,
sigmoid.

The iterative aggregation (2) allows GNNs to effec-
tively capture and propagate local structural information
throughout the network, leading to a more comprehensive
understanding of the graph’s global structure. As a result,
GNNs are well-suited for a variety of tasks, including
node classification, link prediction, and graph classifica-
tion, where the relationships and dependencies between
entities are naturally modeled as graphs. The ability of
GNNs to leverage the inherent graph structure makes
them particularly powerful for applications in domains
such as social network analysis, molecular chemistry,
recommendation systems, and more.

To process categorical data, embeddings are used that
form a dense representation of each category.

For instance, [17] demonstrates an approach that inte-
grates the attention mechanism with graph convolutional
networks [15] to effectively learn embeddings from the
user-item graph. This combined model is then leveraged
to generate recommendations for the next item a user is
likely to interact with.

In the current work it is proposed to modify MHA by
referencing not only input sequence (i.e. self-attention
heads), but to aggregate first-order neighbors of each in-
put of a sequence with respect to the given knowledge
graph.

More specifically, consider the heterogenous graph:

G=G(V,Ew,f,P), ()

where P is an edge properties set. Let’s define such
projection operator over (3) as follows:
P:G,p—Gy,

Gp,=G(V,E,w,f,P=p). )

It is obvious that graph G, is weighted graph where

only those edges preserved that share same property, e.g.
user-movie graph that contain only US-based users.
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The proposed attention modification, named as Mixed
Attention, applies self-attention over the given session
multiset s and operator (4) over the KG (3), performing
the following computation:

MixedAttention(Qp, Ka,Va) =
= | Attention(Qp,Kp,Vp) ®)

pePus

This application of graph-based learning methods is
called to enhance the potential of Attention Networks in
capturing the intricate relational structures inherent in
recommendation systems, improving the accuracy of the
recommendations produced.

However, this computation implies traversing two
structures — knowledge graph G =G(V,E,w, f,P) (3), (4)
and session s simultaneously to find each item nearest
neighbors, hence the same computations are required on
each inference step, which may increase complexity and
latency of proposed RS. This problem could be mitigated
by knowledge distillation (KD) techniques.

Knowledge distillation is a model compression tech-
nique that is designed to transfer the knowledge encapsu-
lated within a large, highly complex model, known as the
teacher, to a smaller and more computationally efficient
model, referred to as the student [18, 19]. The principal
idea underlying knowledge distillation is to enable the
student model to mimic the behavior of the teacher model.
This is achieved by training the student model to replicate
the output distributions produced by the teacher model, in
addition to the conventional training on labeled data. To
facilitate learning, the concepts of learning on logits is
introduce.

There exist multiple ways to perform KD, but the cho-
sen one in the current proposal is performed via teacher’s
output distribution temperature scaling.

By transferring knowledge from teacher to student in a
classification problem, we minimize the loss function of
the class distribution predicted by the teacher model. Let
us consider the case of accurate model, when the predic-
tion of the probability of one of the classes (the correct
one) is close to unity, and all others are close to zero.
Such data is usually of little help for the student model,
since it practically does not differ from the original labels.
Therefore, a softmax temperature (normally set to 1) is
introduced [18], which helps the student model to repeat
not the classification labeled data, but the probability dis-
tribution, and allows the student model to better adopt the
teacher’s behavior. Let v; denote the logits or pre-
softmax outputs for the i-th score produced by the student
model. The corresponding student soft target output 0

for i-th score is computed as follows:

e 7)
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Higher values of a temperature parameter T produce
softer probability distributions, which contain more in-
formation about the relative confidence levels across
classes.

Suppose the teacher model has logits z;, which pro-
duce soft target probabilities ¢, and distillation is per-
formed at temperature T. Then, the gradient of the cross-
entropy function L. with respect to each logit v, of the
student model is given by [18]:

olcg 1

PR s CO O
o=l -d)=7 Zj:exp{%l_j} gexp(vTjJ

If T is high in comparison with the logits V;, the gra-
dient of loss L. can be approximated as follows:

z Vi
1+ 1+-24
olce |1 L S (©)
avi T ZZJ ZVJ
N+ — N+
T T

Let the logits v; and z, have a zero mean separately

for each transfer case. Then, equation (6) is simplified to
the following:

oleg 1
o  NT?

(zi-vi),

and distillation is equivalent to minimizing %(zi—vi)2

under the above conditions.

If T is relatively low, distillation practically ignores
large negative logits (which are much more negative than
the average). On the one hand, this is an advantage, since
such logits could be very noisy. It has been shown in [18]
that intermediate temperatures T work best when the stu-
dent model is much too small in comparison with the
teacher model.

Thus, in the paper, in process of training the student
model, it is proposed to minimize Kullback-Leibler diver-
gence (KLD) measure between student and teacher mod-
els, defined as:

KL@[@ = (a00log 3™ ax
(lg) Oj;q(X) ogd(x) X @)

By learning from the teacher’s soft targets, the student
model can generalize better on unseen data, often leading
to improved performance compared to directly training
the smaller model from scratch.
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The proposed method consists of the following stages:

1. To construct the teacher model, which consists of
the following elements:

— knowledge graph (3), (4);

— mixed attention, that consumes both user session
and traverses knowledge graph to compute the operation
5);

— multi-layer perceptron with several hidden layers,
which takes results of the mixed attention operations an
input and has the softmax output layer to produce some
probability distribution.

2. To construct the student model, which consists of
the following elements:

— multi-head attention that takes as an input the user
session sequence;

— convolutional neural network with several filters,
consuming the attention scores, obtained at the previous
stage along outputting softmax-mapped vector of the
same size as the teacher model output.

3. To perform student model learning: the KL diver-
gence (7) between model outputs is minimized.

4 EXPERIMENTS

It is proposed to solve the problem of NBO/NBA rec-
ommendation leveraging information retrieved from user
interaction history and item properties.

More precisely, consider the dataset retrieved from an
anonymous multi-brand and multi-category e-commerce
store, which schema is provided in Table 1.

The dataset contains historical data from October 2019
to November 2019, overall storing approximately 6.5
million user sessions, or 69 million records.

Let us predict the final item for each user session lev-
eraging the proposed method.

As a baseline model for solving the problem (1), an
LSTM-based architecture is chosen (Fig. 1).

As a teacher model, the proposed extension of atten-
tion mechanism (5) is introduced instead of LSTM mod-
ule, thus allowing the model to capture long-term rela-
tionships from a given KG (Fig. 2).

It could be observed, that the proposed architecture
(Fig. 2) combines both content-based RS (via considering
past interaction history) and collaborative filtering (via
considering user-item model branching).

Table 1 — Dataset fields description

Field Name Data Type Description

Session Id Base64 Unique identifier of user visit

Product Id Integer Stock keeping unit (SKU) of an
item

Product Descrip- String Description of item

tion

Brand String Brand name

Category String Category of item, e.g. furniture

Price Integer Price in cents

Action String User action over item, e.g. add
to cart, view

Timestamp Timestamp | Date and time of interaction
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Session Data Item Data
k. k
Embeddings Embeddings
*
LSTM
E

Multi-Layer Perceptron

|

Dot Praduct

Figure 1 — LSTM-based Baseline model architecture

The general purpose of model is to generate embed-
dings for NBO/NBA candidate items. Thus, for solving
task (1) it is proposed to minimize cross-entropy loss L
between obtained embedding egptaineg @nd ground truth

etrue :
L = T
(Eobtained €true) = —€obtained  109(Btrue) -
It is worth mentioning that the construction of KG is

done in data-driven way by thresholding pointwise mutual
information (PMI) between item pairs.

Session Data Item Data

Knowledge Graph

L

Embeddings

l

Mixed Attention

|

Multi-Layer Perceptron

e

Embeddings

l

Dot Product

Figure 2 — The proposed Mixed Attention-based model
architecture
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KG is obtained by choosing only pairs of items where
PMI value is greater than a. The selected threshold is de-
fined at the 25-th percentile of all PMI values.

PMI between two items i and j is defined as:

PMI(i, j)= '09(%j |

where Pr(i, j) is the joint probability of items i and j
co-occurring, Pr(i) and Pr(j) are the individual prob-
abilities of items i and j occurring independently [20].

Item embeddings could be chosen in two ways — ran-
dom initialization or leveraging pre-trained embeddings.
To achieve the latter from the obtained KG, it is proposed
to apply Node2Vec algorithm [21].

The main purpose of Node2Vec is to capture both the
local and global network structure of a given graph. It
does this by performing biased random walks on the
graph, by balancing between breadth-first search (BFS)
and depth-first search (DFS). This allows Node2Vec to
generate node embeddings that reflect both the commu-
nity structure (via BFS) and functional similarity (via
DFS) within the graph [21]. For the experiment purposes,
the only adjusted hyper-parameter is embedding dimen-
sion, which should align with the corresponding hyper-
parameter in all proposed architectures.

The next step is to define the student model, parame-
ters of which will be optimized via temperature scaling.
This model is utilizing MHA module, thus eliminating the
need for constantly traversing KG for each recommenda-
tion suggestion. The schematic representation of proposed
model is shown in Fig. 3.

The student model learns the probability distribution
of the teacher; thus, it is proposed to minimize KL diver-
gence (7) between student model and teacher model.

Concluding, the following hyper-parameters are set
for baseline model:

1. Embedding dimension — 64.

2. Multi-Layer Perceptron layer number — 2.

3. LSTM cell size — 64.

Consequently, the following hyper-parameters are set
for teacher model:

1. Embedding dimension — 64.

2. Multi-Layer Perceptron layer number — 2.

3. Query, Key and Value matrix size — 64.

4. Causal mask — applied to guarantee that current de-

cisions don’t affect previous ones.

On the other side, since student model utilizes convo-
lutional neural networks (CNN) instead of MLP, the fol-
lowing hyper-parameters are picked:

1. Stride size - 1.

2. Padding — “same”.

3. Dropout rate — 50%.

4. Number of heads in MHA - 2.

5. Embedding dimension — 64.

6. Query, Key and Value matrix size — 64.

7. Temperature T—-[0.5, 1, 2, 5].
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Teacher Mode

Knowledge Graph

» Embeddings

» Embeddings

——  Mixed Attention

—— Multi-Head Attention ———»

e MLP Softmax

h 4

ComviD Softmax

A 4

Figure 3 — The proposed teacher-student architecture

The choice of padding type and stride size is influ-
enced by the constraint on output of NN to be an embed-
ding of next item, given users’ previous interactions data.

In order to examine the ability of models to retrieve
relevant items, the following ranking metrics were cho-
sen:

1. Mean average precision @ k (MAP @ k) — ranking
metric used to evaluate the accuracy of a ranked list of
items up to a cutoff rank k.

2. Normalized discounted cumulative gain @ Kk
(NDCG @ k) — measure of ranking quality that considers
the position of relevant items in the ranked list up to a
cutoff rank k and applies penalty to relevant items that
appear lower in the list by applying a logarithmic dis-
count.

For both metrics, k values 1, 10 and 100 are consid-
ered.

Also, since the complexity of system affects recom-
mendation candidate calculation time, mean retrieval time
is proposed as the auxiliary metric to consider along with
ranking ones.

5 RESULTS
In the Tables 2-3 MAP@k and NDCG@k metrics for
given k ranking cut-off for LSTM baseline and Mixed
Attention model statistics are provided. The best Mixed
Attention model is selected as the teacher model.

Table 2 — Results of Baseline and Mixed Attention models
benchmarking by MAP metric

Model MAP@1 MAP@10 MAP@100
Baseline 0.1492 0.2766 0.2859
Baseline + 0.1453 0.2740 0.2824
Node2Vec

Mixed 0.1769 0.3003 0.3082
Attention

Mixed At- 0.2 0.3316 0.3378
tention +

Node2Vec
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Table 3 — Results of Baseline and Mixed Attention models
benchmarking by NDCG metric

Model NDCG@1 NDCG@10 | NDCG@100
Baseline 0.1529 0.3296 0.3767
Baseline + 0.1509 0.3276 0.374
Node2Vec

Mixed Atten- 0.1755 0.3487 0.3865

tion

Mixed At- 0.2025 0.3794 0.417
tention +

Node2Vec

On the other hand, Table 4 and Table 5 reflect the val-
ues of MAP@k and NDCG@k results of KD for different
temperature values, respectively. Table 6 summarizes
models time performance. Figures 4-7 depict the evolu-
tion of ranking metrics with each epoch.

Table 4 — Results of KD benchmarking by MAP metric

T MAP@1 MAP@10 MAP@100
0.5 0.1977 0.2727 0.2773
1 0.1952 0.325 0.3315
2 0.0832 0.1441 0.1487
5 0.076 0.1352 0.1789

Table 5 — Results of KD benchmarking by NDCG metric

T NDCG@1 NDCG@10 NDCG@100
0.5 0.198 0.3041 0.33

1 0.1948 0.3745 0.374

2 0.0831 0.1708 0.1956

5 0.0368 0.1180 0.1417

Table 6 — Average time per 1000 requests per model

Model Average time per 1000 re-
quests, s

Baseline 1.01

Mixed Attention + Node2Vec 2.67

Proposed student model 0.189
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0.28
0.27
0.26 -
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—— Plain LSTM MAP@100
0.24 4 Plain LSTM MAP@10
—— LSTM + Node2Vec MAP@100
—— LSTM + Node2Vec MAP@10
0.23 T T T T T T
0 5 10 15 20 25 30
epoch
Figure 4 — MAP@k per epoch for baseline models
0.38 1
0.36
0.34 1
0.32 1
0.304 —— Plain LSTM NDCG@100
= Plain LSTM NDCG@10
—— LSTM + Node2Vec NDCG@100
—— LSTM + Node2Vec NDCG@10
0.28
0 5 10 15 20 25 30
epoch

Figure 5 — NDCG@k per epoch for baseline models

6 DISCUSSION

As follows from Table 2 and Table 3, proposed Mixed
Attention approach strongly outperforms LSTM-based
baseline models. However, the fact that Node2Vec pre-
trained embeddings cause little-to-no impact on ranking
metrics for non-graph-based model but significantly en-
hances predictive capabilities of models that utilize KGs,
is quite surprising and contradicts the initial suggestion
that “implicit” knowledge, reflected solely in pre-trained
embeddings could enhance sequential models.

It is worth noticing that this behavior persists for each
epoch, as shown on Fig. 4 and 5 for Baseline models and
Fig. 6 and 7 for Mixed Attention models, respectively.

Since the best model by all ranking metrics is Mixed
Attention model with Node2Vec pre-trained embedding,
this model is used as a teacher model.
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0.36 1 —— KG + Node2Vec + Mixed Attention MAP@100
KG + Node2Vec + Mixed Attention MAP@10
—— KG + Mixed Attention MAP@100

L —— KG + Mixed Attention MAP@10

0.32

0.30

0.28

0.26

0.24
T T T T T T T
0 5 10 15 20 25 30

epoch

Figure 6 — MAP@k per epoch for Mixed Attention models

After performing temperature scaling with different
values of parameter T, various student models were ob-
tained. Since the bigger temperature, the more output dis-
tribution is uniform-like. Whilst very low value can intro-
duce overconfidence to model decisions, it was predict-
able that both high and low T values could decrease pre-
dictive capabilities of model. The overall dependencies
between temperature scaled outputs of teacher model and
student model performance are listed in Tables 4 and 5.

The best model was obtained without performing
temperature scaling of teacher model outputs. It is also
worth noticing that results are only slightly worse than
teacher’s model ones, namely Mixed Attention +
Node2Vec models in Tables 2 and 3.

—— KG + Node2Vec + Mixed Attention NDCG@100
- KG + Node2Vec + Mixed Attention NDCG@10

— KG + Mixed Attention NDCG@100

—— KG + Mixed Attention NDCG@10

0.44 4

0.42

0.40 1

0.38 1

0.36 1

0.34 1

0.32 1

0.30 1

0.28 1

T
0 5 10 15 20 25 30
epoch

Figure 7 — NDCG@k per epoch for Mixed Attention models

It is also worth noticing the graph representation qual-
ity of the recommender system, obtained with the pro-
posed KG and distillation method (Fig. 3). On Fig. 8 one
can see the top-5 recommendations given that user has put
Nike shoes to the basket or purchased this item. As one
can see, the proposed model captures associations from
the KG with a decent accuracy, grasping relationships
between sport shoes and fitness vehicles and equipment,
although the model itself gives irrelevant recommendation

to buy desktop.
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Figure 8 — Top-5 recommendations, obtained using the proposed model

The final assessment is conducted between best mod-
els in each category — LSTM, Mixed Attention and dis-
tilled student model. The main objective is to measure
average time per 1000 requests for retrieving 100 most
relevant items, given user sessions data. The received
measures, recorded into Table 6, show that the proposed
architecture (Fig. 3) and method significantly outperforms
baseline solution by offering the main benefit of trans-
former-like architecture over RNNs — high degree of
computations parallelization.

CONCLUSIONS

The problem of next best offer prediction is solved in
this work using multiple deep learning-based approaches.

The scientific novelty of obtained results shows that
by combining learning on graphs and knowledge distilla-
tion it is feasible to build scalable, fast and precise rec-
ommendations systems.

The practical significance of current work and its re-
sults is that implemented models could be applied to fore-
cast users next interactions on the enterprise scale.

Prospects for further research are to examine other
architectural approaches, different from decoder-only
models, and propose alternatives to Attention networks.

ACKNOWLEDGEMENTS

This study was funded and supported by National
Technical University of Ukraine “lgor Sikorsky Kyiv
Polytechnic Institute” (NTUU KPI) in Kyiv (Ukraine),
and also financed in part of the NTUU KPI Science-
Research Work by the National Academy of Sciences of
Ukraine “Development of models and methods for solv-
ing predictive problems based on large amounts of poorly
structured information in conditions of uncertainty” (State
Reg. No. 0122U000671).

REFERENCES
1. Falk K. Practical Recommender Systems. Shelter Island,
Manning, 2019, 432 p.

© Androsov D. V., Nedashkovskaya N. 1., 2025
DOI 10.15588/1607-3274-2025-3-12

2.

10.

11.

Rasool A. Next Best Offer (NBO) / Next Best Action
(NBA) — why it requires a fresh perspective? [Electronic
resource]. Access mode:
https://mww.linkedin.com/pulse/next-best-offer-nbo-action-
nba-why-requires-fresh-azaz-rasool/

Wang S., Wang Y., Hu L. et al. Modeling User Demand
Evolution for Next-Basket Prediction, IEEE Transactions on
Knowledge and Data Engineering, 2023, Vol. 35, Issue 11,
pp. 11585-11598. DOI: 10.1109/TKDE.2022.3231018.
Eliyahu K. A. Achieving Commercial Excellence through
Next Best Offer models. [Electronic resource]. Access
mode: https://www.linkedin.com/pulse/achieving-
commercial-excellence-through-next-best-offer-kisliuk/
Wang S., Hu L., Wang Y. et al. Sequential Recommender
Systems: Challenges, Progress and Prospects, International
Joint Conference on Artificial Intelligence : Twenty-eighth
international joint conference, 1JCAIl 2019, Macao, 10-16
August 2019 : proceedings. Macao: International Joint
Conference on Artificial Intelligence, 2019, pp. 6332-6338.
DOI: 10.24963/ijcai.2019/883.

Garcin F., Dimitrakakis C., Faltings B. Personalized News
Recommendation with Context Trees, Recommender
systems : Seventh ACM conference, RecSys'13, Hong-Kong,
12-16 October 2013 : proceedings. New York, Association
for Computing Machinery, 2013, pp. 105-112. DOI:
10.1145/2507157.2507166.

He R., McAuley J. Fusing Similarity Models with Markov
Chains for Sparse Sequential Recommendation, ArXiv,
2016. DOI: 1609.09152v1.

Geron A. Hands-On Machine Learning with Scikit-Learn
and TensorFlow. Sebastopol, O’Reilly Media Inc., 2017,
760 p.

Hochreiter S., Schmidhuber J. Long short-term memory,
Neural computation, 1997, Vol. 9, Ne 8, pp. 1735-1780.

Xia Q., Jiang P., Sun F. et al. Modeling Consumer Buying
Decision for Recommendation Based on Multi-Task Deep
Learning, Information and Knowledge Management
Twenty-seventh ACM international conference, CIKM '18,
Torino, 22-26 October 2018 : proceedings. New York,
Association for Computing Machinery, 2018, pp. 1703-
1706. DOI: 10.1145/3269206.3269285.

Zhao C., You J., Wen X., Li X. Deep Bi-LSTM Networks
for Sequential Recommendation, Entropy (Basel), 2020,
Vol. 22, Issue 8, P. 870. DOI: 10.3390/e22080870.

OPEN a ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmatrka, ynpasninss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

12. Vaswani A., Shazeer N., Parmar N. et al. Attention is all proceedings. New York, Curran Associates Inc., 2017. DOI:
you need, Neural Information Processing Systems : Thirty- 10.48550/arXiv.1609.02907.
first international conference, NIPS '17, Long Beach, 16. Wu Z., Pan S., Chen F. et al. A Comprehensive Survey of
California, 04-09 December 2017 : proceedings. New Graph Neural Networks for Knowledge Graphs, IEEE
York: Curran Associates Inc., 2017, pp. 6000-6010. Transactions on Neural Networks and Learning Systems,

13.Ying H., Zhuang F., Zhang F. et al. Sequential 2022, Vol. 32, N 1, pp. 4-24. DOI:
Recommender System based on Hierarchical Attention 10.1109/TNNLS.2020.2978386.

Network, International Joint Conference on Artificial 17. Hekmatfar T., Haratizadeh S., Razban P., Goliaei
Intelligence Twenty-seventh international joint S.]Attention-Based Recommendation On Graphs, ArXiv,
conference, IJCAIl '18, Stockholm, 13-19 July 2018 : 2022. DOI: 2201.05499.

proceedings. Menlo Park, AAAI Press, 2018, pp. 3926—  18. Hinton G., Vinyals O., Dean J. Distilling the knowledge in
3932. DOI: 10.24963/ijcai.2018/546. a neural network, ArXiv, 2015. DOI: 1503.02531.

14. Fan Z., Liu Z., Wang Y. et al. Sequential Recommendation  19. Ba L. J., Caruana R. Do Deep Nets Really Need to be
via Stochastic Self-Attention, ACM Web Conference 2022, Deep? Advances in Neural Information Processing Systems,
WWW 22, Lyon, 25-29 April 2022 : proceedings. New 2014, Vol. 27, pp. 2654-2662. DOI: 1312.6184.

York, Association for Computing Machinery, 2022, 20. Church K. W., Hanks P. Word association norms, mutual
pp. 2036—2047. DOI: 10.1145/3485447.3512077. information, and lexicography, Computational Linguistics,

15. Kipf T. N., Welling M. Semi-Supervised Classification with 1990, Vol. 16, Ne 1, pp. 22-29.

Graph Convolutional Networks, International Conference  21. Grover A., Leskovec J. Node2vec: Scalable Feature Learn-
on Learning Representations : Fifth international ing for Networks, ArXiv, 2016. DOI: 1607.00653.
conference, ICLR 2017, Toulon, 24-26 April 2017 : Received 11.05.2025.
Accepted 04.07.2025.
V]IK 004.852
MPOCTI, IIBUIKI TA MACLIITABOBAHI PEKOMEHJALIMHI CUCTEMH 3ACHOBAHI HA ®LJIbTPAILIi 3HAHD
BIJI BUUTEJISA

AwnapocoB /1. B. — acnipant kadeapu mryusoro intenekty HaB4anbHO-HAYKOBOro [HCTUTYTY NPHUKIIaAHOTO CUCTEMHOTO aHAi3y
HauionanbHOro TexHi4HOTO yHiBepcuTeTy YKpainn «KuiBchkuii momitexHidnuii inctTutyT imeHi Iropst Cikopebkoro», Kuis, Ykpai-
Ha.

HepamkiBeska H. 1. — 1-p TexH. Hayk, npodecop kadeapn MaTeMaTHIHUX METOJIIB CHCTEMHOTO aHani3y HaBuampHO-HAYKOBOTO
THCTUTYTY NPUKIAJHOTO CHCTEMHOro aHaiizy HauioHanbHOro TeXHIYHOro yHiBepcuteTy Ykpainu «KHiBCbKH MONITEXHIYHMIT iH-
ctutyt imeHi Iropst Cikopcekoro», noueHt, Kuis, Ykpaina.

AHOTAIIA

AxTyanbHicTh. CHCTEMH peKOMEHaMiil — BaXKJIMBI IHCTPYMEHTH IS CydacHOro Oi3Hecy, sIKi JaloTh 3MOTY OTPHMYBaTH Oilb-
LM JOXIZ 32 paXyHOK IPOIO3HLIT KJIIEHTaM BiJIITOBITHUX TOBApiB Ta 3aJIy4YeHHs OLIBII JIOSUIBHHUX BiZBiAyBadiB. 3 MOSBOIO IIIMOOKO-
IO HaBYaHHS Ta PO3BUTKOM alapaTHUX MOMKIMBOCTEH CTaJI0 MOXJIMBUM YJIOBIFOBATH MOJENI MOBEIIHKH KIIi€HTIB HA OCHOBI JIaHHX.
OnHaK TOYHICTH MPOTHO3Y 3aJEKUTH Bil CKIAJHOCTI CHCTEMH, 1 i (aKTOpU MPU3BOAATH [0 30LIBIICHHS 3aTPUMKH BHUBEICHHS Ha
ocHOBI Mozem. O0’eKTOM IOCTIKEHHS € 3a7a4a BHadi MOCTiJOBHIUX PEKOMEHAALIH, a caMe — HACTYITHOTO HalOUIbII peleBaHTHO-
TO TOBapy B YMOBAaX HasBHOCTiI OOMEXEHb 10 Yacy BiJIIOBiIi CHCTEMH.

Misab. MeToro JOCTIIKEHHS € CHHTE3 IIMOOKOI HEHpOHHOI Mepexi, sfika 3 MiHIMaJbHOI 3aTPUMKOI0 MOXE OTPHMYBaTH
peneBaHTHI elIeMeHTH JuIsl GUIBIIOCTI KOPHUCTYBAUiB.

Merton. I[IporoHoBaHHiA METOl OTPUMAHHS CHCTEM PEKOMEH/ALIIH, IKHi BUKOPUCTOBYE MOEAHAHHS apXiTEKTYp MoJelei rinbo-
KOr0 HaBYaHHS Ha OCHOBI yBard i3 3aCTOCYBaHHsSM rpadiB 3HaHb [UIsL MiJBUIICHHS SKOCTI MPOrHO3YBAHHS 3a JOMOMOIO0 SIBHOTO
30araueHHs IyJly KaHIMAATIB Ul PEKOMEH/ALH, IEMOHCTPY€ MepeBaru Mojieseil IeKOlyBaHHs Ta CTPYKTYPU AUCTHIALIHHOTO Ha-
BYaHHs. Byiio noBeneHo, Mo migxia JUCTHIALIT 3HaHb € HaJA3BUYAiHO MPOAYKTHBHUM IIiJ] Yac BUPILICHH 3aBIaHb MOIIYKY peKOMe-
HIaLii, 0THOYAaCHO IIBUIKO pearylodn Ha MaKeTHY 00poOKy BEIUKUX OOCSTIB TaHUX KOPUCTYBAUiB.

PesysbTaTi. 3anpornoHOBaHO MOJENb PEKOMEHIALIHHOI CHCTEMH Ta METOJ ii HaBYaHHS, IO MOEAHYE MapagurMy AUCTHIILIL
3HaHb Ta HaBYaHHs Ha rpadax 3HaHb. 3alpPOIOHOBaHUI MeToJ OyB peasi3oBaHHMil yepe3 ABOOAIITOBY IIIMOOKY HEHPOHHY MEPEKy
JUIsL BUPILIEHHS TIPOGJIeMH MOIIYKY pekoMeHawii. IToGy10BaHO CHCTEeMy MPOrHO3yBaHHs HafGINbII PEleBaHTHUX HACTYITHUX IIPO-
MO3MLIH AJI1 KOPUCTYBayYa, sika BKIIIOYA€E MPONIOHOBAHY MO/ICIb Ta METO/ ii HABYaHHS, a TAKOX IMTOKa3HUKH pamkyBaHHI MAP@K Ta
NDCG@Kk nst omiHk# sikocTi po6oTH MoJeneii. Po3pobiieHo mporpamy, sika peanizye NporoHOBaHy apXiTeKTypy PeKOMEHIAIiiHOT
CHCTEMH, 3a JIOTIOMOTrOI0 K0T TOCIiKeHa mpobiieMa BHAa4i HaiipeaeBaHTHIMIMX HACTYNHUX npono3uuii. I1ix 4ac mpoBeneHHs ekc-
MEPHUMEHTIB Ha BENHUKiil KiITBKOCTI peasbHUX JaHUX Bi3UTIB KOPHCTYBAuiB /10 OHJIAlH MarasuHy po3/piOHOI Toprisii Oyjo BCTaHOB-
JICHO, 110 HPOIIOHOBAHUI METOJ KOHCTPYKIIT pEKOMEHIAI[IHHUX CHCTEM TapaHTy€e BUCOKY PEJICBaHTHICTh BUIAHMX PEKOMEHALH, €
MIBUIKUM Ta HEBHOATIMBUM 10 OOYUCIIOBAILHUX PECYpPCIiB Ha €Talll OTPUMAaHHSA BiAMIOBIIEH BiJl CHCTEMH.

Bucnosku. IIpoBezieHi SKCIIEPUMEHTH MiATBEPANIIH, IO 3alPOIIOHOBaHa cHCTeMa eEeKTHBHO BHPIIIY€E HOCTABICHY 3aqady 3a
MaJnit HPOMIXKOK Yacy, [0 € BArOMUM apryMEHTOM Ha KOPHCTb i1 3aCTOCYBaHHS B pealbHUX YMOBaxX JUIsl BEJIMKUX Oi3HECIB, 1[0 Orle-
PYIOTh MiIbIfOHAMH Bi3WTIB Ha MiCSAIIb Ta THCSYaMH TOBapiB. [IepCIICKTHBY MOJANBIINX JOCTIIXKECHb B paMKaX 3a/IaHOi TEeMH JI0CITi-
JDKCHHS BKIIFOYAIOTh B ce0e BUKOPHUCTAHHSI 1HIIMX METO/IB JUCTHIISLIT 3HAHb, TAKHX SK BHYTPIIIHSA 200 caMO-THUCTHIIALIS, BUKOPHC-
TaHHS BIAMIHHHUX BiJ] MEXaHI3My yBard apXiTeKTyp IIIMOMHHOIO HAaBYaHHsI, a TAKOXK ONTHMI3allis CXOBHIIA BEKTOPIB BKJIA/ICHb.

KJUIFOYOBI CJIOBA: nmuctussinist 3HaHb, Tpady 3HaHb, IEKOAyBalIbHI MOAEINI, BKIaACHHS BepIINH IpadiB, apXiTEeKTypH THILY
«TpaHCOpMEp», MEXaHi3M yBard, peKypeHTHI HEHPOHHI Mepexi, Mepexki TOBrOCTPOKOBOI KOPOTKOI mam’sTi, TTMOMHHI HEHpOHHI
Mepexi, IepcoHaNi30BaHi NOCIIIOBHI peKOMEHalii, MPOTHO3yBaHHS HACTYIHOTO HAaHOIIBII PEJIEeBAaHTHOIO TOBApY, MOJCIIOBAHHS
KOpHCTyBaua.
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IH(DOPMéHIFIHA TEXHOJIOI'TA BUSIBJIEHHS JIZKEPET
JAE3IH®OPMAIII TA HEABTEHTUYHOI ITOBEJIHKHW KOPUCTYBAUIB
YATIB HA OCHOBI METOJIB NLP TA MAIIMHHOTI'O HABYAHHS

Bucouska B. A. — na-p TexH. Hayk, jgoueHt, npodecop kadenpu «IHPopmamiliHI CcHCTEMH Ta MEpexi»,
Harionansuuii yHiBepcutet «JIbBiBChbKa mosiTexHika», JIbBiB, YkpaiHa.

AHOTANIA

AKTyaJbHicTb. Y cydyacHOMY IIM(POBOMY CEepEIOBHINI MOUIMPEHHS Ae3iH(opMarii Ta HEaBTEHTUYHOI MOBEIIHKH KOPHCTYBAviB
y uarax CTaHOBUTH CEPHO3HY 3arpo3y Uisl CycmiibcTBa. MeETOAM OIpalioOBaHHSA NPUPOAHOI MOBH Ta MAIIMHHOTO HABYAHHSI
HPOIOHYIOTh e(heKTHBHI iAXOH JUIsl BUSIBJICHHS Ta IIPOTHIIT TAKKM 3arpo3aM.

MeTol0 mociizkeHHs € po3poOka iH(OpPMAIIHHOI TEXHOJOrIT IS aBTOMAaTHYHOTO BHSBIICHHS PO3MOBCIOJUKEHHS JDKEpel
YKpaiHOMOBHUX (DeHKOBMX HOBHMH Ta HEABTEHTHYHOI IOBEAIHKM KOPUCTYBadyiB 4aTiB, ska 10OyIOBaHAa 3a JOIOMOIOI METOAIB
OIIpALIOBAHHS NPUPOJHOI MOBH Ta peali3oBaHa Ha OCHOBI TEXHOJIOTii MAIIMHHOTO HABYAHHSL.

Merton. [{ns peanizarii mpoekTy BUKOPHCTAHO TaKi METOIM KOHCTPYIOBAHHS O3HAK, K CTATUCTUYHUI moka3Huk 1F-1DF, moxens
BekTopu3anii «Topba ciiB», po3MidyBaHHS 4acTUH MOBH. J[Ig IHIIMX €KCIIEPUMEHTIB 3aCTOCOBaHI Mopelni Bekropm3arii FastText,
W2V ta Glove word2vec st oTpuMaHHS BEKTOPHHUX IIPE/ICTaBJICHb CIIiB, @ TAKOXX PO3Mi3HABaHHS TPUIEPHHUX CIIiB (IiICHITIO0Y]
cJIoBa, abCONIOTHI 3aMEHHUKH Ta «OJIUCKydi» ciioBa). Ines mossirae B 3HaXO/pKeHHI moaiOHux 3a Tekcrom/ 3Hadenusm (lexical/
semantical) moBizomiIeHb, a TAKOX aHaTi3i pe3y/bTaTiB MOMMUPEHHS MOJIOHUX MOBIZOMIICHB B 4aci Ta HPOCTOPi. Y SKOCTI OCHOBHUX
anropuT™iB MopenroBanHs Bukopucrani Complement Naive Bayes, Gaussian Naive Bayes, HistGradientBoostingClassifier,
Multinomial Naive Bayes ta RandomForest asist BUsIBICHHSI IpKepelT pO3IOBCIOUKCHHS Ae3iH(popMallii Ta HeaBTeHTUYHOT MOBEIIHKH
YarTiB.

PesyabTaTn. Y naHiff cTaTrTi poO3TNIAAaEThc po3poOKa MPOTPaMHOro 3a0e3MeyeHHs Uil BUSIBICHHS NPOMAaraHIUCTCHKUX
MOBIJOMJICHb Yy COLIaJbHUX MEpeXax Ha OCHOBI aHAN3y TEKCTOBHMX AaHUX Twitter. OcHOBHa yBara NpUIUISETHCS METOIAM
IonepeaHs0i 00pOOKH TEKCTIiB, BEKTOpM3amii HaHWX Ta MAIIMHHOMY HAaBYAaHHIO JUIS aBTOMAaTHYHOI KiacH@ikamil IOBiIOMIICHB.
OmnmcaHo mporiec 300py, MiATOTOBKH Ta OYMIICHHS JaHWX, a TAKOXK PO3TJISIHYTO Pi3HI MiIXOAW 70 HaBYaHHS MOJENI Ta OIIHKHU ii
edexruBHOCTI. [IpoBeneHo 9 eKCIIPUMEHTIB JUIsl PIXHUX METONIB MOOEPEAHBOTO ONpALIOBAHHS JaHHMX, MOJE]el BeKTopu3auil Ta
QICOPUTMIB MOJICITIOBAHHSL.

BucnoBku. CTBopeHi Mojieli Moka3ye BiJIMiHHI pe3yJIbTaTH PO3IMi3HABaHHs JUKEPEN PO3MOBCIODKEHHS Mporaranan, Qeikis Ta
nesindopmarii y corianbHUX Mepexax Ta OHIaiiH 3acobax macoBoi iHpopmaril. Haiikpamii pe3ynbTaté Ha JaHHH MOMEHT MOKa3ye
excriepumedt 5 Ha ocuoBHi TF-IDF+ComplementNB. Bucoke 3uauenns recall mms xmacy 1 (0,8) o3mauae, mo momens mobpe
3HAXO/MTh TIO3UTHBHI 3pa3ku, ane s kiaacy 0 Bona menm edexrusHa (0,56). BinmosinH oBucoke 3uaueHHs precision mis kmacy 1
(0,89) o3Hauae, 1m0 GiMBLIICT 3pa3KiB, mepenbdadeHnx sk kinac 1, e npasunbHuME. Husbka Tounicts mis kiaacy 0 (0,38) Bkasye Ha
BEJIMKY KUIBKICTh NOMMJIKOBHX HepenbadeHs. IIpu mboMy B cepil MpOBEAEHHX EKCIEPHMEHTIB CIIOCTEPIraroThCs IEBHI aHOMAIl
(30kpema B excriepuMenTi 7 Ha ocHoBi Glove+ RandomForest), siki moTpeOyroTh moganbuoro gociipkenHs. OTpuMani pe3ysbTaTu
MOXYTh OyTH BHKOPHCTaHI JUIS IOJAJIBIIOrO BIOCKOHAJICHHS aJTOPUTMIB BHSBJICHHS JDKEpPENl PO3MOBCIO/DKEHHS Je3iH(popmanii,
HEaBTEHTHYHOI TOBE/IHKHU YaTiB Ta [IKiJJIMBOTO KOHTEHTY /IS 301/IbIICHHS 000PO3/1aTHOCTI KpaiHu.

KJIIOYOBI CJIOBA: pesindopmaris, mkepeno aesiHdopmariii, HUIIX PO3MNOBCIOKEHHs —Ie3indopmaitii,
Ppo3moBCIOKeHHS Ae3indopmanii, Gelik, mponaranaa, oNmpamoBaHHs IPHPOJHHOI MOBH, CTHIIICTHYHHIN aHAII3.

Mepexa

ABPEBIATYPA
3MI - 3acobu MacoBoi iH(opMaIIii;

HOMEHKJIATYPA
Stakes — IHTEJEKTyaJbHa CHCTEMa IIOIIYKY Ta

Al — artificial intelligent;

BERT - bidirectional encoder representations from
transformers;

DBSCAN - density-based
applications with noise;

DL deep learning;

GPT - generative pre-trained transformer;

GNN - graph neural network;

IDF — inverse document frequency;

LSTM - long short-term memory;

ML — machine learning;

NLP — natural language processing;

SVM - support vector machine;

TF — term frequency.

spatial clustering of
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BUSIBJICHHSI JDKEPEN PO3MOBCIOMKCHHS YKPaiHOMOBHHUX
(hefikOBMX HOBHWH, NpOMAraHmd, Ta JAe3iHpopmamii Ta

HEaBTCHTUYHO! TIOBEHIHKA KOPHUCTYBadiB daTiB Yy
comiadbHUX Mepexax Ta oHiaiH 3MI;

X — MHOXKMHA BXITHUX JaHUX,

Y — MHOWHA BUXITHUX JaHUX,

Rnp — OCHOBHI TMpaBWiia OIPALFOBAHHS BXIIHUX

HaHUX;
UnLp — TapaMeTpH ONPAaIOBaHHS BXiTHHUX JAHUX;
RmL — METO MAIITMHHOTO HABYAHHS,
UmL — mapaMeTpu Ta KpUTepii MAIIMHHOTO HABYAHHS;
M; — MOy B IMITOPTY, OTJIAY Ta MiATOTOBKH AHHUX;
M, — Moy s po3mi3HaBaHHS IPOIIATaHIH;
M; —Momynp po3mi3HaBaHHS MEPEXK MOUMIHMPEHHS
npornarasy, Je3indopmaiiii ta GpeiikoBUX HOBUH;
0L — OTIePATOp CKauyBaHHs BXiHHUX JaHUX;
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[ — oneparop onpamoBaHHs JaHUX JATACEeTiB;
Y — OTIepaTop aHaxi3ly KOHTEHTY Ha ocHOBI ML,

0o — OIeparop 3aBaHTAXCHHA Ta MiHI-OTJIAL
KOHTEHTY;
O, — OIepaTop NOIEPEAHbOTO  ONpPALFOBAHHS

TEKCTOBOTO KOHTEHTY 3 JaTacerTy,

Ol3 — OIIEPATOp OIS Ta aHAJI3y KOHTEHTY;

31 — omeparop po3paxyHKy MiHIMaJIbHOI TOYHOCTI;

[, — omeparop 3HaXOMKEHHS HAMKpAIIUX IMapaMeTpiB;

B3 — omeparop 3acTocyBaHHS HEHPOHHHX MEPEK;

Y1 — OmepaTop aHali3y BiICTaHEH MiXK TEKCTaMH;

Y2 — OmepaTop MOMIYKY HAUTIOMIOHIMIIX TTOBIIOMIICHE,

Ys — OIeparop BHSBJICHHS MeEpEeXi NOMINPEHHS
MIPOTNaraHAx Ta HEBTCHTUYHOI ITOBEIIHKU OOTiB;

L — omiepaTop ineHTH(iKamii TeMaTHIHUX CTaTeH;

¥, — orepaTop (GOpMyBaHHS JaTaceTy CTaTew;

® — omepaTop MapKyBaHHS CTaTTi;

A — orepaTop NPUIHATTS PillICHHS;

X1 — MHOKMHA JAaHHX 13 JaTaceTiB ad0o OHJIAlH;

Xp — KoJekis matacetiB Ta URL-mkepern,

X3 — CJIOBHUKH CJTiB-MapKepiB MMPOIaraHiu;

X4 — MHOKMHA TEMAaTHYHUX KIIFOUOBUX CIiB (eliKiB;

Yy, — mepioauyHi 3anuTH Ha 30ip myOumiKamii;

Y, — pe3ynbTat 3actocyBanns NLP;

Y3 — pe3yJabTar 3acTocyBanHs ML;

r1; — mpaBuiia 300py naHuXx 3 [HTEepHET-KEpen;

I, — npaBwia GiabTpyBaHHS KOHTEHTY;

r13 — npaBmwia NLP TekcToBoro KoHTeHTY;

4 — TpaBWwia aHali3y JHHTBICTHYHUX Ta
CTHIIICTUYHUX O3HAK Ta N-rpam;

I15 — IpaBuiia GOPMYBaHHS JaTaceTy CTaTei;

Uy — MHOXHHA YMOB 30o0py crateir B IHTepHer-
IDKepenax;

U — MHOXXMHa BUMOT (DUIbTPYBaHHSI JaTacery BiJ
Iymys,

Uj3 — MHOKMHA YMOB ONIPAIFOBaHHsI ]aTaCeTy CTaTeu,;

U4 —MHOXHHa YMOB aHaJi3y JIIHTBICTUYHUX Ta
CTWJIICTUYHHX O3HAK Ta N-Tpam;

Uj5 — MHOKMHA YMOB ()OPMYBaHHS JaTaceTy cTaTeH.

I — IpaBMIIa PO3PaxyHKy MiHIMaIbHOT TOYHOCTI,

2 — IpaBUIIa 3HAXOKEHHS HAKpaluX ITapaMeTpiB;

I3 — npaBmwia ML ms posmisHaBaHHS IpoTaranim;

I'24 — TIpaBUJIa MAPKYBaHHS CTAaTTI K MPOIIAraH/IH;

Uy — MHOXHHAa YMOB pO3paxyHKy MiHIMalbHOI
TOYHOCTI,

Uz — MHOXHHAa BHMOI 3HAXOJDKEHHS HaWKpallux
napameTpis;

Ups — MHOKHHA YMOB ML 1uist po3mizHaBaHHS (eliky;

Uy, — MHOXXHMHA YMOB 3HAaxXOJDKEHHs MOMIOHUX 3a
tekcrom/3HaueHHsM (lexical/ semantical) Tekcty;

Uzs — MHOKHHA BUMOT (hOpMYBaHHSI BUCHOBKIB;

@y — XapakTepHCcTHKa iHpopMaltii/ne3indopmarii,

{N}t>0 — yacoBwmii psiz, skuit onucye heKkoBi HOBUHH

o(t) — mBUIKiCTH MOTOKY iH(OpMAIIii;

® — ouiKyBaHHS,

S; — KJIaBiaTypHHH TIOYEpK, KITBbKICTh MAaJbIliB, SKa
3aJIisHA i 9ac Habopy TEKCTY;,
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S, —4YacToTa BUKOPHUCTAHHS IICBHUX KOMOiHAMiN
KJIaBil,

S3 — 4aCTOTa BUHUKHEHHSI TOMUJIOK ITPH BBECHHI;

S, — CWJIa HATUCKAHHS KJIABIIII;

S5 — IMHAMIiKa APYKY, 4ac MK HATUCKAHHSAM KJIaBill i
4acoM IX yTpHMaHHS;

S — Y4ac MK HATHCKaHHSMU KJIABIIII,

S7 — TPUBANICTh HATUCKAHHS KJIABIII,

Sg — MIBHIKICTh JPYKY, KUTBKICTH BBEICHUX CHMBOIIIB
po3aiieHa Ha 9ac APYKY,

Sy —dYaC Ha BHIIPABJICHHSI OCTAHHBOI
BBEJECHHS.

IIOMMIJIKH

BCTYII
Jesindopmariiss y nnuppoBoMy MpoCcTOpi CHpPUYMHSIE
3Ha4YHl COLIAJIbHI, MOJITHYHI Ta E€KOHOMIYHI HACIIIKH.

Oco0NMBO BaXIIMBOK € TMpoOJieMa HEaBTCHTUYHOL
MOBEIIHKA  KOPUCTYBaYiB  YAaTiB, IO  BKJIIOYAE
aBTOMAaTH30BaHI O0OTH, CKOOpOWHOBaHI iH(OpMAaIiiiHi

KaMIlaHii Ta BHUKOPHCTAHHS AaHOHIMHUX aKayHTIiB [UIs
MaHIMyISAMii TPOMAACBKOI0 ITYMKOK. 3i 3pOCTaHHIM
BIUIMBY COLIAJIBHUX MEpEeX Ha TPOMAICBKY IYMKY
HUTAHHS BUSIBJICHHS Ta HeWTpamizarii
NPOMNAaraHJMCTChKUX IIOBIIOMJIEHh HaOyBae OCOOJIMBOT
akTyanbHOCTI. [Iponarania Moe BIUTUBATH Ha TOMITUYHI
pIlICHHs,,  BUKJIMKATH  COLIaJbHYy  Hampyry Ta
MOMIUPIOBAaTH  Ae3iHpopmartito. TpagumidHi  MeTOau
0opoTEOM 3 mpomnaraHjol0, Taki SK py4Ha Mojepamis
KOHTEHTY, BUSBWINCS HEIOCTATHHO €(PEKTUBHUMH Uepe3
BeMKWA 00cAT iHpOpMaii, IO TeHEePYEThCS IIOTHS.
Tomy BaxumBuM € 3actocyBaHHS MetomiB NLP Ta
MallMHHOTO HAaBYaHHS IJIsi aBTOMATH30BaHOTO aHaJli3y
TEKCTOBHUX JaHHX.

MeTto10 qocaigKeHHs € po3poOieHHs iHpopMaIliitHOi
TEXHOJIOTii ~ BHSBIEHHS  JDKEpEeNl  PO3MOBCIOMKEHHS
YKpaiHOMOBHOT ~ ae3iHpopManii Ta  HEaBTEHTUYHOI
MOBEIIHKM KOPHCTYBAUiB YaTIB JJIsl IMIABHIICHHS PIiBHS
iHpopMaIiifHOi Oe3reku JepKaBU HIISIXOM PO3pOOIICHHS
MaTeMaTW4YHUX  Mojesielf, MeromiB  Ta  3acoliB
Ki0epOopoTHOH 3 TIpomnaraHoo Ta GpeHKoBICTIO KOHTEHTY
Ha ocHOBI MetoxiB NLP Ta MammuHOrO HaB4YaHHS.

Po3pobka wmeronmiB Ta 3aco0iB MOHITOPHHTY Ta
BUSIBJICHHS JoKeped [HTEepHET-PO3NOBCIOKEHHS
YKpaiHOMOBHOI fie3iH(opMallil B COLIAIbHUX MEpexax Ta
ornaita 3MI BuMarae po3B’s13Ky HACTYITHHX 3a/1a4:

— IMITOpT, OTJIAN Ta MIATOTOBKA TAHMX,

— po3Mi3HaBaHHS pomnara’jin Ha OCHOBI
3acTocyBaHHsi OiHapHOl kmacudikarii (mpomaranma/ He
MpoMaraxia) Ta 0araTokIacoBoi kiaacugikarii
npornaraniu (amentoBaHHs 0 aBTOPHUTETY, KYJIbT 0COOH,
JIEMOHI3alIlis1, HABIlITyBaHHS SIPJIUKIB TOIIO);

— 3HAXOMKCHHs TOMIOHMX 3a TEKCTOM/3HAYCHHSIM
(lexical/ semantical) mosimomens;

— aHa}i3 MepeXi Ta NULIXiB TOMMPEHHS MOHiOHUX
MTOBITOMJICHB B 9aci Ta MPOCTOPI;

— pPO3Mi3HaBaHHA MEPEXX IOUIMPEHHS MpOIaraHiy,
nesinopmarii Ta peHKOBUX HOBHUH,

— eKCTIepHUMEHTaIbHA ampooartis
iHpOpMaIliifHOI ~ TEXHOJIOTII  BHSBJICHHS
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PO3MOBCIOKEHHS NIpornarany, GperkiB ta aezinpopmartii
y TEKCTOBOMY KOHTEHTi Ha ocHOBi MetoiB NLP ta ML.

OO0’€eKT OCIHIPKEHHS MTPOLIECH TIOIIYKY Ta BHUSIBICHHS
JDKEpeNl  PO3MOBCIOJDKEHHS  YKpalHOMOBHUX — (DEHKOBHX
HOBHUH, IIpoNaraHjau, Ta ae3iHpopmaiii y comianbHUX
Mepexax Ta oHnaiiH 3MI.

[lpenmer pmocmimkeHHSs — LE METOOM Ta 3aco0H
iIeHTU}IKAIIT IPKepen PO3MOBCIOIKCHHS YKPaiHOMOBHUX
(eiikoBux HOBHH Ha ocHOBI MetoxiB NLP Tta MmammHHOTO
HaBYaHHS.

1 ITIOCTAHOBKA INPOBJIEMH

[TpoGnema HOIIMPEHHS nesindopmarii Ta
HCABTCHTHUYHOI TMOBEIIHKM B  OHJIANH-KOMYHIKAIlisX
HaOyBae Bce OUIbIIOI  akTyanbHOCTI.  Po3BuToK

texnouoriit NLP Ta ML BimkpuBae HOBI MOKIJIMBOCTI JIJIst
ABTOMATH30BAaHOTO BUSBJICHHS TaKHUX 3arpos.

CucreMy BUSIBJIICHHS JOKEpPEN  PO3MOBCIOJKCHHS
yYKpaiHOMOBHOi  jAe3iHdopMariii Ta  HEaBTCHTUYHOI
MTOBENIIHKA KOPHCTYBadiB 4aTiB Ha ocHOBiI MeromiB NLP
Ta MAIIMHHOIO HABYAHHS II0JaMO SIK.

Stakes = < My, Mg, M3, X, Y, Ry, Unip,

RML1 UML! a, Bl Y >l (1)
Stakes = 7P, (2)
ne X = {X11 X21 X31 X4}1 Y = {yla y21 y3}1

Rnip = {r11, M2, 13, 14, M5}, Unee = {U11, Urz, Uz, Uzg, Uss},

Ru = {ra1, 22, M23, F2a}, Ume = {Ua1, Uzz, Uzs, Uzg, Uzs}
Monyns M; «IMOopT, Orisa Ta MiArOTOBKA JaHHX»

OIUILIEMO CYTICPIIO3HUIIIEI0 Ta BiAMOBIHOIO (DYHKIIEO:

M; = az°an’oy, (3)
M; =0z (02 (01 (X, Usz, F11), Uzz, F12), Uss, F3). (4)

OcHoBHUM miporiecoM Moayis My «Immopt, ornsia ta
MArOTOBKAa maHWx» € «30ip, 33aBaHTaXEHHSI Ta
MiITOTOBKA JaHWUX Uit (OpPMYBaHHS AaTaceTy», SKHi
OTIHIIIEMO CYTIEPIIO3HUILEI0:

Cau =1°0°p°a, ()
Cau =x(o(p(ou(X, X2), X3, F14, U1a), X4y Us2), My, s, Ugs).  (6)

Monyns M, «Po3nizHaBaHusg TponaraHan»
moOyoBaHWH Ha OCHOBI  3acTOCYBaHHA OiHapHOI
kimacudikamii  (mpomaramma/ He — IporaraHaa) — Ta

GaraTokiacoBoi Kiacudikarii mponaramn (anemoBaHHS
JI0 aBTOPUTETY, KyJIbT OCOOH, I€MOHI3allis, HaBilITyBaHHS
SPIMKIB TOIIO). AJie st 6araToKiIacoBOi Kiacudikarii
HEOOXIHO IMPOMAapKyBaTH 3alKCH B nataceti. Moxyis M,
OIUILIEMO CYTIEPIIO3ULIEI0 Ta BIAMOBITHOIO (DYHKIIEO:

M; = B3°B2°B1, )
Mz =B3 (B2 (B1 (My, Ua1, 21), Uaz, I22), Uzs, F23). (8)

CriouaTKy HEOOXiJIHO 3HAWJW MiHIMAIBHY TOYHICTB,
SIKy TEOPETHYHO MalOTh MOKPALIMTH MalOyTHI MoOAei;
Jaini  HeoOXiZHO  TpoaHali3yBaTH  PI3HOMAHITHICTB
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JIHTBICTUYHUX Ta CTWIICTUYHHMX O3HAK Ta N-TpaM Ha
Mmojgeni  JorictmyHoi  perpecii.  [lami  HeoOximHO
moOyIyBaTH HEHPOHHI Mepexi i kiacudikarii 3amucis.

Iporrec «NLP TekcTOBOrOo KOHTEHTY CcTarted s

BUIIICHHS JIHTBICTUYHUX O3HaK» OITHIIIEMO
CYINEpIO3UII€I0 Ta BiAMOBIIHOIO (DYHKIIEO:
Ceu =B°(x, ®°n°a), 9)
Ceu =B (o (1 ((Cau, X2, X3, Xa),
Ruie, Unie,My, 12, Usa), T13). (10)

Ccu =B (Caus Rup Unies My, Xa, X3, Xa), F12,U1a)13).  (11)

OcHoBHUM mporiecoM Moxynst M, «PosmisHaBaHHS
nponaranan» € «MaluHe HaBYaHHS Ul PO3Ii3HABaHHS
HpOIaranan», SKUH ONMHIIEMO SIK:

CuL =A°w°y°B°a, (12)
Cur=Mo(y(B(a(Ccus Rm, Um, X2), My, X3),
M3, Ry, Umi, Uzs), Ua, T13), Uiz, Ugs, I15). (13)

O1yJIb «Po3mi3HaBaHH MepeX IOLIUPEHHS
M y M3 P

MPOTAraHn» OIMUILEMO CYMEPIO3UI[EI0 Ta BiIIOBIIHOO
¢dyHKLi€O:

(14)
(15)

M3 = v3°72°y1,
M3 =y3 (72 (y2 (Mg, Uzz, Ugg, F13), U, T13), Uss, Uza, T23).

Ines mossrae B 3HAXOMKEHHI MOAIOHMX 3a TEKCTOM/
snauenusM (lexical/ semantical) mosigomnens, a Takox
aHaJi31 pe3ynbTaTiB MOIIUPEHHS MOJIOHMX MOBIIOMIICHB
B 4aci Ta mpocrtopi. OcHOBHMM mpolecoM Moayns Ms;
«Po3ni3HaBaHHA MepeXX IMOUWIMPEHHsS IpONaraHan» €
«DopMyBaHHSI BUCHOBKIB HasBHOCTI MOJIOHOTO (eiKy»,
SIKMH OMHIIEMO SIK!

Cus =A°%y°B°0, (16)
Cus=My(B(a(Cus, X2), M2, Ruie, Unip, Xa),
Mz, Rui, Umi, Ura), Mg, Usa, Ups, 15). 7)

2 AHAJII3 JIITEPATYPHUX JI’KEPEJI
3 momwMpeHHsM U(POBUX KOMYyHiKamiid mpobiema
ne3indopmartii Ta HEaBTEHTUYHOI TIOBEIIHKU
KOPHCTYBaYiB CTa€ BCe OLIBII aKTyaJlbHOW. Y il cTaTTi
MPEJICTaBICHO aHali3 cydacHuX MetoniB NLP ta ML mus
inenTHdikamii mxepen aesiHpopMalii Ta aHOMaJIbHOI
noBemiHkd B yaraX. OCHOBHHMH  HampsMKamu
JOCIIJDKEHHS € PO3pOOJICHHS Ta BIOCKOHAJICHHS METOJIB
aHaJi3y TEKCTOBOTO KOHTEHTY, BHUSBIICHHS 0OT-MEpex Ta
4acoBOTO aHANI3y IOBEIIHKM KopucTyBadiB. IIpoBememo
OTJISIT HAyKOBUX JIOCIHIIKEHb, IO CTOCYIOTHCS ITi€l
Tematuku. IlpoanHamizyemo mepeBarm Ta HEIOIIKH
ICHYIOUMX IIXOAiB, a TaKOXX BH3HAYAIOTHCA HANPSIMH

MOAANBINUX JOCIIDKEHB Y 1iit cdepi (Tabmuis 1).
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Tabmuns 1 — [TopiBHUITBHHIN aHAI3 METO/IIB

IMiaxin TounicTs TonoBHi I'oJ10BHI HEOITIKH
(%) nepeBaru
BERT [1] 89 Bucoka TouHicTh Benyka o64cIIOBaIbHA
CKJIaJHICTh

TF-IDF + SVM 85 IIpocrora Uy TauBicTs 10
[2] peanizarii nepedpasyBaHHs
'padoBuit ananis |78 Busisiennst 6ot- |He po3mi3Hae KOHTEHTHI
[3-4] Mepex MaHITy ISl
LSTM mist 82 \AHaiti3 quHaMiky [Besrka nmotpeba y
YaCOBUX MATEPHIB AKTUBHOCTI JTAHUX
[5-6]

VYV pmocmimkenni [1] po3rIsSHYTO BHKOPHCTAHHSI
tpancopmepHux wmozened BERT Tta GPT mus

knacudikamii ¢eiikoBux HOBHH. Buseieno, mo BERT
3abe3neuye Haiikpami pesyiptati (F1 = 0,926), mpote
Ma€ BUCOKY OOUHMCIIOBAJIbHY CKIIHICTb.

Astopu y mocmimkenti [2] gocmiannu eheKTUBHICTH
TF-IDF ta word2vec sansi BusIBICHHS Ae3iH(pOpMAIIii.
TToxazano, mo xkombGiHamis TF-IDF i3 SVM pocsarae
toynocti 85%, ame Mae OOMeXeHy 3[aTHICTh
PO3Mi3HABATH CEMAaHTHYIHI MaHIITyJIALII.

VYV nocmimkenni [3] aBTOpW 3ampoOMOHYBANIH METOJ
BU3HAYCHHS OOT-MEpEeXX Yy yaraX Ha OCHOBI rpadoBoro
aHanisy. Ixmiif anroput™m BusBuB >82% GoTiB Y
TecToBOMy Habopi Twitter. Astopu y mocrmimkensi [4]
Bukopucranu kinacrepuszanito DBSCAN s rpynyBanss
aKayHTiB 3a CTWJIICTHYHHMH O3HaKaMH. BusBieHo, mo
Gararo OOTIB BHKOPHCTOBYIOTH IOBTOpIOBaHI (pazu Ta
OJJHAKOBUH  CTHJIb  HamucaHHsA.  JloCHiZHMKH Y
JochipkerHi [5] po3mIsHYNMM 3acTOCYBaHHS YacOBUX
momeneit LSTM s mporHo3yBaHHS —aHOMAaIbHUX
AKTUBHOCTEH y 4aTax. 3ampOITOHOBAHHN ITiXiJ JO3BOJINB
BusiBUTH >70% 111103piTNX aKayHTIB.

ABTopr y poboti [6] mocHimHIM KOpENSIifo Mix
YacOBUMHM IHTEpBalaMH MyOJiKalliii Ta HEaBTEHTUYHOIO
NOBe/IiHKOI0. BusiBneHo, mo 00TH MaroTh pPiBHOMIpHHA
PO3MOIIT TOCTIB, TOJ SIK JIFOJM JIFOTh OLTBII XaOTHYHO.

B [7] po3pobneno indopmaliiiHy TEXHOJOTIIO s
posmizHaBaHHs TponaraHid, (erkiB Ta nesindopmarii B
TEeKCTOBOMY KOHTEHTi. 3actocoBano meromu NLP ta ML
JUIS aHaNli3y TEKCTIB, BKIFOYAIOYM BEKTOPH3AIII0 Ta
knacudikamiro. JJocArHyTO BHCOKOi TOYHOCTI BHSIBICHHS
nesinpopmaniiaux — mosimomieHb. Cucrema  3maTHa
[IPallOBaTH B pealbHOMY 4aci Ta aanTyBaTUCS 10 HOBUX

¢dopmatie  aesiHpopmariii, ame notpedye 3HAYHUX
OOYHCITIOBAILHUX PECypCiB ISl  OOpOOKH — BEITUKHX
obcsriB  manux. B [8] mpoanamizoBano iHTerpaitito

meroniB ML B cuctemy Mopnepamii rpynoBuX 4YariB
Telegram.  Po3pobmneHo  Mopens, [0  aHami3ye
MOBIIOMJICHHS B 4YaTax Ta IJICHTU(IKYEe TOTCHIIHHO
IKIATUBAN ~ KOHTeHT.  [lokpamieHo  e(peKTHBHICTP
VOpaBITiHHA KOMYHIKAIliiMH Yy BEJIHKHUX TIpyIax.
IlepeBarn  OTpUMAHHX  pE3yJAbTATIB  IOJIATAOTH Y
3MEHIIICHHI HaBaHTA)KEHHS Ha MOJEPaTOpiB Ta IIBUAKE
pearyBaHHS Ha TOpPYIIEHHS. AJle MOIJINBI TOMHIKOBI
CHpaIbOBYBaHHA Ta HEOOXiAHICTh TOCTIHHOTO OHOBJICHHS
mogeneit. B [9] omineno edextuBHicTh iHCTpyMeHTIB Al
JUIS  BUSBJICHHS  Ta  3al00iraHHS  MOUIMPCHHIO
nesingpopmanii Ha mIat@opMax COLIATBHHX MEPEK.
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Hocmimkeno  iHctpymenT — Sphere,  pospoGieHuii
KeMOpHIPKCHKHM YHIBEPCUTETOM, SIKUi BUKOprcTOBYE Al
ta ML jns  anamizy  koHreHTy.  IHCTpymeHT
MPOJIEMOHCTPYBaB 3JIaTHICTh TOYHO BUSIBIISITH
nesindopmarito ta 3amobiratu i nommpenHro. [lepeBarn
— BHCOKa TOYHICTH Ta MacurtaboBaHicTe. Hemomiku —
3aJICKHICTP BiJl IKOCTI HABYAJIHHHUX JaHUX Ta MOXKIUBICTb
00X1THIX MaHEBPIB 3 OOKY 3TTOBMHUCHUKIB.

Y pocmimxenni [10] po3pobneno mimxim s
BHSBJICHHS Ta 3aXUCTY BiJ aTak COIiaJIbHOI iHXKEHepii 3a
noromororo ML ta Al. TIpoBeneHo aHai3 MoBeIiHKOBUX
MaTepHiB KOPUCTYBAYiB st igeHTH]IKaIIT aHOMaTiH, 10
MOXYTb CBIIYHMTH IpO aTaku. [1iBUIIIEHO piBeHb Oe3eKn
iHpOPMaIIfHUX CUCTEM IUIIXOM PAaHHBOTO BHUSIBIICHHS
MOTEeHLIHHNX 3arpo3. [lepeBaru — mpoakTUBHUH MiIXiJ 1O
Oe3reky Ta MOXKJIMBICTD aJanTalii 70 HOBHX THIIIB aTak.
Henomixy — BUCOKa CKJIaMHICTh peaizalii Ta morpeda B
MOCTIHHOMY MOHITOPHHTY.

B [11] wnamano ormsm IiCHYHOUYHX TMiIXOMIB 10
BUSBICHHS (EWKOBUX HOBHH 3 TOYKH 30py ML.
PosrisiHyTo  pi3Hi  anroputvmu  Kinacudikamii  ta 1
3aCTOCYBaHHs JUIsd JAeTekuii jaesiHpopmaiii. BusnaueHo
e(peKTUBHICTD PI3HUX METONIB Ta IX OOMEXEHHS B
KOHTEKCTi coliajbHuX Mepex. [lepeBarm — rimOokuii
aHalli3 CydYaCHMX TEXHOJOTIH Ta iX MOXIHUBOCTEH.
Henomiku — BiACYTHICTh YHIBEPCAIBHOTO PIILICHHS JUIs
BCIX TUMIB Je3iH(opMaIrii.

B [12] ouineno metoau Ha ocuoBi Al st BUSBICHHS
nesindopmarnii Ha miardopmi Facebook. IpoananizoBaHo
NOEJHAHHS  TEXHOJOTIH  IPHUMYCOBOTO  KOHTPOJIIO,
mepeBipku moapMu Ta Al I MoaepaTopa COIiaTbHOL
Mepexi abo CITEHOTH.

Asrtopu B [13] nposenu peransHuit 6i61i0MeTPUIHUIA
aHaJli3 CcTareil, MPUCBAYCHNX BUSABICHHIO Ne3iH(popmarii
3a  JIOIOMOTOI0  BHUCOKONPOAYKTHBHUX  aJTOPUTMIB
MAaIIMHHOIO Ta TJIMOOKOT0 HaBYaHHS. BUKOpHUCTOBYHOYM
MeTOIHU 0i0JIIOMETPHUYHOTO aHaIi3y, JOCIIAHUKH OI[IHUIN
HAyKOBI  MyOJiKaIilii, M0 CTOCYIOThCS  BHSBICHHS
nesindopmarnii. AHaii3 MokazaB 3poCTarouyy TEHJSHII0
BukopucranHss ML ta DL y wmiii cdepi, migkpecitooun
HEOOXIiTHICTh MOAANBINNX AOCHIIKEHb U TOKPAIeHHS
TouHOCTI Ta edekTuBHOCTI Momenedt. IlepeBaroro €
KOMIUICKCHUI OTJIA ICHYFOUMX IMiAXOJIB;, HEIOJNIKOM —
BiJICYTHICTB MIPAKTHIHUX pexoMeHaamnii 1070
BIPOBADKCHHS [IUX MOACICH.

B [14] posrisHyTO pOJb WITYYHOTO IHTEIEKTY Y
aBTOMAaTH30BaHOMY BHSBJICHHI nae3iH(opMariii, 30kpemMa
yepe3 MammHHe HaBuaHHI Ta NLP.  Astopu
MpoaHaIi3yBalld ICHYIOYi CHCTEMH aBTOMATH30BaHOL
nepeBipkn ¢akTiB Ta X edekTHUBHICTH y 00poThOI 3
nesingopmariero. JJocmimkeHns mokasano, mo Al moxe
3HAQYHO NOKPALIMTH Ipolec IepeBipku (akTiB, ane
ICHYIOTh CTHYHI TUTAaHHA, TIOB’S3aHi 3 YIEpemKEHICTIO
amroputmiB.  IlepeBaroro €  neranbHWI — aHawi3

MoxmBocTerd Al; HemomikoM — HETOCTaTHsA yBara [Io
NPaKTUYHHX aCIIEKTiB BIIPOBAIKECHHS.

B [15] wmamaHo orusim BHKOpPHCTaHHS rpadoBux
HEHpOHHMX Mepex [UId BUSBICHHS [Ie3iHdopmarrii.
Habopu

ABTOpH TIpOaHaNI3yBaJM ICHYIOYl MIiIXO[H,
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JJAaHUX Ta BHUKJIHMKH, TOB’si3aHi 3 BukopucranHsim GNN y
it chepi. Ormsag mokazaB, mo GNN edextusHO
MOJICTIOI0Th CTPYKTYPY PO3IMOBCIOKEHHS
ne3indopmaiiii, ae moTpeOyrTh MOJANBIIHNX JTOCITIIKEHb
JUIsl IOKpanieHHst MaciutaboBaHocTi. [lepeBaroro € gokyc
Ha HOBITHIX METOJaX; HEJOJIKOM — oOMeXeHa KUIbKICTh
MpakTHYHUX  3actocyBanb. B [16]  3milicHeHo
CUCTEeMaTHYHUH orisia BUKopucTaHHs Al mist 60poTou 3
ne3indpopmariero Ta GeHkoBIMH HOBHHAMHU. JOCITITHIKHI
npoananizyBaimu myomikamii 3 2014 mo 2024 poxkwu, 1o
cTocytoThes 3actocyBanus Al y wiit cdepi. BusiieHo, mo
Al, 3okpema NLP Ta amamiz mepex, € epeKTHBHUMH
IHCTpyMEHTaMH Uil BUSIBIGHHS ~ Ta  TPOTHIIl
nesingpopmarii. IlepeBaroro € MIMPOKHIA  YacOBHUI
Jiarna3oH aHaji3y, HEeNOJIKOM — HEJOCTaTHs yBara Jo
eTHYHuX acrekTiB Bukopuctanus Al. B [17] po3pobieHo
MOJIeTIb BHSIBIEHHS (pelikoBMX HOBHMH Ta Je3iHdopmarii
JUIL  3amo0iraHHs 3pUBaM Yy JIaHIIOrax IOCTa4aHHS.
Buxopucrosytoun Al/ML, agTopy mpoBeNd TOCITiIKEHHS
Ha OCHOBI maHux 3 Immonesii, Manaiizii ta [lakucrany.
Mogenp mokazana e(QeKTUBHICTP y MEHEIKEPChKUX
pIIIEHHSX MIOAO 3amobiraHHd 3pHBaM Yy JIAHITIOTax
nocradyaHHs. [lepeBaroro € mpakTHYHE 3aCTOCYBaHHS
MOZIeT; HEJONIKOM — OOMexeHHs reorpadiuHoro
OXOIUIeHHs jociipkerts. B [18] 3anpornonoBaHo HOBuit
METOJl aHaji3y Mpornaranau Ui ineHTudikamii o3Hak Ta
3MiH y TIOBEJIiHII KOOPAWHOBaHUX rpyll. PeanizoBaHo nBi
MOJeN JUIs PO3IMi3HABAHHS TPOMAraHgd Ha pPiBHI
noBimomieHb Ta (Gpa3. AnHamiz Jiteparypu [19-27]
mokasye, mo cyvacHi merogu NLP ta ML memoncTpytoTsh
BHCOKY  ©(eKTHUBHICTP y  BHUSBICHHI  JDKepeld
ne3inpopmanii Ta HEaBTEHTHYHOI NOBeHiHKH. [IpoTe
icHye morpeba y KOMOIHOBaHMX MigXondax, IO
MOETHYIOTh CEMAHTWYHHH, YacoBHM Ta rpadoBuii
agamizu. [lomampmri MOCHIMKEHHS MAarOTh 30CEPEIUTHCS
Ha IHTerpamii MUX METOMIB Ta MIABHIICHHI IXHBOT
CTIMKOCTI 10 HOBUX MaHIIyJISIIIHHMX TaKTHK.

3 MATEPIAJIU TA METOJIA
I[Ipn mobynosi Moxmem imeHTHdikamii mKepen
CKJIaJIA€TBCS  TOCHIJOBHICTh KPOKIiB, #AKi HEOOXiTHO
3IMCHIOBATH EeMITIpUIHAMHU 3aX0laMH. TTorim

MPOBOAUTHCS MATEMATUYHUM aHalli3 Ta HAJAa€ThCs iM
OIiHKA. 3MaTHICTh 3aXOMIB OI[IHIOBAaTH iIeHTHU(IKALIO
JoKepera He3aJIe)KHO Bif imeHTudikamii aesindgopmarii sk
cTapoi M HOBO{ 3aJISKUTh BiJ MPHUITYIIEHb IIOI0 TOTO, K
HEBIAMOBIAHOCTI MIK €JIEMEHTaMU 1 KOMIIOHEHTAMU
JUKepela Ta MOHITOPUHTY JDKepena MOXYTh OyTH
BUpilIeH]. Y OLIBIIOCTI BUIIAJKIB eMIipUYHa Mipa, sika
BHKOPHCTOBYETHCS HAMuacTimie, KOJMH 1IeHTH]IKaIlis
JUKepelia BUMIPIOETHCS IIUISIXOM 3TOPTAHHS MOMEPEK mapu
oxepen  (imeHTH(DIKAIS MOXO/PKEHHS) YCKIIaTHIOKOTh
BHUSBIICHHAM [e3iH(popMarii 3 imeHTudikamiero mKepena.
IneHTH(}IKOBAaHO aNPTEPHATHUBHI EMITIPHYHI 3aXOIH, SKi
HE IDIyTalOTh CIIEMEHT Ta imeHTH(IKaIio Kepena 3a
neBHUX 00cTaBuH. JKOJEH 13 PO3MIISIHYTHX €MITIPUYHUX
3axo/iB He 3abe3reuye JiiicHy igeHTHdIKalio mKepena.
Komm ¢eiikoBi HOBHHH ONPWITIONHIOIOTHCS, HAIPHUKIA,
3JIOBMHCHOK) 0CO0OI0 3 METOK) BBECTH B OMaHy
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IPOMaJICHKICTh, HemnpaBavBa iH(opMallis HakIagaeTbes
Ha iHmy iHpopmariro. OaHak (eiikoBi HOBUHH, 332 CBOEIO
NPUPOJIOI0, HE € ICTUHHMMH TBEP/UKEHHSIMH IIPO
3HAYCHHSA OyieBoi BenwdwHUA X, SIKi JIFOOA  XOYYTh
BU3HauNTH. TOMy IIe¢ HE MOKHA PO3IIIAATH SK YaCTHUHY
CUTHay, SKWH Jonomarae JIIOAsSM BIIKPUTH ICTHHHE
3HaYeHHA HOBHHU X. 3 iHImOro OOKy, 3 TOYKH 30py
CHTHAJy BCe, IO HE € YaCTHHOI CHTHAy, MOXe
posrsaaTucs AK IOyM. Sk HAcHiIOK, NMPUXOIUMO JI0
Mozen iH(opMariitHoro mpomecy HasBHOCTI (QeHKOBOI
HOBUHH:
O = oXt + St + Nt. (18)
3nauennst mymy {Si} 6e3 3minneHns (ynepemKkeHHs) €
CYKYIIHICTIO BEJIMKOI KUIKOCTI HEOOIPYHTOBAaHUX YYTOK i
npunymeHs npo 3HadeHHs HoBuHHM X. Ilpumyckaemo
HOpManbHUi posmoain mymy {Si}, moO pobuth pyx
JKUTTE3NATHUM KaHIUIATOM ISl MOJETIOBAHHS MIyMy.
Takum uynaoM y wacoBuii psin {Ni} BHOCATBCS I0AATKOBI
3MimeHHs. Ha  cporomHi He  iCHYe  TIOBHICTIO
c(hopMyITHOBaHOTO  BH3HAYEHHS TEpPMiHY  «QeiKoBi
HOBMHUY, SIKUH O CTaB IIMPOKO BKMBAHUM.

IMporonyemo wHactymue. Yacosuit psm {Ni}, mo
3’SBISETBCS. B iH(GOpMALIfHOMY Ipoleci, NpeiCTaBsie
«(eiikoBI HOBHHM», SIKIIO BIiH Ma€ YIEPEKEHICThb, TaK
mo O[N]=0. IcHyBaHHS 3MIIICHHS TYT € BaXXJIHBHM,
OCKIJIbKH B iHIIOMY Bunaaky N; mpocTo mpencraBisiTHMe
jami  mym, a He JesiHdopmauito.  JlomarkoBuid
HEeyHepe[UKEHUH IIyM 3aTPUMY€ TMpPOLEC BiIKPUTTS
ICTHHH, ajie 3peITOl0 HE MOXE BIAIITOBXHYTH
I'POMaJICHKICTh BiJI 3HAaXO/PKEHHs icTHHHU. TuM He MeHI,
3a JeIKUX OOCTaBHH BOHM ICHYIOTH IIPOCTO Y 3aTPUMII
IpoLecy PpO3KPUTTSA TMpaBOM, y TAaKOMY BHIAIKY
3BUNBHEHHs HeynepemkeHoro mymy 3 O[NJ=0 6yno 6
JOCTaTHBO, 1 IF0 CHTYalil0 MOYKHA OIHCATH 5K JIETKY
dhopmy aesindopmariii. OpHak Takuil cieHapiit pakTHIHO
€KBIBaJICHTHUI 1O MaHIMyJIOBAaHHS IIBHIKICTIO ITOTOKY
indopwmarii o(t), i Biamosimzae mozeni aesindopmarii. [o
CTOCY€eThCsl craTucTHuHOl 3anexkHocti Mik {Ni 1 X,
MOXYTh BUHMKHYTH JIBI CHUTYyalii: OJHA, KOJM HIXTO He
3Hae 3HaueHHs X, B skuil Bumamok {N} moBuneH Oytu
HE3AJICKHHUM BiJ] X, a IHIINH, y SKOMY 3Ha4eHHS X BiJloMe
HEBEJMKIH KUIBKOCTI 0cCi0, 5Ki, MOJMJIMBO, OakaroTh
nowupioBati (eiikoBi HOBUHHM, Y Takomy Bunaiky {Ni}
OUIKOM Moke 3amekatd Bim X. Imeto mpo Te, mo
indopmariitai mMomeni Ttumy, momanoro B (18), mMoxHa
PO3LIUPHUTH MOJCIIOBAHHA Y HABMHCHO HENPAaBHUIBHOMY
yTouHeHHI icTmHH. Hexalfi HOBHHa TOXOIWTH Bif
HETOOPOCOBICHOT JIOAWHHU, sKa Oaka€ MaHIMyJIIOBaTH
TPOMAJCHKICTIO Ta MOKE 3MIHUTH 3HAYCHHS MIBHIKOCTI
notoky iHpopmanii 6. ToMy BHCHOBKH TIPOMaJCHKOI
JIYMKU 0a3yloThCsi Ha TIEBHOMY 3HA4eHHI G, TOMAI SIK
(dakTHYHE 3HAYCHHS G € (PAKTUIHO 1HIITHMM, 1, IK HACIIJIOK,
IPOMAJICBKICTh BBOJIUTHCS B OMaHy. Taka cxema
3BOJUTBCA 10 ycTaHOBKH Ny=nXt mis nmeskux 1), sKi
MOXYTh BUHMKHYTH B OIMCAaHil MOJeN HMXXYE, B IKOMY
3HaueHHs X Moke OyTW BiJOMe KaHJIWIary, aje He
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IPOMAJICBKOCT], TaKUM YHHOM JIO3BOJISIIOYM KaHAWAATY
nepenaBatn  X-3aJexHi  (eWKOBI HOBUHM.  bBimbin
3arajbpHO, BpPaxXOBYIOUM BHIIAJKOBICTh y Yaci BHUITYCKY
TTOBiJOMJICHHS, MOXKHA PO3TIISIHYTH CTPYKTYPY (heiKoBUX
HOBUH BHUIJISLY
NeEn X (- 0)v{t— 03 (19)
Oyukuis inaukatopa v{Y}=1, skmo Y € icrunse, i
v{Y}=0 B inmomy Bumnajky. Ile ekBiBaJeHTHO HASIBHOCTI
inpopmarii mporecy Z; = oXt + S; 3 BHIAIKOBOIO
BEJIMYMHOIO G, ISl SKOTO MOXHA OTPUMATH aHaJITH4HI
BHpa3u yMOBHHX iMoBipHOcTell. 100 mpoaHamizyBaTh
BIUTHB ()CHKOBUX HOBWH, KOPHUCHO KIIacH(PiKyBaTH UJICHIB
IPOMAJICEKOCTI Ha TpH Kareropii. BusHawaemo mepiry
KaTeropiro Il IO3HA4YeHHA THX, XTO HE 3HAE PO
MOTEHIliIiHe iCHYBaHHS (PEHKOBUX CIIEMEHTIB B KOHTEHTI,
SIKy BOHH YHTalOTh. [IpoTe BOHH paIlioHaJbHI B TOMY
CEHCI, 110 BOHH POOJIATH CBOI OLIHKH BIAIIOBIJHO 10
dopmynu (18), kpim TOTO, IO (P 3AMIHIOETHCS 3aMICTh Et.

P(X = xi| Z) =pi exp(C)/(po+ p1 exp(D)), (20)
nePo=pip;=1-p,arakox:

C=0X%X5-0506°Xt, (21)

D=0Z-050t. (22)

Otpumani pesyibratd 3 (20), € onTUMajIbHHUMH B
TOMY CEHCI, III0 BOHHA MIiHIMi3yFOTh HEBU3HAYCHICTbH IIIOJI0
3HAa4YCHHS X, BUMIPSIHOTO AHUCIEPCIEI0 a00 SHTPOITIHHUME
3axoJaMH 3aJeKHO Bif HasBHOI iH¢popmamii. Otxe,
parmioHanbHUN iHAMBIL Oyne mpu OyAb-IKOMY 3aJaHOMY
gaci i Ji€ BiAMOBIAHO A0 3MIiHHOTO PO3YMIHHS CHUTYaIii,
upakenux y (20). JlromasM He 3aBkIu MOTPIOHO TisTH
parfioHabHO, SIK 11 TepeadadeHo npaBuwioM baiieca, aie
IHIII JOCITIHKEHHS TIOKa3yIOTh, 0 Jiorika baiieca Bce x €
JOMiHYIO4OI0. B KOHTEKCTI OINpalloBaHHS CHIHAIIB,
PO3YMHO TIPHITYCTHTH, IO JIFOIU IHTYITUBHO CJIIAYIOTH 38
BaiiecoBchKOIO JTiHIEIO MUCTICHHS.

Inmia kateropis sofeld € BpasnuBa A0 BIUIMBY
(pelikOBUX HOBUH. [HIIMMH CIIOBaMH, BOHH IIPABHUIBHOY
BUBOJATH WMOBIPHOCTI, ajie IPYHTYETHCS Ha TOMUIKOBIN
BIIEBHEHOCTI B TOMYy, IO iHpoOpMamis, $SKy BOHH
otpumytoTh Trty (20), a Hactipasi — Ty (23)

¢ =oXt+ S (23)

Sk Oaunmo, oAy 1iei kaTeropii HalOUIBII BpasuBi
JO BIUIMBY (peWKOBUX HOBUH. [lo3Hawaemo Jpyry
KaTeropilo IHMX 4YICHIB CYCIUJIbCTBA, SKa 3HAE IPO
MOTeHIIIiHe iCHyBaHHS (DEHKOBHMX HOBHWH, ajie HE 3HAE
TOYHI JIaTH, KOJIM ONPIIIONHIOIOTHCS (PEHKOBI HOBUHU B
yacoBomy psimi {Ni}. 1li mroqu cTUKAIOTHCSA 3 HAWOIIBII
TEXHIYHO CKJIAQJHUM 3aBJAHHSAM, OCKUIBKHM, Ha IXHIO
JIYMKY BOHH MalOTh CIIPaBy 3 TpboMa Hesimomumu X, {Si}
i {Ng}, ane nume 3 oguum Bimomum {¢¢}. Sk Gaummo,
aHANTAYHI  BHpa3d  JIsi1  yYMOBHOI  HMOBIpHOCTI
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P(X=xil{®}o<k<t) MOKE OYTH OTpUMAHO, MPOTE IX AHAII3 €
OUTPII CKITAgHUM, HDK aHaNi3 I8 JIOAeH mepmioi
kateropii. Takum 4uHOM, Jromu wi€l Kareropii 3Ha4YHO
Kpallle yCBIIOMIIIOIOTh HEBHU3HAUYCHICTh Yy CBOTH OIlIHII,
HIX Yy IepiIii kaTeropii.

Tpers xareropist oael CKJIQAAETHCS 3 JIOJEH, SIKI €
BUCOKO TOIH(QOPMOBaHi, OCKUIBKM BOHH 3HAIOTh
3HaueHHs 4yacoBoro psaay {Nig}. Tak sk {NJ} He mictuts
iH(opMarlii, mo crocyeTsess X, BOHH MOXYTh IPOCTO HE
BpaxoByBatn {N{} 3i cBoro indopmauito {pJ Ta
BUKopHcTamu = = ¢ — N Sk 1 roau nepmoi kateropii,
JMIOOM TPeThOi KaTeropii € HaMoONerduBi Yy CBOIX
cymkeHHsX. OIHAK HEOOXiMHO 3a3HAYMTH, IO OCOOH
TPETBbOI KaTeropii € imeari3oBaHUMHU. 3pEUIToro, s
JOAWHMA 1€ Maibke Hepo3B’sI3HE 3aBOaHHA UiTKO
BH3HAYATH, SIKi HOBUHH € (PEHKOBUMH, a sKi Hi.

Y THUIIOBOMY EKCHEPUMEHTI 3 MOHITOPHHIY JDKEpel
nojaHi Cy0’€KTH TpPUHAWMHI 3 JBOX PI3HHX JDKEpEL.
TakumMu jpKepeaMd  MOXYTbh OyTH  JIFOIHM, CIHCKH
JIOCHI/KeHb Tomlo. KUIBKICTh eNeMEHTIB MOXYTh OyTH
cloBa, peveHHs Tomlo. I1ix yac HaBYaHHS iH(OpMAITis Bij
nBox kepen (mo3Haunmo A i B) Moxyte OyTH
3a0iiokoBaHa, a0o0 » YacTKOBO 3a0iokoBaHa, abo
gepryBaTHCs MK co00r0 ab0 BUMaIKOBO 3MimtaHi. [licis
HaBYaHHs Cy0’€KTy IAa€ThCsl albTePHATHBHE BH3HAHHS
TecTy. TecToBi 3aBHaHHS MOJaHI IO OHOMY 32 OJMH pas,
i cy0’ekT moBWHEH Bimmosictu, um € mpeamer (a) OyB
cmoyatky Hamauii pkepenom A, (b) OyB crmowaTtky
HagaHui jpkepeaom B, abo (C) € HOBUM eleMEHTOM, SIKHiA
HE BIIYyBa€ThCs Mija yac HaBuaHHs. JlaHi, 3i0paHi B Xomi
TUIIOBOTO €KCHEPHUMEHTY 3 MOHITOPUHTY JDKepena,
y3arajJpHIOIOTE 32  JONOMOror  Habopy  4acTor
BimnoBineil. EdexkTuBHa KOMyHIKallisi BHMarae, mIi00
CHOXKMBadi NPUIHCYBAIM 3MICT TIOBIJIOMJIEHHS HOTO
NPOTHO30BaHOMY JDKepewy. 3alpoIlOHOBaHa CTPYKTypa
PO3pi3HSAE YOTHPH THITH MPOIIECiB ineHTHdiKaMii [Hkepena
— TMOIIYyK 3a CHTHAJOM, OHOBJICHHS CJiMIiB TIaM Ti,
CXeMaTHYHUH BHCHOBOK 1 4YHCTE BraJyBaHHI — Ta
PO3MEXKOBYE I1i BUITAIKH.

3ajMIIaeTbesl BIAKPUTUM TMTaHHS aBTOMAaTHYHOTO
BUSIBJICHHS JKepen aesindopmartii nmporpamamu (6otamu)
3 BpaxyBaHHJIM JIOJJATKOBHX IapaMeTpiB SIK MOIIOHICTH
CTWIICTUKM  HallMCaHHsS  MHOXXHHHM  KOHTEHTY  SIK
MOTEHLIIHO (EeHKOBOro, sSKa 3aKOHOMIPHO IEPiOJUYHO
abo Briepmre 3’SBISETHCS B KOHKPETHOMY JKepeli Bin
MHOXKHHH OJHHUX 1 THX e MPO(iTiB COIialbHOI MEpexi.
JlomaTKkoBUMHU TapaMeTpaMl MOXYTb OyTH TOIIOHICTh
JAHIIOKKIB ~ PenocTiB  (PO3MOBCIO/DKEHHSI) B MEBHI
mepioAd dYacy BiJ NEBHHX OCi0 HasgBHICTh II€BHUX
MapKepiB B caMHUX IOBIJOMJICHHS Ta KOMEHTapsX [0
noBitoMteHs/peroctiB (KITFOY0BI CI0Ba, arpecis abo inrma
eMolisl npuramanHa s (PEHKOBUX HOBHH, HasBHICTBb
capka3My, HasIBHICTh MMEBHUX rPaMaTHIHUX/CTHITICTHIHUX
MOMUJIOK 200 HaBIaKW 3aHaJTO TapHO HAIMCAHUN TEKCT
HE TpUTaMaHHUHA JUI TIEPECiuHOi JIOMUHHA — KIACHYHO
JiTepaTypHO TOLIO).

Mopnenb HEaBTEHTUYHOI TOBEOIHKM KOPHCTyBada
moJsirae 'y moOynoBi Mpoginto MOBEAIHKH KOPHUCTyBada
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CHUCTEMHU Ha OCHOBI aHaJizy MOBE/IIHKOBUX
3akoHOMipHOCTeil. BoHM BigoOpakaroTh IpUTaMaHHI
MiZICBIIOMI  XapakTepHI pPHCH B MeEXax peaizamii
BIAIIOBIAHOTO MOMii, IO IUISAra€ aBTEHTHYHOCTI.
Monenb 103BOJISIE BHSBISATH MPUTAMAHHI KOPUCTYBAdy
MiJCBIZIOMI TIOBEMIHKOBI PHCH, MPHUCYTHI y PIi3HHUX
ncuxoeMomiiaux — cra"Hax. O3HaKM  IMOBEIXIHKOBHUX
3aKOHOMIPHOCTEH B pealbHOMY daci, sKi MOTpeOyIOTh
JIOCTIIKCHHS:

S= <S;, Sy, S3, S4, Ss, S, S7, Sg, Sg=. (24)

Takuit migxig xo4 i 103BOJSE 30UTBIIUTA TOYHICTH
BCTAHOBJICHHSI OCOOMCTOCTI KOpHCTyBaua Ha OCHOBI
aHai3y JOCHTI[HKYBAaHMX O3HAK MHOXXHH Ta, NPOTE HE
BHpIIITyE 3aBJIaHHS BpaxXyBaHHS JIUHAMIKH
NICUXOEMOIIIHHOTO CTaHy JIIOAWHH. AJle 3a3BHYall Taki
O3HAKH TOBEJIHKOBHX 3aKOHOMIPHOCTEH B COIlIAIbHUX
Mepe)kaX BU3HAYUTU HEMONKIMBO. Alle iICHYIOTh JOTHUYHI
O3HaKW, HiOW 3amm(ppoBaHi B TEKCTOBOMY ITOBIIOMIICHHI
- CTHJTICTHYHI XapaKTePUCTHKHI MIpUTaMaHHi
BiZMOBiHOMY aBTOPY TeKcTy (1€ HiOW BiMOWTKY TANBIIB,
aie B CTHITICTHII TEKCTY). JIIst TOAAIBIIOTO JOCITIIHKEHHS
BU3HAYMMO JIESIKI TEPMIHH K KOOpAMHALisl, KOMIIOHEHTH
KOOpJMHAIl], CKOOPJWHOBaHA HECABTCHTHYHA IMOBEIIHKA
Ta CKOOPJJMHOBAHA MOBEAIHKa B [HTEpHETI.

— KoopauHariis  — ~ TOmaTKOBE  ONpAIFOBaHHS
iHpopManii Ipy BUKOHAHHI KUIbKOMA IMOB’SI3aHUMH MiX
cOo0OK0 KOPHCTYBaYiB CHCTEMH JMiil i1 JOCSITHCHHS
MIEBHUX CIUTBHUX MiJIeH, sIKi HE MOCSITHYB OW OIUH
KOPHUCTYBaY.

— Kommnonentu KOOpIMHAILIIT - CHUHXPOHHA
TepioAnYHa JiSUTBHICTh >2 KOPHUCTYBadiB CHUCTEMH IS
JOCATHEHHS CIITBHUX IMiJIeH.

— CKoopIMHOBaHa  HEAaBTEHTHYHA IOBEIiHKA —
CYKYIHICTh TOMIA/mili Bi MHOXHHH/KONEKII TPOTrpam
(uar6oTiB) i/ab0 KOPUCTYBa4iB CHCTEMH IS BBEAEHHS B
OMaHy CHUTBHOTH MO0 iX aBTOpcTBa (ayTeHTHGiKAIll

ocobu), TpHU3HAYEHHS Ta CKiIaay (eramiB, KpOKiB)
3JI0BMUCHUX IiH.
— CkoOpIMHOBaHA  HEAaBTCHTHYHA  IOBEIIHKA  —

BUKOPHMCTaHHS KUIBKOX MpPO]ITB B PI3HUX COLIAIBHUX
Mepexax ((albIIUBUX CTOPIHOK, (aJbIINBHX OOIIKOBHX
3alKCiB, CHUILHOT, TOMiM abo Tpym) s peanisamii
HEaBTEHTUYHOI MOBEJIHKH 3a MEBHUM MIA0JOHOM IpU
BBEJICHHI JIIOJICHl B OMaHy U MOCTaBJICHOI KOHKPETHOL
METH, HaNpUKIaX PO3IOBCIOKCHHA [Je3iHpopmartii,
(helikiB Ta mponaraHau.

— CkoopMHOBaHa TMoOBeJiHKa B I[HTepHeTi — rpyma
KOPUCTYBadYiB, SIKIi BUKOHYIOTh CHHEpTiuHi mii Juist
JIOCATHEHHSI HaMipy cepeJl MEBHOTO KoOJia CIHLIBHOT,
HaAIPUKJIAJ PO3MOBCIO/DKEHHS Ae3iHdopmarii, pelikiB Ta
MpOMarasy 3riTHO MEBHOI MHOXWHU HapaTuBiB. OTaka
mMoBeNiHKa 0a3yeTbcss HA OCHOBI TPHOX OCHOBHHX
KOMIIOHEHTIB — aKTOpiB, Aii Ta HaMipiB, Ta HOTO TpHU
OCHOBHI KOMIIOHEHTH J03BOJITIOTH BCEOIYHO BimoOpaXkaTH
BCi BUTIAJIKH OHJIAWH-KOOPIUHALIII.
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IIpobnema imenTudikamii Ta TOCTIMIKCHHS PI3HUX
THUIIIB KOOPAWHOBAHOI MOBEeAIHKN B [HTepHETI nepeadauae
BU3HaUeHHA 1BOX OyHKHiA §(X) Ta {(X), sAKi BiAmOBimHO
peani3yloTh 3aBJaHHS BHSBJICHHS Ta XapakTepu3aiii
KOOPJMHOBAHOI MOBEIIHKKA. Matoun Habip KOpHCTyBadiB
Ta iX nii Ha OHIM abo NEKUIBKOX OHJIANH-TUIATPOpMaX,
E(X) BH3HAYae MOXIHBI  CKOOPJHMHOBaHI  TPymd
kopucTyBauiB. Haromicts, ((X) BHUTITYE [0JATKOBY
iH(opMaLifo 1715l KOXKHOT BUSIBICHOI TPYIH, TAKUM YHHOM
CIIPHSIOYN BU3HAYCHHIO TPUPOJH, HAMIPIB Ta 3arajJbHUX
XapaKTePHUCTUK 3aJTyYeHUX aKTOpiB (HAMpUKIAL, YU €
BOHH HECIIPaB)XHIMH, WIKiAJIABUMH TOILIO). BusBieHHs Ta
XapakTepH3allii CKOOpAWHOBAaHOI MOBENIHKH B [HTEepHeTI
Ta HOro KOMIOHEHTIB MOJSIra€ B TOMY, 10 QyHKIis &(X)
peaitizye 3aBIaHHS BUSBIICHHS 3a JOIIOMOTOK0 aHANI3y Til
KOpHCTyBada, Tomi sk (ynkiis ((X) peamizye 3aBmaHHA
XapaKTepu3allii, a TaKOK HaJae iH(QOPMAIIIO TIPO aKmopis
Ta ix wHamip. BXigHi HaHI TOHAIOTP MHOXXHHOIO
kopucTyBadiB {Xysersp IS aHaNMi3y Ta iX AKTHBHOCTI
{Kactivities}- 3aBmaHHs BHSIBIICHHS BiJIpi3HSIE
CKOOPAMHOBAaHUX KOPHCTYBauiB BiJ HEKOOPIMHOBAHHUX.
3aJeXHO BiJl METOJAY BUSBIICHHS, PI3HHULS MiDX HUMHU
MOXe OyTH BHMpaXX€Ha Y BUIJIAAl JBIHKOBHX MITOK,
NPU3HAYCHNX KOPUCTyBayaM, SIK JiBa abo Oiibie HabopiB
(manmpuknan, KJIACTEPH) KOODPJJMHOBAaHHUX abo
HEKOOPIUHOBAHUX KOPHCTYBadiB, a00 sK 1Bi a00 OimbIme
KOOP/IMHOBaHHX 200 HEKOOPAWHOBAHHUX CHUIBHOT (TOOTO
By3JqH Ta pebpa) 3 Mepexi. 3roJjoM BOHH DETENBHO
BHUBYAIOTHCS Ii/I 9ac 3aBIAHHSA Ha XapaKTepH3allilo, SKe
obunciaroe  Halip MOKAa3HUKIB  JUIA KOXXHOTO
CKOOPIMHOBAHOTO KOPHCTyBada, Habopy abo CIiJIBHOTH.
[Toka3HUKK MiIOUPAOThCS TAKUM YHUHOM, 100 HaIaTH
iHpOpMaIliF0 PO 0COOIMBOCTI KOOPAMHOBAaHHX AKTOPIB
Ta 1X moBeniHKy. Hanpukiaza, oG4uuciIeHHs OliHOK OOTIB €
MOUIMPEHUM  METOJOM  OLIHKM  HEJIOCTOBIPHOCTI
CKOOPIMHOBAaHUX KOPUCTYBAYiB.

Bxigni mani (HaGip kopuctyBauiB {Xysers}, 1 iX
akTMBHOCTI  {Xactivitiesy HA OHHIA ab0  JIEKiIBKOX
wiarhopMax) — 3a7ava BHSABICHHS (MalllMHHE HABYaHHS,
data mining, network science) — inenTHbikamis
TIOBEIIHKOBHUX O3HAK (MHOXXHH KOMYHIKAIlifHUX 3B’sA3KiB
{Sp}, meitikoBux mitok {Sg}, kmacrepu {Sc}, Mepexeni
cminbHOTH {Sg}, AKi PO3PI3HAIOTE KOOPIMHOBAHHX 1
HEKOOPAWHOBAHUX KOPHUCTYBadiB) - 3aja4a
kiacrepusarii (time-variance, orchestration, harmfulness,
inauthenticity) — xapakTepuCTHUHI BHXiOHI JgaHi y
BUIIIIII MHOXHHH 1HIHKATOPIB Yingicators (OXICity score,
sentiment score, bot score Torio)

MaremaT4yHa MOJEINb BUSBIEHHS CKOOPIMHOBAHOL
moBeiHKY B [HTepHETI:

B = Z(&(X), Sp, S, Sc., Se)-

Hexait Bxiani mani X=<{Xuers}, {Xactivities}> 3a/1aui, 1€
Kusersy={X1, X2, ..., XJ T1O3HAYaE  MHOXKHHY
xopuctyBaui, a {Xactvitiesy = {{ Xactivities} s {Xactivities} s
ey Kactivities} } TPEACTABIIAE BHOPAIKOBAHUM BEKTOP
Oiil, 10 BHUKOHYIOTBCS LUMH  KOPHCTyBauaM.
AKTHBHICTh KOPHCTYBada X; BH3HAYAE€THCS BEKTOPOM
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xpoHonoriuno BropsakoBauux it {Xactvites) = [N,
hY,..., hg')], wo Buxonytorscs X;. [lis BU3HAYaeTHCS
YOTHPHUMICHUM KOPTEIKEM

hid = <hid, hid, hig¥, hi9>, (26)

sxuit omucye mun nii (i), BUKOHAHOI KOPUCTYBadyeM
Hax koHkperHoto wimmo (hipY) aGo komrenrom (his)
BimmoBimHo 10 komkperHoi MiTku wacy  (hiY).
KopucryBaui MOXyTh BHKOHYBAaTH pi3HI [ii, Taki fK
myOuikamiss, oOMiH mocBimzoM, npyx6a Tomo. Llime — me
IHIINI KOpUCTYBay TUIaTGOpMH, Ha SKOTO BILUIUBAE JIisl.
Hanpuknan, y Bumaaky nii 3 perBiToM Ha tuiatdopmi
coliaJIbHOT Mepexi, LU0 € aBTop persity. s meskux
JiH IJIb € HeBU3HAYCHOIO, SIK Y BUIAJAKY 3 JI€0 MOCTY.
Konrenrom mii € myOuikamist (HapuKIIam, TBIT, KOMEHTAP,
MOAaHHS TOLIO, 3alexHO Bifg miatdopmu). [lyGmikaumii
MICTATh OJIMH 200 KUThbKa €JICMCHTIB KOHTCHTY, TaKUX SK
TekcT, 300paxenns, URL-angpeca, 3rajka, xemrer ToIo.
Y pa3i, SKOI0 KOHTEHT MICTUTh KUTbKAa E€JIEMEHTIB,
BIJIOBIAHA i HA3MBAETHCS CKIAIHOIO aicro. [ToxiOHO M0
IiTi, TAKO’K KOHTEHT MO)Ke OyTH HEBH3HAUYEHUM 3aJIEKHO
Bl TWMy n1ii, K y BUOAIKy OpykOm abo HAcTymHOI Aii.
[ligBoasun miACYMOK, MOXHA CKa3aTH, IO THII Iii Ta ii
yacoBa MO3HAYKA 3aBK/IM BU3HAYAIOTLCS, TOJI K OJMH 13
KOHTEHTYy Ta Il MOXYTb OYyTH HE0OOB SI3KOBUMH,
3aJICKHO BiJ| TUITY Jii.

Jis BUSBICHHS KOOPIWHOBAHOI TOBEIIHKH Tpeda
aHaNI3yBaTH SIK CYKYINHICTh KOPHCTYBadiB, Tak i ix nii,
30KpeMa, 3MICT nidi Ta ix tum. KpiMm Toro, HeoOXimHO
BpaxOBYBaTH TaiMiHTH. 3amaua BUSBJICHHS
CKOOPAMHOBAHOT MOBEAIHKKA B IHTEPHETI MOJEIIOETHCS
byukiiero E(Xysers, Xactivities), KA MOXKE 3a0€3MEUUTH TPU
PI3HHX BUXOIW B 3aJEKHOCTI BiJl MPHUHHATOTO METONY,
o0 BiANOBiAAaIOTH pI3HUM piBHAM Jeramizamii Ta
iHpopMallii Ipo KOOPMHOBaHUX KOPUCTYBAYIB:

&(Xusers: Xactivities):< SP, SC, SB >,

ne Sp ={Sp1,Sp2....Sp}, Sc ={Scu,  Scai---
Se ={Gc, Gu}, Spi =(Vi,Ei), {Vi, Sci» Ge U Gu} < Xusers:
VYV  HaWizarampHinmmoMy BHmamky Buxim E(X) €
MHOXHHOIO Sp CHIJIBHOT KOOPAWHOBAaHUX KOPUCTYBAadiB.
KoopauHariiiini rpoMaan Spj € migMepexamMy, /¢ By3JHU €
KOpUCTYBauaMH 3 Xysers, @ peOpa (3 IXHIMH Barammu)
KOJYIOTh pIBEHb KOOpAMHALI MDK KOPHCTYBauamH.
CHoinpHOTH 3a3BHYaii BUBOAATLCA THMH METOAAMH, SIKi
BHKOPHCTOBYIOTh BHYTPIITHE MEPEIKEBE IMOJNAHHS, SIKE
MOTIM  aHATI3yeThCSI 3a  JIOMIOMOTOK  aJTOPUTMIB
BUABIICHHA CHUTFHOTH. KOOpPAWHOBaHI CIIIBHOTH €
iH(pOpMAIIfHO TOBHUMH IIOJaHHSIMHE, BPAaXOBYIOUH, IO
HasBHICTP 1 Bara 3B’S3KIB MDK KOOPAWHOBAHUMH
KOPHCTYBaYaMH TOJIETITY€E TOAAJbINI aHATi3H, TaKi K Ti,
o0 HEOOXimHI JUIs 3aBOaHHA XapaKTePHCTHKH. [HITMM
MOXJIMBUM BHXOJOM € Ha0ip KJlacTepiB KOPHCTYBayiB.
Krnactepu Sci CTBOPIOIOTHCS METOJAMH, SKi MPUAMAIOTh
TaONM4HI ~ TOAAaHHS  KOPUCTYBadyiB,  SIKi  IOTIM
AHAII3YIOTHCS 33 JOMOMOTOK0 aNTOPUTMIB KJIACTCpPHU3AIlil.
i meromu, sSK TPaBWIO, ITHOPYIOTH BIJIHOCHHU MiX
KOPHCTYyBayaMH, aje 3/aTHi BUSBUTH KUIbKa TPyl

(27)
Scxt
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CKOOPAMHOBAaHMX KopHCTyBauiB. Hapemiri, HalimeHury
iH(pOPMATHBHICTh NTAIOTh Ti METOAH, SIKi 0a3ylOThCs Ha
anroput™ax kinacudikarii. Ili MeToau mNpHU3HAYAOTH
NBIMKOBI ~ MITKH, pO30HMBAaIOYM TOYATKOBUH  HaOip
KOpUCTyBa4iB  Xyers Ha 7Bl  MOMi4eHI  rpymu
koopauHoBanux  (G;) i  HekoopmuHoBaHux (Gy)
kopuctyBadiB. L[i moO3HaWeHi Tpymm HE HAJAOThH
iHdopmarii Hi PO BITHOCHHH MK KOPHCTyBadaMH, Hi
Npo  ICHyBaHHA JACKUIBKOX  KOOPAWHOBAHHX  TPyIl
KOPHUCTYBAYiB B Xysers:

Jns  BU3HAuYEHHS XapaKTEPUCTUK KOOPAMHOBAHOL
moBeniHKM B IHTepHeTI 3amawa  Xapakrepm3amii
mogemoetses  pyHkitiero B=C(Y, Xactivities), BXIAHAMHA
JIAHUMH SIKOi € TPYNU KOOPJMHOBAHUX KOPUCTYBAadiB, L0
€ pe3ynbTaToM 3aBHaHHs GuseneHHs Y =E(Xusersy Xactivities)s
ne Y e {Sp, Sg, Sc}, BusHaueHux B (27), 3 X aKTHBHICTIO
{Xactivities}- 3aBHaHHS XapakTepH3allii CHpPAMOBaHE Ha
o0unciieHHsT Ha0Opy KUIBKICHMX ITOKa3HUKIB B s
BUMIPIOBaHHS BIIMIHHMX BJIACTUBOCTCH BHUSIBJICHUX
KOODJMHOBAaHMX MOJEJICil TOBEAIHKM B  TEepMiHaX
BU3HAYAILHUX pO3MipiB: aBTeHTHYHICTH (authenticity),
wkignusicte (harmfulness), opkectpanis (orchestration —
B3a€EMOJIisl CEepBiciB, B TOMY WYHCIi Oi3HEC-JIOTiKa Ta
MOCIIZIOBHICTE /i) Ta aucrepcis B vaci (time-variance).
[oka3Huky, sKi BHKOPUCTOBYIOTH B XapaKTepH3allii,
YaCTKOBO 3aJI€XaTh BiJ METOIIB 1 BUXIIHAX JAaHUX 3a1adi
BUSBICHHSA. Hampukiaz, acopTaTUBHICTH  BHMIPIOE
CTYIiHB, B AKIH BY37H 3 BHCOKHM CTYIIEHEM B Mepexi
3’€HaHI 3 IHIIMMH BY3JaMH 3 BHCOKHM CTyIlEHEM, 1
HaBnaku. llel mMOKa3HMK BHUKOPHCTOBYBaBCA IS
OTPUMaHHSl YSBJICHHS NPO BHYTPILIHIO CTPYKTYypy Ta
OpraHi3amilo IIeBHUX KOOPIMHOBAHMX CHLUIBHOT. OmHaK
ACOPTaTHUBHICTh OOYHCIIIOETHCS TUIBKM B TOMY BHIIAJIKY,
SKIIO METOJ BWSBJIEHHS KOOpIWHAIIl  BHBOIUTH
CITBHOTH, a He KJIacTepH abo IBiiikoBi MiTku. HaBmakw,
IHII TIOKa3HWKHA OOYHMCIIIOIOTH HE3aJEeKHO BiX METOIy
BUSIBIIEHHS, Takl SK BHINE3rafaHl OIIHKA OOTIB, fKi
3a3BHYail BUKOPUCTOBYIOTHCSA K OIIHKA HEJOCTOBIPHOCTI
CKOOPIMHOBAaHUX KOpHCTyBauiB. KopuCHICTH 3aBHaHHA
Xapakrepu3alii He O0OMEXYETbCS  PO3Mi3HABaHHIM
XapaKTEepPUCTUK  BUSIBICHUX  KOOPAMHOBAHUX  (OpM
MOBEAIHKK a00 PO3PI3HEHHSM DI3HMX BHIAJIKIB SBHIIA.
®akTH4HO, BHUXIAHI JaHI  XapakTepH3alil  TaKoX
BUKOPHCTOBYIOTh JUISl TIEPEBIPKU PE3YNIbTaTy BUSBICHHS,
SK y THX 4YacTHX BHIMAaJKaX, KOJHU OOIPYHTYBaHHS
CKOOPJIMHOBAaHNX KOPUCTYBAUiB HEOCTYIIHE.

KoopauHariiitHi MeToI BUSBJICHHS KIACH(IKYIOTh Ha
JIBI OCHOBHI KaTeTOpii 3aJIeKHO BiJ MiAXOY, IO JICKUTH
B iX OCHOBI: MepexeBa Hayka ab0 MalIMHHE HaBYaHHS.
OCHOBHI eTanmu MeEpeKeBOi HAayKH: METOAW BHSBICHHS
KOOPAWHOBAHO{ MOBEIIHKY B [HTEpHETI.

1. Bubpani KopHcTyBadi CTAlOTh By3JIaMU MEPEXi.

2. [ToxiOHiCTH KOpHCTYBa4a OOUUCITIOETHCS (PYHKIIIEO
NoI0HOCTI 3 IPU3HAYEHHSIM Bar MeX Mepexi.

3. Mepexa QinbTpyeThes Uit 30epekeHHS JIMIIe
MOJIOHICTS 13 33JaHUMH BIACTUBOCTSMHU.

4. BUsIBIICHHS CIUJIBHOTH BUKOHY€ETHCS ISl BUSBJICHHS
IPYI CTPOr0 KOOPIAMHOBAHUX KOPUCTYBAUiB.
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4 EKCIIEPUMEHTHU
CucteMy BUSIBJICHHS  JOKEpPENl  PO3MOBCIOKCHHS
yKpaiHOMOBHOI  je3iHdopMaliii Ta  HEABTCHTUYHOI

MOBE/IHKMA KOPHCTYBayiB 4aTiB Ha ocHOBiI meroniB NLP
Ta MAIIMHHOTO HABYAHHS [T0JIAMO SIK:

Stakes = < My, My, M3, X, Y, Ry, Unip,
RMLi UML1 a, Bl YI }\‘ >i (28)
Stakes = }\-OYOBOQ, (29)

ne X = {Xq, X2, X3, Xa}, Y = {y1, Y2, Y3}, Ruee = {r11, M2, s,
ra, TisphUnwe = {Uin, U, Uiz, Ui, Uss),
Rue = {r21, 22, r23, ra}, Umi = {U21, Uza, Uoa, Upa, Ugs).
Monyns M; «IMOopT, orisia Ta MiArOTOBKA JaHHX»
OIUILIEMO CYTEPIO3HUIIEI0 Ta BIAMOBIIHOIO (QYHKIIEO:

(30)
(31)

Ml = k°0c3°0c2°(x1,
M1 =A(ais (o2 (o1 (X, Uag, 1), Usz, F12), Uss, 13)).

OcHOBHUMH TporiecaMu mMoaynsa M; «IMmopT, ormsin

Ta MIArOTOBKA JaHUX» € «30ip, 3aBaHTaXCHHI Ta
OiATOTOBKA  JaHuX Juis  (OpMyBaHHS  JaTaceTy»,
«JlocHiKeHHST ~ YHIKQJbHUX  CHUMBOMIBY», «DYHKIIis

nouryKy miapsakis» ta «[lomepemHss oOpoOka TeKcTy»,
SIK1 OTTUIIIEMO CYTIEPIIO3HIIIEIO:

(32)
(33)

[Iporpama mparroe 3 maTaceToM, IO MICTUTh TBITH,
MMO3HAYeH] K MPONAaraHINUCTChKiI abo HelTpanbHi. BxinHi
JaHi npezactaeieHi y ¢opmari CSV-daiiny, sikuit MicTHUTh
TaKi OCHOBHI T10JIS:

— text — BmicrT TBITY,

Cau =x°0°p°a,
Cau =x(@((ou(X1,X2), X3, F14, U14), Xa, U12), My, F15, Ugs).

—label — wmitka xmacy (0 — we mponmaranma, 1 —
Ipomnarafa),
— JIOMATKOBI ~ TEeXHiuHi  mapameTpn  (HaIpHKIa,

ineHTudikaTop TBITY, AaTa mMyOiKaLil TOIIO).

s oOpoOKM JTaHWX BUKOPUCTOBYEThCS 0i0iioTeka
pandas. CriouaTKy BUKOHYIOThCSI HACTYIIHI JIii:

1. Bunmanenns Hemotpi6HMX Komonox (Unnamed: O,
id), sIki He MAIOTh 3HAYCHHS JUIS AHAI3Y.

2. TlepeBipka OanaHcy knaciB, 100 BH3HAYHUTH, 41
piBHOMIpHO TpexacTaBieHi o00uaBi kareropii. Sxmio
BHUSIBIISIETHCS 3HAYHA JTUCTIPOTIOPITis, MOXYTh
3aCTOCOBYBATUCS ~METOMU OalaHCYBaHHS, TakKi SK
oversampling ab6o undersampling. Tlorounuii cTan
po3momimy KiaciB B JaraceTi ckimamaetees 3 17,5%
¢elikoBux HOBMH Ta 82,5% mpaBOMBOi TEKCTOBOL
iHpopmanii i3 ommaiin  3MI.  TIpoBemeno 9
€KCIIEPUMEHTIB, ONHUC SKUH MMOJJaHO B TAOuIII 2.

3. TlepeBipka HasIBHOCTI MPOMYIICHUX 3HAYEHb Yy
kojioHIi text. SIKmo Taki 3HaYEHHS BHSBISIOTHCS, BOHH
BUIANSIOTECS  ab0  3amOBHIOIOTBCS,  3alle)KHO  Bif
KOHTEKCTY.

4. JlomaBaHHS KOJIOHKH 3 JOBXHHOIO TBITY, IO Ja€
3MOTY OIIIHUTH MOXIIUBUH BIUIMB KOPOTKUX a00 JOBTUX
MTOB1TIOMJICHb Ha €()EKTHBHICTh MOJIEII.
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Tabmuns 2 — Onuc eKCrepuMeHTIB

Neo Cleanup Bekropu- ML
3alis
1 — Remove HTML tags TF-IDF ComplementNB
2 - Remove Special FastText GaussianNB
Characters
— Convert to Lowercase
- Normalize Whitespace
— Tokenize
- Stem Words
(UkrStemmer lib)
3 — Convert to Lowercase TF-IDF ComplementNB
4 — Tokenize wav GaussianNB
— Remove stopwords
— Lemmatize(spaCy lib)
5 — Remove punctuation TF-IDF ComplementNB
6 — Replace numbers with Glove HistGradient
words Boosting
— Convert to Lowercase Classifier
7 — Remove StOpWOde RandomForest
— Translates English words
to Ukrainian
8 — Remove stopwords Glove MultinominalNB
9 — Lemmatize RandomForest
— Remove emojis
Ockinpkn  Twitter  m103BoNIsIE  BHKOPHCTOBYBATH

mHPOKWA Habip CHMBONIB, BKIIOYAIOUM €MOI3l Ta
CIeIiabHI 3HAKH, BAKIIMBO PO3YMITH IXHIO MPUCYTHICTH
y Tekcrax. Jlng 1bOro  CTBOPIOETBCS ~ MHOXHHA
VHIKQIPHUX  CHMBOJIB, sIKa JONOMAara€ BHSBUTH
MOTEHIIiHHI IpobaeMu mix 9ac 00poOKH TEKCTY.

AHaJi3 rmokasye, 1o y TBiTepax 4acTo 3yCTPIuarThCs:

— EMom3i, siKi MOKYTh HECTH €MOIliiiHe 3a0apBIICHHS
TTOB1TIOMJICHHSI.

— CuMBOM iHIIKX agaBiTiB, 110 MOXKE BKa3yBaTH Ha
0araTOMOBHICTh J1aTaceTy.

— CnemianpHi CHMBONM Ta 3HAaKW IyHKTyamii, $Ki
MOJKYTb BIUIMBAaTH Ha TOKEHI3aIlilo0.

Buxonsun 3 1mbOro aHamizy, NPUAMAETHCS PIllICHHS
II0/I0 TIOMATBIIOT 0OPOOKH TaKUX CHMBOJIB (BHIAICHHS,
3amiHa abo BpaxyBaHHS ITiJl Yac aHaIi3y).

Jlisi  BUSBJIGHHS TEMaTHYHUX  KJIIOYOBUX  CIIB,
MOB’SI3aHUX 13 TPOIMAraHa0l, peali30BaHO (YHKIIiO
substring_check(substring). Bona m03BoJsie 3HAXOIUTH
MeBHI ciioBa a00 ¢pasu y TBITEpax Ta aHAII3yBaTH iXHIO
YaCcTOTHICTH y pi3HUX Kiacax. Lle mae 3mory:

— BusHaunTy maTepHW BXKUBAHHS KIFOYOBHX CIIB Y
MPONaraHINCTCEKUX TEKCTaX.

— AHamizyBaTi  BIUTUB
Kiacuikarito.

— BrockoHnanoBaTi MOJENb IMUISXOM  PO3IIHUPEHHS
Habopy O3HaK.

TexcTu TBiITEPIB MPOXOAATH KiIbKa €TariB 0OpOOKH
JUTSA TIATOTOBKH IO TTOJANTBIIIOTO aHAMTI3Y:

— BupaneHss crnenjaJbHUX CHUMBOJIIB,
eMO/131, IMyHKTYyaIlil.

— TokeHi3alis — HOAII TEKCTY Ha OKpEMi CIIOBa.

— 3aMiHa BCiX CIIiB Ha HWKHIN pericTp.

MIEBHUX  TEpMiHIB  Ha

MOCHJIaHb,

— Bupanenns crom-cimiB  (Hanpukmam, —«i», «Ie»,
«abo»).
— Jlematuzaniss — TpHUBEINCHHA CIiB 1O IXHBOI

OCHOBHOI (hOpMH.
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Ili kpoku [gomoMararOTh 3pOOMTH TEKCT OLIbII
CTaH/IapTU30BaHHUM, L0 ITOKPAIILY€e TOYHICTh MOJIEI.

Monynb M, «Po3mizHaBanHs MporaraHan»
nmoOyZoBaHWIT Ha OCHOBI  3aCTOCYBaHHS  OiHapHOI
kinacudikauii  (mpomaranma/ He — mpomaraHaa) —Ta

OaraToknacoBoi Kiacudikamii nponaraHayu (anemoBaHHS
JI0 aBTOPUTETY, KYJIBT OCOOH, IEMOHI3aIlis, HaBIIITyBaHHS
SIPIMKIB TOINO). AJje Il 6ararokaacoBoi Kiacuikarii
HEeOoOXiTHO MPOMapKyBaTH 3aIliCH B Aataceti. Moaynb M,
OIUILIEMO CYTEPIO3HUIIEI0 Ta BIAMOBIIHOIO (QYHKIIEO:

(34)
(35)

M, = A°B3°B2°B1,
My =L(Bs (B2 (B1 (M1, Uz1, I21), Uza, I22), Uz, 23)).

CriouaTKy HEOOXiZHO 3HAWAW MiHIMAIbHY TOYHICTB,
Ky TEOPETHYHO MAlOTh MOKPAlIUTH MalOyTHI Momel;
Jani  HeoOXiJHO  TpoaHai3yBaTH  PI3HOMaHITHICTB
JIHTBICTUYHUX Ta CTWIICTHYHHX O3HAK Ta N-TpaM Ha
Mojeni  jorictmyHoi  perpecii.  Jlami  HeoOximHO
moOyayBaTu HEHPOHHI Mepesxi I Kiaacudikamii 3amucis.

IIportec «NLP TekcToBOro KOHTEHTY cTaTei yis

BUIIJIEHHS JIIHTBICTHYHHUX 03HaAK» OIHILIEMO
CYTIEPITO3UIII€I0 Ta BiIMOBITHOO (HYHKIII€IO:
Ceu =B°(x, o°p°w), (36)
Ceu =B (o (1 ((Cau, X21 X3, Xa),
Rue, Unip,My, 12, Usa), F13). (37)

Ccu =B(x(Cau, Rures Unip, My, Xo, X3, Xa), F12,U1),F13).  (38)
OcHoBHUMHE TIporiecamMu Moxyis M, «PosmisHaBaHHS
mponaragan» € «Bekropusamist Tekcty», «MarmmuHe
HAaBYAaHHS MOJIENI JUIA PO3Ii3HABaHHS MPOIAraHim» Ta
«Ominka ePeKTHBHOCTI MOJIEII», IKUH OIMUIIEMO SIK:

CuL =A°0°y°B°a, (39)
Cu=Mo(y(B(a(Ccu, RwL, Umw, X2), My, Xa),

Mz, R, Umi, Uz3), Ui, 13), Uss, Uzs, 1s). (40)

Jis  TepeTBOpPEHHS TEKCTIB Yy HYHCIOBI BEKTOPH

BUKOpHcTOBYeThCt Meron TF-IDF  (TfidfVectorizer).
OcHOBHa illesl — OIliHKa BaXIIUBOCTI CJIIB Y KOHTEKCTI
Bchoro garacery. @opmyna TF-IDF Burnsanae Tax:

TF-IDF(t, d) = TF(t, d) x IDF(t), (42)

— TF(t, d) — vacrora Tepmina t y qokymeHTi d;

— IDF(t) — iHBepcHA 9acTOTa JOKYMEHTA, IO 3MEHINYE
Bary 3arajibHOBXKUBAHUX CIIiB.

Jnsg  iHOMX eKCIIEpUMEHTIB 3acTOCOBaHI MOJENi
Bextopu3altii FastText, W2V ta Glove (taGmuus 2).

Jis  HaB4aHHS MOZETI BHKOPHCTOBYIOTBCS pi3HI
AITOPUTMHU MAITMHHOTO HaBuaHHs (Tabiurs 3):

— Complement Naive Bayes (ComplementNB) — e
Bapiantr  Multinomial Naive Bayes, cneniansHo
po3pobiieHuil i 00poOKKM He30aTaHCOBaHUX KJIACIB y
3a/1a4ax TeKCTOBOT KIIacH(iKaIrii.

— Gaussian Naive Bayes — ue Bapiant Naive Bayes,
1[0 MpHITycKae HopManbHuil po3moain (I"aycca) o3Hak.
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— HistGradientBoostingClassifier — 1e moTyxHwuii
aNTOPUTM  TPaJIEHTHOrO OYCTHUHIY, 3aCHOBaHMH Ha
noOyZ0Bl aHCaMOJIIO JepeB pillieHb 13 BHUKOPUCTAHHIM
ricrorpaMHOr0 OiHHIHTY.

— Multinomial Naive Bayes — ue amroputm Naive
Bayes, skuii migxoauTh U TEKCTOBOI Kiacudikartii.

— Hepesa pimens (RandomForest) — 3matHi 3HaiiTH
CKJIaIH1 HEIHINHI 3aJI€)KHOCTI.

Ta6muus 3 — INopiBHsIbHA TabJIULS aJIrOPUTMIB

Anroputm ITigxoauTs IepeBaru Hepnomnixu
TUIs
ComplementNB | Tekcrosi Criiikuii 10 | He UL
nani He30anaHco- YHUCIIOBUX
BaHMX KJIaCiB | O3HaK
GaussianNB Yucnosi Ipocrui, Tlorano
nani IIBUAKANA Mpaioe 3 He-
rayCOBHMHU
posnoninamu
HistGradient Benuki IIBuakwuii, Cxagna
Boosting Habopu criliknit HACTpOWKa
JITAaHUX
Random Pizni tunm | J{oOpe Baxkuii s
Forest 03HaK MacimTabyeTs | iHTeprperanmii
csl, THYUKHH
Multino- TekcroBa 1IBuaxuii, He mnigrpumye
mialNB KiacH- nobpe YUCIIOBI
(ikamis Mpairoe  Ha | O3HAKH
4acTOTax CJIiB
HaBwanpHi Ta TecToBi BUOIpKH (OPMYIOTBCS Y

criBBigHotieHni 80:20. [Iyst TeKCTOBUX JaHWX HaWKpalie
migxomaste  MultinomialNB ta ComplementNB. [Ins
YHCIOBHX O3HAK BapTO BHKOpHCTOBYBaTH GaussianNB
abo ancamb6nesi metomu (RandomForest). [lns Benukux
HabopiB JTaHUX Halfe(heKTHBHIIIUM Oyne
HistGradientBoosting. RandomForest mimxomuts st
3MIIIaHUX O3HAK (YHUCIOBHX + KaTeropialbHHUX).
EdexTuBHICTE MOAET OIIHIOETHCS 338 METPHKAMHU:
Accuracy — 3araipHa TO4HICTH TepenbaueHn; Recall —
YacTKa KOPEKTHOT Iepef0adeHHX HpOIaraHIMCTChKUX
TBiTiB; F1-Mipa — cepeqHe MK TOYHICTIO Ta TOBHOTOIO.
3anponoHOBaHUH  MOIYJb  JIEMOHCTPYE  BHCOKY
e(heKTUBHICTh Yy BHSBJICHHI mpomnaranau. Ilomanbiie
BJIOCKOHAJICHHS] MOKJIMBE IIUITXOM PO3LIMPEHHS AaTaceTy
Ta ajanTarii Mojesi 10 6araTOMOBHOTO aHaiizy. Moayib
M; «Po3ni3HaBaHHS MepeX HOUIMPEHHs IpOIaraHiIn»
OIUILIEMO CYTIEPIIO3HIIIEIO Ta BIAMOBITHOO (PyHKIIETO:

M3 = A°13°Y2°v1, (42)
M3z=A(v3(y2(y1(M2,U13,U14,F13), U1a, F13), U1z, Upa, F23)). (43)

Ines momsrae B 3HAXOMKEeHHI MOAIOHUX 3a TEKCTOM/
snauennsam (lexical/ semantical) nmosizomiens, a Takox
aHaJi3i pe3yNbTaTiB MOMHUPEHHS MOAIOHUX TMOBIIOMIICHD
B Yaci Ta mpoctopi. OCHOBHHM MpoIecoM Momynsi Ms
«Po3mi3HaBaHHS MepPEeXX IOLIMPEHHS IPONAraHgu» €
«DopMyBaHHSI BUCHOBKIB HasiBHOCTI MOJiOHOTO (eitky»,
SIKUHM ONUIIEMO SIK:

Cus =A°y°B°a, (44)
Cus=My(B(a(Cus, X2), M2, Ruie, Unip, Xa),
My, Ry, Ui, U1s), M, Ugs, Ups, F15). (45)
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5 PE3YJIbTATU

Otpumani pe3ynbpraT momaHo Ha puc. 1-9. Ii
300paskeHHs MicTaTh o Tpu Matpuii (Confusion Matrix,
Matrix by Recall ta Matrix by Precision), o
BUKOPHCTOBYIOTBCSI Ui OIIHKM  IPOJYKTUBHOCTI
KJacugikauiiHoi Mozeni. MaTpuus NOMHIIOK BioOpaxae
KUTBKICTh TIPAaBHJIBHO Ta HEMPABHIBLHO KIACHU(PIKOBAHUX
3paskiB. [lo miaronani (BepxHiil JiBuUii 1 HUKHIN TpaBuil
KBaJIPaHTH) PO3TAILOBaHI NMPaBHJIbHI Iepea0ayeHHs Ui

Confusion Matrix 60

Matrix by Recall

BUIMAJKOBOTO Habopy (BHOIpKH) 3ammciB 3 Jartacery.
[MozamiaroHanbHi 3HAYCHHS TTOKA3YIOTh MTOMIJIKH.
Marpuns 3a IloBHOTOMO BijoOpaskae 3HAuEHHs, SKi
BKa3yloTb Ha piBeHp moBHoTH (recall) ams xoxnoro
knacy. Hanpukmaz, aist puc. 1 ast kinacy 0 recall e 0,38
(Tobro nmume 38% 3paskie kmacy O Oyno MpaBUIIBHO
kiacugikosano). s kiracy 1 recall € 0,91 (91% 3paskis
knacy 1 npaBunbHO kiacugikoBaHo). Bucoka moBHOTa
s knacy 1 o3Havae, mo MoJedb J00pe 3HAXOAUTH

MO3UTHBHI 3pa3ku, aine ajst kiacy 0 BoHa HeeekTHBHA.
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Marpuin  3a  precision BimoOpajkae 3HauYeHHsS, sKi
NOKa3ylTh PiBEHb TOYHOCTI, HANPUKIaM, s puc. 1 s
kiacy 0 precision e 0,46 (46% nependauens kinacy 0 Oynu
npaBwibHuME). it kmacy 1 precision e 0,87 (87%
nepenbadeHp knmacy 1 Oynm mpaBunbHUMH). Bucoka
TOYHICTb JUI Kiacy 1 o3Hadae, 1o OiBLIICTH 3pa3KiB,
nepenbadeHux sk kinac 1, € mnpaBunbHUMH. Husbka
tounicTh just kiacy O (0,46) Bkasye Ha BENHKY KiTbKICTh
TTOMHUJIKOBHX TiepenbadeHs. Mogeni mobpe mepenbadae
kiac 1 (Bucoxki recall ta precision). Jlnst xkmacy O TounicTh
1 TIOBHOTa 3HAYHO HIDKYI, IO MOXE CBIIYUTH TIPO
KJacoBui aucOamanc abo HEOOXiMHICTh MOKpalleHHS
Mojeni. Y pa3i morpedu MOXXKHa BHKOPUCTaTH CTpaTerii
OanaHcyBaHHs  KiaciB a00  ONTHMI3yBaTH  MOpir
HOPUUAHATTS PIIlICHb [UTS MOKPAIIEHHS MPOYKTUBHOCTI.

6 OBI'OBOPEHHS

Haiikpami pesynbratm Ha JaHMH MOMEHT IIOKa3ye
excriepument 5 Ha ocuoBui TF-IDF+ ComplementNB
(puc. 5). dusa xmacy O recall € 0,56 (To6to nume 56%
3paskiB kimacy 0 Gymo mpaBwibHO KiacugikoBano). J[is
kmacy 1 recall € 0,8 (80% 3paskis ximacy 1 mpaBwibHO
kiacudikoBano). Bucok a moBHOTa [uIst Kitacy 1 o3Hauae,
110 MOJENb 100pe 3HaXOAUTh MO3UTUBHI 3pa3KH, ajie JUis
kiacy O Bona menin edextuna (puc. 10). s puc. 5 mis
kiaacy 0 precision e 0.38 (38% mnepenbauens kimacy 0 €
npawibHuME). s kimacy 1 precision e 0.89 (89%
nepeabadeHs knacy 1 € mpaBuibHUMH). Brucoka TOYHICTB
s xiacy 1 o3Hawae, 1m0 OUTBIICTH  3pa3KiB,
nepenbadeHux sk kinac 1, € mnpaBwibHUMH. Husbka
tounicts st kimacy 0 (0.38) Bkasye Ha BENMKY KiJIBKICTH

NOMHJIKOBHX —rependadenb. Ilpm mpomy B cepil
eKCIIEPUMEHTIB  CIIOCTEepIraloThCs  TEBHI  aHOMaTii
(3okpema B ekcrmepumenti 7/ Ha ocHoBi Glove+

RandomForest — puc. 7), siki moTpeOyOTh MOAAIBIIOTO
nocnimkenns. IlincymoByroui pesynbTaté no kiacy F
(Deiix) momani Ha puc. 10-12. TIpoBeneHHsS HACTYITHHX
ekcriepuMeHTiB (KoMmOiHaIiii MeromiB siki cebe Kpaie
MOKa3aiu) a TaKOoXkK KOHCTPYIOBaHHS HOBHX (ivepiB
(30KpeMa OLIHKKM CEHTUMEHTY).

0.8
0.6
0.1

0.2

1 2 3 4 5 6 7 & 9
Recall Precision F1-Score

Pucynok 11 — Recall, Precision ta F1-Score

BUCHOBKHU
CraTTss ommMcye airoput™M pPOOOTH MPOrpamH, IO
BUKOHYE aBTOMATHYHE BHUSBJICHHS IPOIAraHIMCTChKUX
nmoBioMIIeHh y  TWwitter, Jpkepen pO3MOBCIOHKEHHS
esiHndopmariii Ta HEABTCHTUYHOI TMOBEIIHKM 4YAaTiB.
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OcHOBHa yBara MpHIUISETBCS MeTonaMm 300py Ta
MIATOTOBKK  JaHUX, MONEPEaHii 00poOIli  TeKcTy,
BEeKTOpHW3allil, HABYAHHIO MOJAEIl Ta  OMIHII 11
epextuBHOCcTi. Metomqu NLP Ta ML  1no3BossroTH
BUSIBJISITH Taki 3arpo3ul [UIIXOM aHajli3y CTHIIO aBTODIB,
YacOBHX 3aKOHOMIpHOCTeil myOuikamii Ta rpadoBux
3B’S3KiB MK KopucTyBauamu. OmmcaHo mporec 300py,
HIIrOTOBKM Ta OYHMIICHHS NaHUX, a TaKOX PO3IIIHYTO
pi3HI MiAXOMM OO HABYAHHS MOJENI Ta OIIHKH i
e(peKTUBHOCTI. [1es moJjsirae B 3HaXOMKEHHI NOAIOHHX 3a
texcrom/ 3nauennsam (lexical/ semantical) mosizomiens, a
TAaKOXX AaHali3i pe3yibTaTiB MOUIMPEHHA MOMIOHHUX
MOBIZIOMJIEHb B 4aci Ta HPOCTOpi. Y SIKOCTI OCHOBHHUX
AITOPUTMIB MOJIEIOBaHHSA BHKopucTtani Complement
Naive Bayes, HistGradientBoostingClassifier, Gaussian
Naive Bayes, Multinomial Naive Bayes ta RandomForest
JUIsl BUSIBIICHHS JKEPEJ PO3MOBCIO/DKEHHSI ie3iHdopmartii
Ta HEaBTCHTMYHOI TOBeMiHKM u4ariB. OCHOBHa yBara
MPUIUIIETBCS METOJaM IIONEePEIHBOI OOPOOKH TEKCTiB,
BEKTOpH3allii NaHUX Ta MANIMHHOMY HaBYaHHIO JUIS
aBTOMATUYHOI Kiacudikamii mosigomieHs. [IpoBeneno 9
eKCIIEpUMEHTIB IS PI3HUX METOJIB IOIEPEIHBOTO
OTpAaIlfOBaHHA JaHWX, MOJENEeH BeKTopu3alii Ta
aNrOpuTMIB MoAentoBaHHsA. Haiikpauii pesynbratn Ha
JIAaHUH MOMEHT II0Ka3y€e eKCIIEPUMEHT 5 Ha OCHOBHI TF-
IDF+ComplementNB. TIpu mpomy B cepil mpoBemeHHX

EKCIIEPUMEHTIB  CIOCTEpIraloThCsi  IEBHI  aHOMaJIil
(3okpema B ekcmepumenti 7/ Ha ocHoBi Glove+
RandomForest), AKi  TOTpeOyIoTh MOJIAJIBIIIOTO

mochimkerHs. OTpuMaHi pe3yinbTaTH MOXYTh OYyTH
BUKOPHCTaHI Ul MOJAIbIIOr0 BJOCKOHAJICHHS METOJIB
BUSIBJICHHS JUKEpET PO3MOBCIODKEHHA Je3iH(opMartii,
HEAaBTEHTHYHOI IOBEOIHKM 4YaTiB Ta  IMIKIIJIWBOTO
KOHTEHTY IS 301TbIIeHHS 000p03aaTHOCTI KpaiHu.

HayxoBa HOBH3HA TOIATae y po3poOIIeHHI METOIIB!

— imeHTHdIKAIlS CXOXKHX 33 CTHIIICTHKOIO (PEHKOBHX
HOBUH Uil BUSIBJIICHHS [UIAXIB  PO3IOBCIO/KEHHS
nesingopmarii B yaci Ta IpocTopi;

— CTHJIICTUYHOTO OTpantoBaHHs (eHKOBUX HOBHH JUIS
BUSIBJICHHSI CIIIJIBHUX JIIHTBICTHYHUX — XapaKTEPUCTHUK
TEKCTOBOTO KOHTEHTY Ha ocHOBi NLP;

— BHSIBJICHHS HEaBTEHTUYHOI ITOBEIHKN OOTIB B yaTax
HA OCHOBI aHamily CKOOPAMHOBAHOI  IIOBEHiHKH
KOPHCTYBAYiB y COIiaTbHIX Mepeskax Ta onnaita 3MI.

[IpakTryHa WiHHICT MOJIATAE ¥ PO3POOICHHI CHCTEMU
MIATPUMKH ~TPUHAHATTSA  pIMIEHHS U MOIIyKy Ta
BUSIBJICHHSI JDKEpENl PO3MOBCIOKEHHSI YKPaiHOMOBHHUX
(eiikOBUX HOBHH, IponaraHid, Ta jAe3iHpopmarii y
colialbHUX Mepexkax Ta owiaH 3MI, a Takox
eKCIIepUMEHTANIbHA anpo0arist Uil po3paxyHKy TOYHOCTI
OTpPUMaHHUX PEe3yJIbTATIB HAa OCHOBI peanizariii MOIyJIs:

— IHTENIeKTyaJIbHOTO TIOIIYKY, 300Dy, JIIHIBICTUYHOTO
aHaJi3y, MONEpPEeIHHOTO ONpAlIOBAHHS, MapKyBaHHI Ta
kimacudikamii TEKCTOBOTO KOHTEHTY M (OpPMyBaHHS

JataceTy Ta IATOTOBKM JaHUX JUIA  BUSBJICHHA
ne3indopmarii Ta gKepes po3noBCIOKECHHS;
— po3mi3HaBaHHS  YKpaiHOMOBHOI  ze3iH(popmalii,

(I)eﬁKOBHX HOBMH Ta IponaraHid HJisd BUABJICHHA
TEKCTOBOI'O

CTWIICTUYHO Ta 3MICTOBHO IOIIOHOrO
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KOHTEHTY IpHU igeHTH(IKaIi]l JUKepead pO3MOBCIOIKEHHS
Ta HEABTEHTHUYHOI ITOBEIIHKU OOTIB;

— po3Mi3HaBaHHsI MEPEX IMOLIMPEHHS Mpolara’ad Ha
OCHOBi 3HaXO/PKCHHI MOAIOHMX 3a TEKCTOM/ 3HAYCHHSAM
MOBIJJOMJICHb, @ TaKOX aHaJi3l Pe3yJIbTaTiB IOIIUPCHHS
MoJiOHMX MOBIIOMJIEHB B Yaci Ta MpocTopi.

OuikyBaHi pe3yJIbTaTH BUKOHAHHS ITPOEKTY .

— pO3pO0JICHO METOA CTWIICTUYHOTO aHajily Ta
JHTBICTUYHOTO OINpAIIOBAHHS TEKCTOBOI'O KOHTEHTY Ha
ocHoBi NLP ta ML mns ¢opmyBanus iHpopmaliiiHoro
HOPTpeTy TeHepaTopa (EHKOBOro IOBIIOMIICHHS Ta
MOTIOHKX JT0 HBOTO 32 MHOKMHOIO HAapaTHBIB.

— 3alPOIIOHOBAHO MOJENI Ta OCHOBHI MPHHIHIIN
iHpopMaliiHOT ~ TEeXHOJOrll  BHSBIEHHA  JDKepel
ne3ingopmartii Ta HEaBTEHTHUYHO1 MOBEIIHKU

KOPHCTYBAYiB YaTiB, IO JO3BOJIUTH CBOEYACHO BUSIBIISATH
iHpopMamiiiHi 3arpo3u B KibepnpocTopi KpaiHH.

— 3aIPOTNIOHOBAHO MApaMETPH Ta KPUTEPii MOBEHIHKH
KOPHCTYBaYiB qaTiB JUTST Moei BUSIBJIICHHS
HEaBTCHTUYHO! TOBEHIHKH OOTiB, XapaKTepHi JUIs
BiAMOBigHOI Tpynmu. Mojenb HEaBTEHTHYHOI MOBEIiHKU
KOpPHUCTYyBaua MoJsirae y MoOy/IoBi MpOQiI0 MOBEIIHKA
KOpPHUCTYBada CHCTEMH Ha OCHOBI aHaii3y MOBEHIHKOBHX
3akoHOMIpHOCTeil. BoHM BigoOpakaroTh IpUTaMaHHI
HIiJCBIZIOMI  XapakTepHi pHCH B MeXax peanizamil
BignmoBizHOro moxii, IO mijIArac aBTEHTHUYHOCTI.
Monenb 103BOJISIE BHSBISATH MPUTAMAHHI KOPUCTYBAdy
MACBIZIOMI TOBEIIHKOBI pHCH, TPHUCYTHI Yy PpI3HUX
TICUXOCMOI[IITHAX CTaHaX.

MOJSKH
Hdana crarTs miATOTOBaHa 3aBISKH  TPAHTOBOI
migrpumky  HamiowmamsHoro  @omay  JlocmimkeHb
Vxkpainu, peectpamiitauii HOmep mpoekty 187/0012 Bin
1/08/2024 (2023.04/0012) «Po3pobienus indopmartiitHol

CHCTEMHU ABTOMATHYHOTO BUSIBIICHHS JDKEepe
nesingopmarii Ta HEaBTEHTUYHO1 MOBEIIHKH
KOpUCTYBa4iB 4YariB» 3a KOHKypcoM «Hayka s

3MillHEHHSI 000POHO3aTHOCTI YKpaiHu».
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BEHAVIOR OF CHAT USERS BASED ON NLP AND MACHINE LEARNING METHODS
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ABSTRACT

Context. In the modern digital environment, the spread of disinformation and inauthentic behaviour of users in chat rooms poses
a serious threat to society. Natural language processing and machine learning methods offer effective approaches to detecting and
countering such threats.

Obijective of the study is to develop information technology for automatically detecting the spread of sources of Ukrainian-
language fake news and inauthentic behaviour of chat users, which is built using natural language processing methods and
implemented, based on machine learning technologies.

Method. To implement the project, such feature construction methods as the TF-IDF statistical indicator, the Bag of Words
vectorization model, and part-of-speech mark-up were used. For other experiments, the FastText, W2V, and Glove word2vec
vectorization models were used to obtain vector representations of words, as well as to recognize trigger words (reinforcing words,
absolute pronouns, and “shiny” words). The idea is to find similar messages in terms of text/meaning (lexical/semantical), as well as
analyse the results of the distribution of similar messages in time and space. Complement Naive Bayes, Gaussian Naive Bayes,
HistGradientBoostingClassifier, MultinomialNB and Random Forest were used as the main modelling algorithms to identify sources
of disinformation and inauthentic chat behavior.

Results. This article discusses the development of software for detecting propaganda messages in social networks based on the
analysis of Twitter text data. The main attention is paid to the methods of text pre-processing, data vectorization and machine
learning for message classification. The process of collecting, preparing and cleaning data is described, and various approaches to
training the model and evaluating its effectiveness are considered. 9 experiments were conducted for the selected methods of post-
processing data, vectorization models and modelling algorithms.

Conclusions. The created models show excellent results in recognizing sources of propaganda, fakes and disinformation in social
networks and online media. The best results so far are shown by experiment 5 on the main TF-IDF + Complement Naive Bayes. The
high recall value for class 1 (0.8) means that the model finds positive samples well, but for class 0 it is less effective (0.56). The
correspondingly high precision value for class 1 (0.89) means that most of the samples predicted as class 1 are correct. The low
precision for class 0 (0.38) indicates a large number of false predictions. At the same time, certain anomalies are observed in the
series of experiments (in particular, in experiment 7 based on Glove + Random Forest), which require further research. The results
obtained can be used to further improve the algorithms for detecting sources of disinformation, inauthentic chat behaviour and
malicious content to increase the country’s transparency.

KEYWORDS: disinformation, source of disinformation, way of disinformation dissemination, disinformation dissemination
network, fake, propaganda, natural language processing, stylistic analysis.
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ABSTRACT

Context. The proposed paper relates to the field of cardiac signal processing, in particular, to the segmentation of the cardiac
signal into cardiac cycles, as well as one of the most important features definition used in cardiac diagnosis, the T-wave end.

Obijective. The purpose and object of study is to develop an algorithm for processing the cardiac signal in the presence of
interference that allows the identification of features necessary for diagnosis and, at the same time, does not distort the original signal
as is usually the case when it is processed by band-pass digital filters to exclude interference, which leads to the original signal
distortion and, possibly, loss of diagnostic features.

The proposed Method involves representing the cardiac signal as part of some image contour. Cardiac signal processing
consists first of all in segmentation into cardiac cycles. Usually, R-waves are used to segment the cardiac signal into cardiac cycles,
i.e., the sequence of R-waves in the processed part of the cardiac signal is determined. When determining the R-wave, a model is
used that assumes an increase in the signal followed by a decrease, and the increase (decrease) rate must be greater in absolute value
than a certain predetermined value. For a selected segment of the cardiac signal, the sequence of R-waves is determined at different
resolutions. The answer is the sequence that is repeated for the largest number of resolutions and that is used to segment the cardiac
signal into cardiac cycles. The T-wave model can be represented as a sequence of curved arcs without breaks. In one of the common
cases, the T-wave is determined by the largest maximum of the cardiac signal within the cardiac cycle, following the R-wave. The
end of the T-wave is determined by the first minimum following the already determined maximum for the T-wave. As in the case of
cardiac signal segmentation, the maximum of the T-wave and the T-wave end are determined at different resolutions, and the answer
is considered to be those values that coincide at the largest number of used resolutions.

Results. Algorithms for cardiac signal processing using variable resolution have been developed and experimentally verified,
namely, the algorithm for segmentation of the cardiac signal into cardiac cycles and the algorithm for T-wave end detection, which is
of great importance in cardiac diagnostics. Means of cardiac signal processing, using the proposed algorithms, do not change the
processed cardiac signal, unlike traditional means that use filtering of the cardiac signal, distorting the cardiac signal itself, which
leads to distortion of the processing result.

Conclusions. Scientific novelty consists in the fact that algorithms of cardiac signal processing in the presence of interference
using variable resolution typical of visual perception are proposed.

The practical significance consists in the fact that the means of cardiac signal processing, using the proposed algorithms, do not
change the processed cardiac signal, unlike traditional means that use filtering of the cardiac signal, distorting the cardiac signal
itself, which leads to distortion of the processing result. The use of the presented tools in practical medical practice will lead to an
improvement in the quality of cardiac diagnostics and, as a result, the quality of treatment.

KEYWORDS: cardiac signal, segmentation, cardiac cycles, T-wave end, variable resolution.

ABBREVIATIONS
ECG is an electrocardiogram.

g is a number samples in the “coarse” sample, which
determine the current resolution;

J is a number of “coarse” samples at a given resolu-
tion m;

z; is a value of the “coarse” count j ;

w; is a sample sequence of the “coarse” count j, at a
given resolution m;

m is an one of the the current resolutions;

z(m ={Z(]m)} is a discrete realization of the function

y(x) at a resolution m;
is a sample number

NOMENCLATURE
P-wave is an electrocardiogram element;
Q-wave is an electrocardiogram element;
R-wave is an electrocardiogram element;
S-wave is an electrocardiogram element;
T-wave is an electrocardiogram element;
ST-segment is an electrocardiogram element;
QRS is a complex of three waves — Q, R, S; _
Tpeak and Tend are some T-wave points; i)
(Xi,Yi) is a sample pair number i from a sequence  corresponding to the “coarse” sample j at a resolution m,

that are discrete realization of the function y(x), Which represent Q-wave;

of the sequence I,

representing cardiosignal;
X1=a, X;=h, (a,b) is a domain of signal definition;
I is a number of samples in the domain definition;
{R(e)} is a final list of R-waves;
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i) is a sample number of the sequence I,

corresponding to the “coarse” sample j at a resolution m,
which represent R-wave;
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i{) is a sample number of the sequence I,

corresponding to the “coarse” sample j at a resolution m,
which represent S-wave;

Q is a value of Q-wave at sample ig) :

R is a value of R-wave at sample i) ;

Q is a value of Q-wave at sample ) ;
0 is a predetermined threshold to recognize R-wave;
RM = ir{™, irf™.,..., ir{™M,...is a preliminary an-

swer for R-wave sequence samples at resolution m;
d is a predetermined threshold to recognize T-wave.

INTRODUCTION

The electrocardiogram (ECG) reflects the electrical
activation of the heart and is an important biomedical
signal for determining the functional state of the heart.
The ECG consists of a repetitive sequence of P, QRS and
T waves associated with each heartbeat (Fig. 1). The
detection of QRS complexes in the cardiogram is used to
break it down into a sequence of individual cardiac
cycles, i.e., primary segmentation. After determining the
location of QRS complexes in the cardiogram, this
information can be used to construct ECG-derived
signals, such as amplitude and rhythmograms, or to
further find individual components of the cardiac cycle.

QRs
Complex
p ]
e —
— ST
[ Segment

Sagment

PR Interval

QT Interval

Figure 1 — Cardiac cycle graph image

Various features of the ECG signal are useful for
diagnosing heart disease. Reliable detection of the P and
T waves is more difficult than the QRS waves for several
reasons, including their low amplitude, low signal-to-
noise ratio, amplitude and morphological variability, and
even possible overlap of the P-wave with the QRS
complex. A flattened or negative T wave is interpreted as
a symptom of coronary heart disease. P-wave
prolongation can be used to detect atrial fibrillation.
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Traditionally, the electrocardiac signal is filtered to
exclude interference. Since the frequency parameters of
interference cannot be determined, filtering often leads to
distortion of the electrocardiogram and, consequently, to a
decrease in the quality of diagnostics.

The human visual system processes the visual image
of a cardiac signal almost instantaneously, even in the
presence of interference.

The implementation of variable resolution means
processing an image, in particular an electrocardiac sig-
nal, using a certain number of resolutions. This paper
deals with the development of algorithms for segmenta-
tion and detection of cardiac signal elements using vari-
able resolution.

The subject of study is the processing of electrocar-
diograms as a special case of an image. The proposed
method uses a variable resolution, which should provide
satisfactory results in the presence of interference, without
the use of pre-filtering the electrocardiogram signal. Pre-
filtering with predefined and specified filter parameters is
typical for most electrocardiogram processing methods,
which significantly limits the application in the presence
of interference.

The purpose of the work is to develop an algorithm
for processing an electrocardiogram as a special case of
an image, in particular, to determine the end of the T
wave, which is an important diagnostic factor. Variable
resolution should be used in the development of the algo-
rithm to ensure satisfactory performance in the presence
of interference without using filtering of the electrocar-
diogram signal with predefined and specified filter pa-
rameters.

1 PROBLEM STATEMENT
Let the sequence of measurements of the cardiac

signal be given as (xi Vi).i=1,1; x;=a, x,=b, where (a,b)

is the signal detection domain, | is the number of
measurements in the detection domain.

The first task is to segment the cardiac signal into
cardiac cycles by determining the sequence of R-waves
{R(e)}, (e=1,...,E), where E is the number of R-waves.

The main task is to determine for each cardiac cycle in
the (R(e), R(e+1)), (e=1,...,E-1) interval the number of the
count corresponding to the end of the T-wave, that is, the
minimum signal value immediately following the
maximum signal value for the T-wave.

Commonly used approaches to cardiac signal segmen-
tation, T-wave recognition, and T-wave endpoint detec-
tion involve the use of bandpass filters to eliminate inter-
ference. There is an empirical understanding that useful
ECG signals belong to the frequency range of 0.5Hz —
10 Hz. All frequencies outside of this range are consid-
ered interference. However, it is possible that the interfer-
ence appears in the same frequency range as the useful
ECG signal, as well as for certain parts of the ECG signal,
frequencies greater than 10 Hz are specific. As a result,
the processed signal may be distorted. In this case, either
the ECG signal processing may be refused, or errors in
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cardiac signal processing are possible, and, as a result, it
is impossible to provide the patient with a high-quality
ECG diagnosis.

It is relevant to develop methods and algorithms that
are capable of processing an ECG signal in the presence
of interference without the use of bandpass filters. In par-
ticular, methods and algorithms that use variable resolu-
tion do not affect the signal at all, and the cardiac signal
to be processed.

This paper presents an algorithm for segmenting the
cardiac signal, recognizing T-waves and T-wave end-
points with variable resolution.

2 REVIEW OF THE LITERATURE

Various methods for detecting T- and P-waves can be
found in the literature: Discrete Fourier Transform,
Discrete Cosine Transform, and adaptive filters. The
distinction between P- and T-waves is considered in [1-
3]. An algorithm based on fractional-order digital
differentiation for detecting P- and T-waves is proposed
[4]. A method for detecting monophasic P- and T-waves
is described in [5]. A generalized and robust method for
P-and T-waves detection is described in [6]. The
identification of P-and T-waves based on fuzzy theory is
discussed in [7]. A multi-stage methodology using
wavelet transform is used to determine the P-waves, as
proposed in [8]. The Discrete Wavelet Transform, which
uses the Haar wavelet to detect the peak of the T-waves
and the end of the T-wave, is considered in [9]. A
mathematical model based on T-waves recognition is
proposed in [10]. The classification and identification of T
and P waves based on the support vector method is
discussed in [11]. In recent years, there has been a
significant use of systems based on field programmable
gate arrays for ECG processing [12] and QRS detection
[13].

In [14, 15], the algorithm for detecting P and T waves
implemented in real time is considered. The P and T
waves are identified based on their location in the non-
QRS region and the corresponding T and P waves search
zones are formed. The waves detection algorithm is
divided into two parts, namely, the training period and the
detection period. During the initial training period, the
characteristic of the R-wave, the R-R interval, the polarity
and the maximum slope of the T and P waves are
determined (Fig. 2). If i (point A) is the current reading,
then points B and C correspond to the i-30 and i-60
positions of the readings In Fig. 2 shows the probable
positions A, B, and C located in the T-wave. The point B,
which corresponds to the (i-30th) count, is checked for the
presence of a valid T or P peak after the i-th count. The
slopes of segments BA and BC relative to point B must
correspond to certain predefined values.
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Figure 3 — Determination of the T- wave end (for a monophasic
wave) by calculating the areas of several trapezoids formed by
three fixed points and one moving point (x;, y;). The trend corre-
sponds to the point where the area A is maximized

Paper [16] presents a robust and numerically efficient
method based on two moving average filters developed to
detect P and T waves in electrocardiograms (ECGs). The
algorithm that implements the method detects P-and T-
waves in the presence of interference.

It uses preliminary information about the duration of
the P-and T-waves to make decisions. Bandpass filtering
is applied to eliminate baseline drift and high frequencies.

Detection of T-wave endpoints on an ECG is a basic
procedure for ECG processing and analysis[17,18].

In [19], an algorithm for detecting the end point of the
T-wave on the ECG in the presence of broadband noise
was investigated.

To detect the Tend point, various methods have been
proposed based on: line intersection [20], thresholding by
T-wave amplitude [21], thresholding by the first
derivative of the ECG signal [22], calculating distances
[23], angles [24], and areas [25], correlation with a pattern
[26], mathematical models of the ECG [27], wavelet
transform [28], and other methods. All of them have
certain advantages and disadvantages due to complexity,
computational costs, morphological variations of
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waveforms, sensitivity to noise, and dependence of Tend
on the threshold.

The trapezoidal area method assumes that T-peaks are
found by searching for maxima and local minima in a
window that starts with the previous R-wave peak.

The trapezoidal area method method is based on the
calculation of successive areas of a rectangular trapezoid
with three fixed vertices and one moving vertex: (x;, Yi),
which is shifted under the influence of the signal from
point (X, Ym) to point (x,, y;), and the total area is calcu-
lated. The T-wave is defined as the point where the area A
of the trapezoid is maximized (Fig. 3).

3 MATERIALS AND METHODS

In terms of image processing within the structural
model, the part of the cardiac signal to be processed is
part of a contour that delimits some imaginary object.
Like any contour, the cardiac signal can be described as a
cellular complex with a sequence of 1-cells and O-cells
[29]. Cardiac signal processing consists primarily in
segmentation into cardiac cycles. Usually, R-waves are
used to segment the cardiac signal into cardiac cycles, i.e.,
the sequence of R-waves in the processed part of the
cardiac signal is determined. An R-wave can be
represented by a model (Fig. 4), which is determined by
two events: a rise along the QR line and a fall along the
RS line. The derivative of the rise and fall must be greater
than a certain value of 6 in absolute value.

4000 oR

3000
2000
1000

-1000 Qy ° S
100 200 300 400 500 600 70O
Figure 4 — The R- wave as a sequence of two events: 1) growth
along the QR line; 2) decline along the RS line.
The derivative of growth and decline in absolute value must be
greater than a certain value of 6

Further processing of the cardiac signal is performed
within cardiac cycles. A cardiac cycle is a part of the
cardiac signal between two adjacent R-waves. In
particular, the T-wave is a part of the cardiac cycle
located next to the QRS complex or next to the ST-
segment, which is not always present in the cardiac
signal. The most accurate determination of the T-wave
end is considered particularly important for diagnosis.
The T-wave can be monophasic — one wave is positive or
negative, or biphasic (positive-negative, or vice versa). In
this study, we consider the monophasic positive case. It is
believed that other configurations can be considered as
variants of this basic case. The complexity of determining
the T-wave end increases due to the presence of
interference.
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It should be noted that the T-wave as a detection
object has certain differences from other cardiac signal
objects, in particular, from the R-wave. Usually, contour
objects that are sequences of line segments and curve arcs
have breakpoints in their composition, for example, like
an R-wave. A T-wave, on the other hand, usually does not
contain any breakpoints. Therefore, a T-wave is an object
without any specific points, in particular, without clearly
defined start and end points. Since we are considering the
monophasic positive case, the T-wave is defined by the
following two events:

1. the presence of the first signal maximum after the
R-wave and

2. a minimum or a certain interval following it, the
signal level of which is close to the baseline level.

Determination of R-wave and T-wave features is
complicated by the presence of interference. In the
presence of interference, the events that define the
elements of the cardiac signal are determined using
variable resolution [30].

Thus, the detection of both R-waves and T-waves is
conditioned by the determination of two events
characteristic for each of them.

The proposed algorithm defines a separate event for
the discrete realization of the ECG signal at variable
resolution. That is, two types of events should be defined
—rise and fall — to determine the R-wave, and two types
of events — maximum and minimum — to determine the T-
wave. All types of events must be determined by the
proposed algorithm.

A discrete realization is a sequence of measurement
pairs (Xi,yi),i=1,_|; X1=a, X=b, where (a,b) is the
signal detection domain, I is the number of measurements
in the detection domain.

The definition area is divided into equal intervals, the
values of which are set and changed during the operation
of the algorithm. Each interval contains the same number
of samples g, which determines the resolution The num-
ber J of parts, containing g samples, corresponding to the
function definition domain determines the number of
“coarse” samples at a given resolution. For each of the

parts qj,j:]_,_\], the value of the “coarse” counts

zj=g(wj) is calculated from the sequence of counts

WJ :{yq*(j_1)+1, yq*(j_1)+2,-.., yq*(j—1)+q’ that are part
of this interval. All values of the coarse samples form a
discrete realization of the function z(™ ={z(™}, j=1.J

at a given resolution m, where m=1,M, is the total

number of resolutions used to solve the problem using
this algorithm.

An R-wave is characterized by two events. Event (R1)
is an increase in the signal from the value of Q corre-

sponding to the sample ig) to the value of R correspond-
ing to the sample ). Event (R2) is a decrease in the

signal from the value of R corresponding to the sample
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i) to the value of S corresponding to the sample il

The value of growth and decline (first derivative) by ab-
solute value must exceed a predetermined threshold

R-Q)/GP-if) >0 .and (R-S)/GE-if)) > 6.

The list of sample numbers for R-waves that form a
preliminary answer for resolution m:

RM = ir{™, ir{M.,..., ir(™.... Two preliminary answers
for resolutions m and m + 1 are the same if:

1. The number of R-waves for R(™M s equal to the
number of R-waves for R(™Y, i.e. the lengths of the both

lists are equal.
2 The condition

(RM—q™) <ir(™D < (RM+q™) is fulfilled.
That is, the count number of the R,-wave from the list
R(M+D) corresponds to the count number of the R,-wave

from the list R™™ | if the count number i R(™D of the R-
wave does not differ from the count number i R(M of the

R- wave by more than g™ .

The allocation of the T-wave end immediately follow-
ing the QRS complex is considered on the case of a posi-
tive monophasic T-wave. It should be noted that the
maximum value of the T-wave is the largest after the R-
wave, and the end of the T-wave is determined by the
beginning of the minimum value following the maximum
of the T-wave.

The T-wave is the part of the cardiac cycle following
the ST-segment and is characterized, in particular, by two
events. The event (T,) is defined as the determination of
the maximum signal value in the definition area. Event
(T,) is characterized by the corresponding “exact” count

i) = jxq and the bounds of the cardiac cycle at which

the event was recorded. The event (T2) is defined as the
determination of the minimum signal value within the
current cardiac cycle or one that does not exceed a prede-
termined threshold d, with i>> iy, i.€., the event (T)
occurs significantly after the event (T,).

Next, we present an algorithm for segmenting the
ECG into cardiac cycles and an algorithm for determining
the T-wave endpoints for discrete realization of the ECG
signal at variable resolution.

The main steps of the algorithm are:

1. Determine the number of “coarse” samples J, the
number of resolutions M, and the values of the variables
at the initial resolution m=1.

2. For each value of the resolution m (m=1,...,M), the
lists of events {R;(m)}, {R.(m)} are formed, which de-
termine the list of R-waves — {R(m)}, more precisely the
list of their sample numbers {irm}.

3. Determine the lists of R-waves — {R(m)}, which are
appropriate, that is, the same for the largest number of
resolutions, which form the answer to the final list of R-
wave samples — {R(e)}, (e=1,...,E), more precisely the list
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of their sample numbers {ir®©}, where e is the number of
R-waves in the final list.

4. For each of the cardiac cycles having an inter-
val (ir®,ir®?), (e=1,..,E-1), the maximum signal
value located in the sequence of samples after the QRS
complex at all resolution values is determined. These val-
ues are preliminary answers to the maximum value of the
T wave.

5. For each of the cardiac cycles having an interval
(iR®,irE)  (e=1,..E-1), determine the minimum
signal value (or one that is close to the baseline) located
in the sequence of samples after the maximum value de-
termined in the previous step at all resolution values.
These values are preliminary answers to the end of the T
wave.

6. For each of the cardiac cycles, among the prelimi-
nary responses to the maximum value and the end of the
T-wave, determine those that are appropriate, that is, the
same for the greatest number of resolutions. The obtained
values of the T-wave ends are considered final and a list
of T-wave end values is formed.

4 EXPERIMENTS

In the process of experimental verification of the pro-
posed algorithm using variable resolution, more than 100
fragments of cardiograms were processed, each contain-
ing about 30 cardiac cycles. Although the selected frag-
ments of cardiograms were distorted by noise, no pre-
processing of the cardiac signal, in particular, filtering,
was used. Cardiograms with monophasic T-waves were
selected for the experiment, which does not affect the
generalizability of the results to other types of T-waves.
An example of cardiac signal fragment segmentation in
the presence of interference is shown in Fig. 5. Fig. 6
shows examples the T-waves endpoint determining.

« oo !
T

o
t
T |
o m—(
r—h

Figure 5 — An example of cardiac signal fragment segmentation
in the presence of interference
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Figure 6 — Examples the T-waves endpoint determining
5 RESULTS

Algorithms for cardiac signal processing using vari-
able resolution have been developed and experimentally
verified, namely, the algorithm for segmentation of the
cardiac signal into cardiac cycles and the algorithm for T-
wave end detection, which is of great importance in car-
diac diagnostics.

Means of cardiac signal processing, using the pro-
posed algorithms, do not change the processed cardiac
signal, unlike traditional means that use filtering of the
cardiac signal, distorting the cardiac signal itself, which
leads to distortion of the processing result.

6 DISCUSSION

ECG is most often distorted by noise in the
measurement process and analog-to-digital conversion.
The predominant noise in ECG is baseline wander, power
line noise and electromyogram. Baseline wander is caused
by the patient's movements due to breathing; the
frequency range of baseline wander is usually below 0.5
Hz, which is in the same frequency range of ST segments.
Power line noise is the 50 Hz/60 Hz component caused by
parasitic electromagnetic fields from power lines and
interferes with the analysis of low-amplitude components.
It is necessary to place power lines as far away as possible
or shield them, since improper electrical insulation will
cause such noise. Electromyogram is a signal caused by
muscle activity in the body, its frequency band is in the
range of (5 Hz — 2 kHz) or (1 Hz - 5 kHz), its influence is
difficult to exclude because its frequency band overlaps
with the frequency band of ECG. In addition, there are
other sources of interference due to motion artifacts,
electrode contacts and electronic devices.

There are 4 typical filter processes in an ECG device:
(a) anti-aliasing and upper-frequency cutoff, (b) baseline
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wander suppression and lower-frequency cutoff, (c) line-
frequency rejection, and (d) muscle artifact reduction.

All types of frequency filtering affect the original
cardiac signal to one degree or another, which leads to its
distortion and loss of diagnostic features. At the same
time, when processing the cardiac signal by algorithms
using variable resolution, the original cardiac signal does
not change in principle, all diagnostic features are
preserved, can be identified and used.

Algorithms for cardiac signal processing using vari-
able resolution have been developed and experimentally
verified, namely, the algorithm for segmentation of the
cardiac signal into cardiac cycles and the algorithm for T-
wave detection, which is of great importance in cardiac
diagnostics. The probability of a correct answer for tradi-
tional algorithms using pre-filtering is up to 98%. No er-
rors were found in the experimental validation of the pro-
posed algorithms. This makes it possible to eliminate
distortion of the cardiac signal during ECG acquisition
and improve the quality of cardiac diagnostics.

CONCLUSIONS

The article deals with algorithms of cardiac signal
processing.

Scientific novelty consists in the fact that algorithms
of cardiac signal processing in the presence of
interference using variable resolution typical of visual
perception are proposed.

The practical significance consists in the fact that the
means of cardiac signal processing, using the proposed
algorithms, do not change the processed cardiac signal,
unlike traditional means that use filtering of the cardiac
signal, distorting the cardiac signal itself, which leads to
distortion of the processing result. The use of the
presented tools in practical medical practice will lead to
an improvement in the quality of cardiac diagnostics and,
as a result, the quality of treatment.

Prospects for further research are as follows. It is
supposed to develop tools for selecting all objects of the
cardiac cycle.
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OBPOBJIEHHSA KAPJAIOCUT'HAJTY AJITOPUTMAMM, IO BUKOPUCTOBYIOTH 3MIHHY PO3ALJIbHY
3JATHICTb

KanmuxoB B. I'. — kaHZ. TeXH. HayK, CTapUIMi HAYKOBUIl CHIBPOOITHUK [HCTHTYTY mpoOiieM MaTeMaTHYHUX MAIIWH 1 CUCTEM,
Kuis, Vkpaina.

IMlapunanos A. B. — xanxa. TexH. HayK, 3aBifyBad jabopaTopii Megu4Hoi i Gionoridnoi iHpopMaTruku IHCTHTYTY HpobiIeM Ma-
TEeMaTHYHHUX MamuH i cucteM, Kuis, Ykpaina.

BummneBcbkuii B. B. — kana. TexH. HayK, IPOBIIHUI HAyKOBHI CIiBPOOITHUK [HCTUTYTY pobieM MaTeMaTHYHHUX MAlIMH i CHC-
teM, KuiB, Ykpaina.

AHOTALNIS

AKTYyalIbHiCTh. 3alIpOIIOHOBaHa po0OOTa BITHOCUTHCS 10 00JIaCTi OOPOOKH KapIiOCHTHAJIB, 30KpeMa, 10 CETMEHTaLii Kapaio-
CUTHAJTy Ha CEepIEBi IIMKIH, a TAKOX 0 BU3HAUCHHS OJHI€T 3 HAMBAXIIMBIIINX O3HAK, IO BUKOPUCTOBYETHCS B KapaiOAiarHOCTHUII, —
KiHIs 3yous 7.

Meta. MeToro i 3aBJaHHSIM JOCTIDKEHHS € po3po0Ka aqropuTMy 00poOKM KapAiOCHUTHATy B IPUCYTHOCTI 3aBaj, KU 103BO-
JIsi€ BUAUTMTH HEOOXIIHI IS IarHOCTUKH O3HAKH 1, B TOW K€ 4yac, HE CIIOTBOPIOE BUXIJHUN CUTHAJI, K 1€ 3a3BUYail BiOyBa€ThCS
npH Horo o6poOLi cMyroBUMY IUGPOBUMH (BiTbTPaMK A BUKIIOUSHHS 3aBaJl, 110 HIPU3BOAUTE IO CIIOTBOPEHHS 1 MOXKJIMBOI BTPATH
JIarHOCTHYHHUX O3HAK.

3anponoHOBaHMIT MeTO] NOJIATae y NPEICTABICHHI CEPLEBOr0 CUTHAIY SIK YaCTMHM KOHTYPY NEBHOTO YSBHOTO 300pa’KeHHS.
O0poOKa cepreBoro CHUrHalIy IOJISTae MEepI 3a BCE Y CerMEHTallil Ha cepreBi IUKIN. 3a3Bu4ail R-3y01i BUKOPUCTOBYIOTh IS CET-
MEHTAIlil CepIIeBOr0 CUTHAIY Ha CEPLEBi UK, TOOTO BU3HAYAIOTH MOCIIAOBHICTH R-3yOIIiB B 4aCTHHI CEpIIEBOro CUTHAIY, IO Mif-
nsirae 00po6nenHio. [1pu BuzHadeHHi R-3y0Ist BHKOPHCTOBY€EThCS MOZEINb, KA Nepenbadae 301IbIICHHS] CUTHATY 3 HACTYITHAM HOTO
3MEHILECHHSAM, MPUYOMY IIBHAKICTH 301IbIICHHS (3MEHIICHHS) Ma€e OyTH 3a aOCOIIOTHO BEJIWYHHOI OLIBIIOK, HIX MEBHE 3a/aHe
3HaueHHs. [|y1s1 0OpaHOro cerMeHTa CepleBOro CHrHAILY MOCIHIIOBHICTh R-3yOIiB BU3HAYAETHCS 3 PI3HUMHU PO3IUIBHUMH 31aTHOCTS-
MH. BiImoBifai0 € mociiIoBHICTh, KA MOBTOPIOETHCS [UIA HAWOUIBINOT KiTBKOCTI PO3MUIBHUX 3AaTHOCTEH 3 THX, IO OyJH 3afisHi
JUIsL CETMEHTALlil CepLeBOTrO CUTHAIY Ha cepueBi uukin. Mozenb 7-3y0Ls MOXKHA MPEICTAaBUTHU SK MOCIIIOBHICTh Oy KpUBHUX 0e3
po3puBiB. B oHOMY 3 mommpeHux BUmaaKiB 7-3y0elb BU3HAYAETHCA HAHOUIBIINM MaKCHMYMOM CEPLIEBOTO CHIHAY B MEXax cep-
LIEBOT0 LUKy, HACTYMHUM 3a R-3yOuem. Kinemnp 7-3y0ust BU3HAYAETHCS MEPIIUM MiHIMyMOM, HACTYITHUM 32 BXKE BU3HAUCHHM MaK-
cumyMoM [t 7-3yOnd. Sk 1 y BUMaAKy CerMeHTallii cepleBOro CUTHAITY, MaKCUMyM 7-3yOIst 1 KiHenp 7-3yOIs BU3HAYAIOTHCS MPU
PI3HUX PO3IUILHHUX 3[JATHOCTSX, a BIJIIOBIIII0O BBAKAIOTHCS Ti 3HAYCHHS, SIKI 30irarOThCS MPU HAWOUIBININA KUTBKOCTI PO3AUIHBHUAX
3[JaTHOCTEH 3 THX, IO OyJI BHKOPHCTAHI.

Pe3yabsTaTn. Po3po0ieHo Ta eKclepriMEeHTaIbHO MEepeBIpeHO aIropuTMU 0OpOOIIEHHsT KapAiOCUTHANY, IO BUKOPUCTOBYIOTh
3MIHHY PO3JJIbHY 3JIaTHICTB, a CaMe AJITOPHTM CErMEHTAalil CEepLEeBOro CUTHAIY Ha KapIiOLMKIM Ta ajJrOPUTM BUSIBICHHS KiHILL
3yous T, 1mo Mae BesTMKe 3HAYCHHS B KapioJjOTiYHil JiarHOCTHIN. 3aco0u 0OpOOJICHHS CEpIICBOr0 CUTHAIY, 1[0 BUKOPHCTOBYIOThH
3anpOIOHOBAHI aJrOPUTMH, HE 3MIHIOIOTH 00pOOIeHH KapIioCHTrHAll, HAa BiAMIHY BiJ TpaguUiiiHUX 3ac00iB, sIKi BUKOPUCTOBYIOTh
¢inpTpaLiio CepleBOro CUrHaty, CIIOTBOPIOIOYM CaM CEPLEBHI CUTHAJ, 10 MPU3BONTH 10 CIIOTBOPESHHSI Pe3yJIbTaTy 00pOOICHHS.

BucnoBku. HaykoBa HOBH3HA NOJISITA€ B TOMY, L0 3aPOIIOHOBAHO aJrOPUTMU 0OPOOKHM CEpLIEBOTO CUTHAITY 32 HasBHOCTI Ie-
PEIIKON i3 BUKOPUCTAHHAM 3MIHHOT PO3ALTBHOI 31aTHOCTI, XapaKTEPHOI Il 30pOBOT0 CIpUHHATTS. [IpakTHdHe 3HAYCHHS TOJIATAE B
TOMY, IO 3ac00M 0OpOOICHHS KapAiOCHTHAITY, SIKi BUKOPUCTOBYIOThH 3alPOIIOHOBAHI alTOPUTMH, HE CIOTBOPIOIOTH KapAiOCHTHAI,
mo oOpoOIIoeThCS, Ha BIAMIHY Bifl TpaJAUIiHHKUX 3aC00IB, SIKi BHKOPUCTOBYIOTH (DIIBTPAIiI0 CEPLEBOTO CUTHANTY, IO MPU3BOAUTD I0
CIIOTBOPEHHS pe3yJibTaTy 00poOieHHs. BUkoprcTaHHs NpeICTaBIeHOr0 IHCTPYMEHTAPIl0 B MPAaKTHYHII MeIMYHIN NPAKTHILI IPH3Be-
JIe 10 TIIBUILICHHS SIKOCTI KapAi0JOTiUHOI IarHOCTHKH 1, SIK HACIIIOK, SIKOCTI JIIKyBaHHS.

KJIIOYOBI CJIOBA: xapaiocursai, cerMeHTalisi, KapAiOUUKIH, KiHelb 3yous 7, 3MiHHA pO3/iibHA 30aTHICTb.
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ABSTRACT

Context. The development and enhancement of methods for evaluating software accessibility is a relevant challenge in modern
software engineering, as ensuring equal access to digital services is a key factor in improving their efficiency and inclusivity. The
increasing digitalization of society necessitates the creation of software that complies with international accessibility standards such
as ISO/IEC 25023 and WCAG. Adhering to these standards helps eliminate barriers to software use for individuals with diverse
physical, sensory, and cognitive needs. Despite advancements in regulatory frameworks, existing accessibility evaluation methodolo-
gies are often generalized and fail to account for the specific needs of different user categories or the unique ways they interact with
digital systems. This highlights the need for the development of new, more detailed methods for defining metrics that influence the
quality of user interaction with software products.

Obijective. Building a classification and mathematical model and developing accessibility assessment methods for software based
on it.

Methods. A method for assessing the quality subcharacteristic “Accessibility”, which is part of the “Usability” quality character-
istic, has been developed. This enabled the analysis of a website’s inclusivity for individuals with visual impairments, and the formu-
lation of specific recommendations for further improvements, which is a crucial step toward creating an inclusive digital environ-
ment.

Results. Comparing to standardized approaches, a more detailed and practically oriented accessibility assessment methodology
has been proposed. Using this methodology, an analysis of the accessibility of the main pages of Vasyl Stefanyk Precarpathian Na-
tional University’s website was conducted, and improvements were suggested to enhance its inclusivity.

Conclusions. This study presents the development of a classification and mathematical model, along with an accessibility as-
sessment methodology for websites based on the ISO 25023 standard, and an analysis of the main pages of the university’s web por-
tal. The identified quantitative accessibility indicators enable an evaluation of the web resource’s compliance with modern inclusivity
requirements and provide recommendations for its improvement.

The scientific novelty of this research lies in the development of assessment methods for the “Accessibility” quality subcharacter-
istic by introducing new subproperties and attributes of software quality, based on clearly defined metrics specifically adapted for
evaluating the accessibility level of digital products for individuals with visual impairments. This approach ensures a more precise
and objective determination of web resources’ compliance with inclusivity requirements, contributing to their effectiveness and us-
ability for this user group.

The practical significance of the obtained results lies in their applicability for objectively evaluating the accessibility of software
products and web resources.

KEYWORDS: accessibility, inclusivity, quality subproperty, quality attribute, perceptiveness, operability, understandability, lo-
calization.

ABBREVIATIONS Buac_1.G isanumber of functions implemented,
ISO is an International Organization for Standardization; X : “ ”
' is a “Supported languages adequac
IEC is an International Electrotechnical Commission; UAC-2-S PP guag quacy

DSTU is a National Standard of Ukraine; quality property;
WCAG is a Web Content Accessibility Guidelines. Auac-2-s Is a number of languages actually
supported;
NOMENCLATURE Buac_2—s is a number of languages needed to be
Xuac-1-¢ Is an “Accessibility for users with  supported;
disabilities” quality property; Xuac-111-¢ Is an “Alternative text” quality

Ayac_i_c 1s a number of functions successfully used attribute;

by the users with a specific disability;
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Auaca11-cg s a number of multimedia elements

with meaningful text alternatives;
Buac-111-¢ IS a total

elements in the system;
Xuac-1.1.2-c s a “Color contrast” quality attribute;

AUac-1.12-cg IS acontrast level;
Buac-1.12-g is atotal number of elements;
is a number of elements that meet the

number of multimedia

B +
UAC-1.12-G
following conditions: contrast level > 4.5:1 for main text
and > 3:1 for auxiliary text;
Xuac-1.13-c IS a “Subtitles and audio descriptions”
quality attribute;
AUac-1.13-c IS a number of videos with subtitles or

audio descriptions;

Buac113-g is a total number of videos in the
system;

Xuac_121-¢ IS a “Keyboard navigation” quality
attribute;

Auaca21-g 1S a number of interactive elements
accessible via keyboard navigation;

Buac121-g IS a total number of interactive
elements in the system;

Xuac-122-g IS a “Structured navigation” quality
attribute;

Auac_122-c represents presence or absence of

breadcrumbs (1 if present, O if absent);

Buac_122-g isanumber of skipped heading levels;

Cuac-1.2.2-c Is atotal number of titles;

Xuac-131-¢ 1S a “Clear instructions” quality
attribute;

Auac-131-¢ IS a number of instructions rated as
clear;

Buac_13.1-g IS a total number of instructions;

Xuac-13.2-c Isa “Input assistance” quality attribute;

AUac-132-c s anumber of fields with autocomplete

or hint functions;
Buac132-g is a total number of fields that could

have autocomplete or hint functions;

Xuac-133-g IS a “Correct input support” quality
attribute;

AUac-133-g IS a number of forms with error
messages;

Buac_133.g is a total number of forms in the
system;

XUAC-1.1-G is a “Perceptiveness”  quality
subproperty;

Wyuac-1.1.1-g IS a weight of “Alternative text” quality
attribute;
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Wyac-1.12-c IS a weight of “Color contrast” quality
attribute;

Wyac-113-g IS a weight of “Subtitles or audio
descriptions” quality attribute;

Xuac-1.2-c IS an “Operability” quality subproperty;

Wuac-121-g IS @ weight of “Keyboard navigation”
quality attribute;

WUAC-1.2.2-G
quality attribute;

is a weight of “Structured navigation”

Xuac-13-g IS a “Understandability” quality
subproperty;

Wyuac-131-¢ 1S a weight of “Clear instructions”
quality attribute;

Wyac132-c IS a weight of “Input assistance”
quality attribute;

Wyuac-133-g IS @ weight of “Correct input support”

quality attribute;
Xuac-2.1-s 1 a “Localization” quality subproperty;

W, is weight of state language;
Auac_2.1-s represents presence of the state language;

W; is a weight of English language;

Buac_21-s represents presence of the English
language;

ws is a weight of popular European languages;

Cuac—21-s represents presence of one of the popular
European languages

w, is weight of other languages;

Duac—21-s represents presence of other languages;

Wyac-1.1-Gg 1S a weight of “Perceptiveness” quality
subproperty;

Wyuac_12-c IS a weight of “Operability” quality
subproperty;

WUAC -1.3-G
quality subproperty;

Wyac-2.1-s 1S a weight of “Localization” quality
subproperty;

Wyuac_1—g IS a weight of “Accessibility for users with
disabilities” quality property;

Wyac_o—s IS a weight of “Supported languages
adequacy” quality property.

is a weight of “Understandability”

INTRODUCTION

The development and assessment of software products
in today’s environment require consideration of a wide
range of characteristics that define their quality. Among
these, the subcharacteristic “Accessibility” is one of the
most critical, as it determines how easily a software sys-
tem can be used by the broadest possible range of users.

Accessibility is particularly relevant in the context of
increasing focus on inclusivity, as ensuring that software

OPEN 8 ACCESS




p-ISSN 1607-3274 PanioenextpoHnika, indpopmatrka, ynpasninss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

products can be used by individuals with diverse physical,
sensory, and cognitive needs not only promotes social
equity but also expands the potential user base [1].

According to the 1SO 25023 standard [2], the assess-
ment of software product quality is based on metrics that
quantitatively reflect their efficiency, usability, and acces-
sibility.

The accessibility criterion for users with disabilities
determines how successfully individuals with specific
physical, cognitive, or sensory limitations can complete
tasks within a system. The level of accessibility is meas-
ured as the ratio of successfully utilized functions to the
total number of implemented functions. This approach
provides an objective assessment of a system’s usability
for users with various disabilities. At the same time, ap-
plying this criterion highlights the need to consider the
diverse requirements of individuals with different types of
impairments, as their needs can vary significantly. For
instance, users with sensory impairments may require
enhanced visual elements, while those with physical dis-
abilities may prioritize adaptive system functionalities to
improve interaction.

The system’s compliance with users’ language support
needs is assessed by evaluating the level of language sup-
port, which is determined as the proportion of actually
supported languages relative to those required for effec-
tive use. The language support metric is crucial for evalu-
ating the internationalization of a software product, par-
ticularly in multilingual regions or among users with di-
verse linguistic preferences. It helps determine how well
the system accommodates linguistic diversity and whether
it can provide a seamless user experience in a multilingual
environment.

Although these metrics provide fundamental guide-
lines for assessing system quality, their application often
encounters limitations due to their generalized nature.
They do not always account for the specific use cases or
the unique operating conditions of the software. This
highlights the need for their expansion and refinement to
better address users’ specific needs and usage contexts.
Such an approach would enable a more objective and ef-
fective accessibility evaluation, ultimately improving the
overall quality of the software product.

The object of this study is the process of evaluating
software accessibility.

The subject of the study is the methods for determin-
ing the qualitative assessment of accessibility.

The aim of this work is to develop a classification and
mathematical model and, based on it, design methods for
evaluating software accessibility.

1 PROBLEM STATEMENT
The problem of modeling software accessibility indi-
cators for individuals with visual impairments is consid-
ered.
Let the subcharacteristic “Accessibility”, in accor-
dance with the ISO 25023 standard [2], include the qual-
ity attribute “Accessibility for users with disabilities”
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(UAC-1-G), which defines the extent to which potential
users, including those with impairments or disabilities,
can successfully use a software system or product. This
quality attribute ensures that users with visual, auditory,
motor, or cognitive impairments can complete their tasks
within the system, potentially with the aid of assistive
technologies. As specified in [2], this quality attribute is
determined using the following formula:

X _ Auacic
UAC-1-G ===
UAC-1-G

o))

However, the methodology for determining parameter
Auac_1—g is not provided in standard [2].

The second component of the “Accessibility” sub-
characteristic is the quality attribute “Supported languages
adequacy” (UAC-2-S). This attribute evaluates the issue
that users often encounter operational errors when at-
tempting to use software in a language different from
their native one. Misinterpretation of descriptions and
messages leads to a decrease in accessibility. According
to [2], this quality attribute is determined using the fol-
lowing formula:

XuAc-2-s = Q‘Mé- (2)
UAC—2—S

The methodology for determining parameter
Buac_2—s is not provided in standard [2] as well.

The following tasks are to be addressed: 1) the devel-
opment of a classification and mathematical model of
software accessibility indicators by introducing a new
group of indicators — quality attributes — based on which
the parameters Ajac_1_g and Byac_o_s can be deter-

mined; 2) the development of methods for qualitative
assessment of accessibility; 3) the validation of the pro-
posed methodology using the example of a university web
portal.

2 REVIEW OF THE LITERATURE

This study focuses on users with visual impairments,
as they represent the most active group among individuals
with disabilities using the internet [3]. The further analy-
sis centers on adapting the 1ISO 25023 standard [2] for
accessibility evaluation and expanding its metrics to bet-
ter address the needs of this user category.

Currently, software quality assessment according to
ISO 25010 [4] is conducted based on the quality proper-
ties defined in 1SO 25023 [2]. This process involves
evaluating quality characteristics and subcharacteristics,
which collectively contribute to the overall assessment of
a software product’s quality. Specifically, 1ISO 25023 [2]
provides a set of measures that enable the quantitative
evaluation of software quality. The application of metric
analysis methods in this process allows for the calculation
of numerical metric values that describe the degree to
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which a software product meets defined requirements.
According to 1SO 24765 [5], a metric is defined as a nu-
merical measure of the extent to which a product pos-
sesses a specific property, making it a crucial tool in the
quality assurance process.

The existing standardized criteria for evaluating qual-
ity properties, as outlined in [2], lack a sufficient meth-
odological framework for assessment. Specifically, stan-
dard [2] provides formulas for determining various qual-
ity properties and descriptions of formula parameters but
does not include clear methodologies for their determina-
tion. This also applies to the “Accessibility” subcharacter-
istic. Additionally, the document does not define any cri-
teria for establishing weighting coefficients for quality
metrics.

Study [6] initiated research aimed at improving stan-
dardized methodologies for software quality assessment.
The applied aspects of software quality assessment meth-
ods are presented in studies [7-9]. These works provide
examples of the practical validation of software quality
assessment methodologies and qualitative evaluation of a
web forum, thereby demonstrating the effectiveness of the
developed approaches.

An essential component of the methodology for
evaluating software quality measures is the determination
of weighting coefficients. One such method is presented
in study [10]. It is based on expert evaluation of quality
measures and includes tools for verifying the accuracy
and reliability of expert decisions. The method described
in [10] served as the foundation for the weighting coeffi-
cient determination methodology (significance levels) for
software quality metrics, including characteristics, sub-
characteristics, and quality attributes.

Based on the analysis of existing software quality
evaluation methods, it was determined that, despite the
availability of a developed methodology for assessing
software quality, including methods for determining
weighting coefficients, the primary drawback is the ab-
sence of methods for defining specific quality attributes,
which represent the lowest level of software product qual-
ity metrics.

As a result, this work presents the development of a
method for evaluating one of the quality subcharacteris-
tics, “Accessibility”, along with its constituent quality
attributes: “Accessibility for users with disabilities” and
“Supported languages adequacy”.

3 MATERIALS AND METHODS

An effective accessibility assessment will ensure the
inclusivity of the system, making it intuitive and func-
tional for the widest possible range of users.

By breaking down the quality attributes of the “Acces-
sibility” subcharacteristic into subproperties, four key
subproperties have been identified:

— perceptiveness (UAC-1.1-G);

— operability (UAC-1.2-G);

— understandability (UAC-1.3-G);

— localization (UAC-2.1-S).
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This approach enables a more detailed examination of
various aspects of accessibility that directly impact the
ability of users with disabilities to successfully interact
with the system.

“Perceptiveness” is critical for ensuring accessibility,
as users with visual or hearing impairments rely on text
alternatives, color contrast, subtitles, and audio descrip-
tions to effectively perceive information.

“Operability” defines how well the interface can be
used with different input methods, including keyboard,
mouse, and assistive devices, which is especially impor-
tant for users with motor impairments.

“Understandability” is fundamental to creating an in-
clusive experience, as it ensures clarity of instructions,
accessibility of error correction features, and support for
proper data input, reducing cognitive load.

“Localization” ensures the adaptation of textual con-
tent and interface elements to the linguistic and cultural
characteristics of users, enabling diverse audiences to
interact effectively with the web resource. This is espe-
cially relevant in multilingual environments, where accu-
rate translation and proper content structure play a key
role in information perception and comprehension.

These quality subproperties were identified as priori-
ties due to their direct impact on users’ ability to success-
fully complete tasks within the system. They reflect the
fundamental principles of accessibility outlined in stan-
dards such as WCAG [11] and ISO 25023 [2], allowing
for a more detailed examination of aspects that pose the
greatest challenges for users with specific limitations.

Let’s take a closer look at each subproperty, starting
with “Perceptiveness”, one of the most critical aspects
influencing how users perceive information.

The first critically important quality attribute is “Al-
ternative text” (UAC-1.1.1-G), which defines the propor-
tion of images that have correct textual descriptions. The
formula for calculating this indicator is as follows:

_ Auac-111-6
XUACA111-G = o~ (3)
Buac-1.1.1-G

The second quality attribute is “Color contrast”
(UAC-1.1.2-G), which evaluates the compliance of text-
to-background contrast levels with established require-
ments. The formula for calculating this indicator is as
follows:

Z('AUAC—LLZ—Gi : BUAC—l.l.Z—Gi+)

Xuac-112-6 == )

> (Auac-1.12-6i Buac-112-Gi)

i=1

The final parameter of perceptiveness is “Subtitles and
audio descriptions” (UAC-1.1.3-G), which assesses the
proportion of video content that includes subtitles or au-
dio descriptions, focusing on the accessibility of multime-
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dia content for users with visual impairments. This pa-
rameter is determined using the following formula:

_ Auac1136
XUAC-113-G =5 (5)
Buac-1.13-G

The next accessibility subproperty is “Operability”
(UAC-1.2-G), which evaluates how easily users can inter-
act with the interface using different input methods, such
as a keyboard or mouse. This subproperty is critical for
ensuring accessibility for users with visual impairments,
who often rely on the keyboard as their primary naviga-
tion tool.

To evaluate the proportion of interactive elements that
are accessible via keyboard navigation, the quality attrib-
ute “Keyboard navigation” (UAC-1.2.1-G) is introduced.
This attribute is calculated using the following formula:

_ Auac-121-6
XUAC-1.21-G = B o (6)
UAC-1.2.1-G

The second quality attribute is “Structured navigation”
(UAC-1.2.2-G). This parameter evaluates the proportion
of pages with well-structured navigation, such as bread-
crumbs, and a clear heading hierarchy, and is described
by one of the following formulas:

Xuac-122-6 =05 - Ayaca226 +

+0'5{1_ Buac-1.2.2-6 ) Y
Cuac-1.2.2-G

or

Buac-1.22-G
Cuac-1.22-6

(®)

Xuac-1.22-6 =1-

The variable A takes a value of 1 or 0, depending on
the presence or absence of breadcrumbs, respectively.
Formula (7) is used if the page is located at a deep hierar-
chical level; otherwise, Formula (8) is applied.

The third identified subproperty of “Accessibility” is
“Understandability”, which evaluates how easily users
can comprehend information and interface elements. This
subproperty is critical for ensuring intuitive interaction
with a website, particularly for users with visual impair-
ments or cognitive disabilities. A clear and well-
structured interface reduces errors, improves system us-
ability, and enhances the overall user experience for a
diverse audience.

To evaluate the clarity of form-filling instructions, we
define the quality attribute “Clear Instructions” (UAC-
1.3.1-G). This attribute analyzes whether users are pro-
vided with clear, specific, and understandable guidelines
for completing forms. It is determined using the following
formula:
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_ Auac13i1-6
XUAC-13.1-G = B tar 9)
UAC-1.3.1-G

The next “Understandability” attribute is “Input Assis-
tance” (UAC-1.3.2-G), which evaluates the proportion of
forms that include features to prevent or correct input
errors. These features include autofill, interactive hints,
real-time data validation, and format input notifications.
This quality attribute is designed to reduce errors and en-
hance user interaction with forms. It is calculated using
the following formula:

_Auac132G

Xuac-132-G = BuAC 1326 (10)

Another quality attribute of the “Understandability”
subproperty is “Correct input support” (UAC-1.3.3-G),
which evaluates the presence of functional error messages
that help users identify and correct mistakes when enter-
ing data into forms. This attribute is determined using the
following formula:

_ Auac133-c

XUAC-133-G = BuAc 133G (11)
UAC—1.3.3—

The next step is to calculate the values of the quality
subproperties.

The “Perceptiveness” subproperty is determined based
on the quality attributes “Alternative Text”, “Color con-
trast” and “Subtitles and audio descriptions” weighted by

their respective weighting coefficients:

XuAac-1.1-6 =Wyac-1.11-G6 - Xuac-1.1.1-6 +
+Wyac-1.1.2-G6 - Xuac-1.12-6 + (12)

+WyAC-1.1.3-G - XUAC-1.1.3-G-

The “Operability” subproperty is determined based on
the quality attributes “Keyboard navigation” and “Struc-
tured navigation”, weighted by their respective weighting
coefficients:

Xuac-1.2-6 =Wyac-12.1-G - Xuac-121-G +

(13)
+Wyac-1.22-G " XUAC-1.2.2-G-

The “Understandability” subproperty is determined
based on the quality attributes “Clear instructions”, “Input
assistance” and “Correct input support” weighted by their
respective weighting coefficients:

XUAC-1.3-G6 =WUAC-1.3.1-G * XUAC-1.3.1-G +
+Wyac-13.2-6 - Xuac-132-6 +
+WyaC-1.33-G - XUAC-1.33-G-
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The “Localization” subproperty (UAC-2.1-S) is in-
cluded as part of the “Supported languages adequacy”
quality attribute. It measures the number of available lan-
guage versions of the interface and is determined using
the following formula:

XuAc-2.1-s =Wi * Ayac—2.1-s *Wo - Byac—2.1-s +

15
+W3-Cyac-2.1-5 W -Dyac-21-s- (%)

To evaluate “Localization” the weighting coefficient
method is applied, which assigns significance to each
language based on the linguistic environment of the coun-
try where the website was developed, as well as the re-
source’s target audience in international markets.

In this study, the evaluation of the “Localization” sub-
property is based on weighting coefficients specifically
determined for a Ukrainian website. These coefficients
take into account Ukraine’s linguistic context, where
Ukrainian is the primary language, English serves as an
international communication medium, and German and
French are among the most widely spoken languages in
Europe. This approach ensures that the model is adapted
to real-world conditions and meets the needs of the target
audience. Thus, Ukrainian has the highest weighting coef-
ficient (0.6) as it is the state language for the target audi-
ence. English is assigned a coefficient of 0.2 due to its
importance as an international language of communica-
tion. German and French each have a coefficient of 0.08,
reflecting their relevance for European users where these
languages are widely spoken. Other languages receive the
lowest coefficient (0.04), as they cover less significant
audience segments.

The  indicators  Ayac21s.  Buac-21s.
CUAC—Z.l—S s DUAC—Z.l—S take a value of 1 if the corre-
sponding language is available on the website and 0 if it is
absent.

The quality attribute values are derived from their re-
spective subproperties, weighted by their corresponding
weighting coefficients.

The “Accessibility for users with disabilities” attribute
is determined using the following formula:

XuAac-1-6 =Wyac-1.1-G - XuAc-1.1-6 +
*+Wyac-12-G6 - Xuac-12-6 +
+Wyac-13-G - XUAC-1.3-G-

(16)

The “Supported languages adequacy” attribute is de-
termined using the following formula:

Xuac-2-s = WUAC-2.1-5 - XUAC-2.1-S- 17

The integral measure of the “Accessibility” quality

subcharacteristic is determined as the sum of the products

of each metric’s value and its corresponding weighting
coefficient:
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Xuac =Wyac-1-G - Xuac-1-G6 +

18
+Wyac-2-s - Xuac-2-s- (8

The integral indicator provides an assessment of the
overall compliance of the university web portal with
modern inclusivity requirements.

For a clearer representation of the structure of accessi-
bility indicators, Figure 1 presents a classification model
illustrating the distribution of key quality attributes, sub-
properties, and properties. This model visually highlights
the essential aspects of web accessibility described earlier.

ACCESSIBILITY
UAC

Figure 1 — Classification model of accessibility measures

A comprehensive approach to accessibility evaluation,
covering perceptiveness, operability, understandability,
and localization, enables a detailed analysis of all key
aspects of user interaction with a web resource. The use
of quantitative indicators and weighting coefficients en-
sures an objective assessment, allowing not only to de-
termine the current level of compliance with accessibility
standards but also to develop specific recommendations
for improvement.

Thus, the proposed evaluation system not only reflects
the overall level of accessibility but also helps identify the
most problematic areas that require improvement. This
contributes to enhancing the user experience for individu-
als with diverse needs, making the web portal more inclu-
sive and user-friendly.

4 EXPERIMENTS

The methods developed in this study were applied to
assess the accessibility of the website of Vasyl Stefanyk
Precarpathian National University. University portals play
a crucial role in providing access to information and ser-
vices for a wide audience. Therefore, the website must be
clear and user-friendly not only for students and faculty
but also for prospective applicants, parents, international
partners, and individuals with disabilities.

The accessibility of a web resource ensures equal ac-
cess to educational materials, registration services, and
general university information. Additionally, it enhances
the institution’s reputation, demonstrating its commitment
to inclusivity and openness. In today’s digital environ-
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ment, compliance with accessibility standards is not only
a technical necessity but also a social imperative.

Next, the user interaction with key pages of the uni-
versity website was evaluated.

Some accessibility metrics can be assessed more effi-
ciently using automated tools and methodologies, which
help streamline the evaluation process and provide objec-
tive results quickly [12]. For example, the Image Alt
Checker service was used to analyze the alternative text
of images (Figure 2), significantly reducing the workload
involved in manual verification [13]. The color contrast
assessment was conducted using the WCAG Contrast
Checker extension (Figure 3), which automatically detects
problematic elements on a page and ensures compliance
with accessibility standards [14].

Image Alt Text Checker

URL

Total Images Duplicate Alt Tags

47 Underscons 40 0
29 s

Fiée Mames with Alt Tags Missing

with missing alt Images with duplicate ol

Figure 2 — Analysis results of the university website’s homepage
using the Image Alt Checker Service
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Figure 3 — Usage of the WCAG Contrast Checker plugin for
color contrast evaluation
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5 RESULTS
After calculating the values of each individual acces-
sibility metric, their contribution to the overall assessment
was determined through expert analysis. The expert
evaluation method was used to establish weighting coeffi-
cients based on the importance of each quality indicator in
shaping the overall accessibility level of the web resource.
To ensure clarity and ease of further calculations, the
obtained values and weighting coefficients are presented
in Table 1, allowing for a clear visualization of each met-

ric’s contribution to the final result.
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Table 1 — Quality measures and their weights

1D Value Weight
j X Wj
Quality attributes
UAC-1.1.1-G 0.15 0.3
UAC-1.1.2-G 0.99 0.3
UAC-1.1.3-G 0 0.4
UAC-1.2.1-G 1 0.6
UAC-1.2.2-G 0.47 0.4
UAC-1.3.1-G 1 0.4
UAC-1.3.2-G 0 0.3
UAC-1.3.3-G 0.83 0.3
Quality subproperties
UAC-1.1-G 0.342 0.3
UAC-1.2-G 0.788 0.3
UAC-1.3-G 0.649 0.4
UAC-2.1-S 0.8 1.0
Quality properties
UAC-1-G 0.5986 0.6
UAC-2-S 0.8 0.4
Quality subcharacteristic
UAC | 067916 |

Based on the data presented in Table 1, several rec-
ommendations can be made to improve the accessibility
indicators of the Vasyl Stefanyk Precarpathian National
University website. Key areas for improvement include
the “Subtitles and audio descriptions” and “Input assis-
tance” attributes, which have zero values, indicating a
lack of implementation and the need for significant en-
hancement. The “Alternative text” attribute has a low
value of 0.15, suggesting that many images lack proper
descriptions. The “Structured navigation” attribute has a
value of 0.47, meaning improvements in page hierarchy
and breadcrumb navigation would be beneficial. Several
quality attributes already meet high accessibility stan-
dards, with values either equal to 1 or close to 1 (0.99 and
0.83), indicating no immediate need for refinement. In-
creasing the numerical values of the weaker quality at-
tributes will, in turn, improve the values of subproperties,
properties, and the overall “Accessibility” subcharacteris-
tic of the website.

For a more precise analysis, it is necessary to interpret
the results based on a defined scale that classifies the level
of accessibility and establishes minimum acceptable com-
pliance thresholds. The scale, shown in Figure 4, is used
for this purpose. This scale is developed based on Fibo-
nacci numbers (the “golden ratio™) and enables the deter-
mination of the quality level of the evaluated software
product. This scale ensures objectivity in assessment by
allowing results to be classified as “very poor”, “poor”,
“satisfactory”, “good”, or “excellent”. It also defines the
minimum acceptable values, which are crucial for deter-
mining whether the web resource meets modern accessi-

bility standards.
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I

Excellent

0,618 +——

Good

0,382 +—

Satisfactory

0,236 —

Poor

0,146 =~

Very poor

0 —
Figure 4 — Quality level scale for software products

According to the presented scale, the obtained overall
accessibility assessment value of ~0.68 falls within the
“excellent” range, indicating a very high level of accessi-
bility.

6 DISCUSSION

The developed mathematical model and accessibility
evaluation methods demonstrate significant potential for
analyzing and improving web resources in accordance
with modern inclusivity standards.

Introducing new parameters into the subproperties of
the “Accessibility” subcharacteristic allows for a more
detailed assessment of this metric’s quality.

The use of the proposed metrics enables a quantitative
evaluation of accessibility at different stages of a software
product’s lifecycle, contributing to its improvement and
enhancing the user experience.

The proposed methodology takes a systematic ap-
proach to analyzing web resources, focusing on key as-
pects of user interaction for individuals with disabilities.

Implementing the developed evaluation scale not only
helps determine a website’s compliance with modern ac-
cessibility requirements but also identifies specific areas
that require improvement.

CONCLUSIONS
As a result of analyzing existing standardized accessi-
bility evaluation metrics, it was found that while these
metrics serve as a foundation for determining accessibility
levels, they do not fully reflect real-world usage condi-
tions and user needs due to their generalized approach.
This highlights the necessity for further refinement and
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adaptation to enable more precise evaluation of specific
digital products.

A classification and mathematical model was devel-
oped, and based on them, methods for evaluating software
accessibility were designed.

The scientific novelty of this study lies in the devel-
opment of evaluation methods for the “Accessibility”
quality subcharacteristic by introducing new subproper-
ties and quality attributes for software products. These are
based on clearly defined metrics specifically adapted to
assess the accessibility level of digital products for users
with visual impairments. This approach ensures a more
precise and objective assessment of web resources’ com-
pliance with inclusivity requirements, enhancing their
effectiveness and usability for this user group.

An accessibility assessment was conducted for the
main pages of the Vasyl Stefanyk Precarpathian National
University website, allowing for an evaluation of its com-
pliance with the expanded requirements of 1ISO 25023 [2].
The analysis covered key aspects such as content percep-
tiveness, interface operability, information clarity, and
localization. The application of the proposed methodol-
ogy not only enables an assessment of the current state of
website accessibility but also provides practical recom-
mendations for its improvement.

The practical significance of the obtained results lies
in their application for objective accessibility evaluation
of software products and web resources. This contributes
to improving quality, ensuring compliance with interna-
tional standards such as 1ISO 25023 [2] and WCAG [11],
and promoting inclusivity, thereby expanding the user
audience, including people with disabilities.
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METOIU OUIHKU JOCTYINHOCTI NIPOI'PAMHUX IMPOAYKTIB
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AHOTAULIA

AkTyaiabHicTb. Po3po0Oka Ta BIOCKOHAJEHHS METOMIB OLIHIOBAHHS OCTYIMHOCTI MpPOTPAaMHHUX MPOAYKTIB € aKTYyalbHOIO
3a7a4elo Cy4acHOi IIPOrpaMHOI iHKeHepil, OCKIIbKY 3a0e3IeYeHHs PiIBHOTO JOCTYILy 0 HU(POBUX CEPBICIB € KIFOUYOBHM (HaKTOPOM
iABUIIEHHS TXHBOI €(EeKTHUBHOCTI Ta IHKIIO3MBHOCTI. 3pocTaioua IHQPOBi3alis CyCIIbCTBA BHMAara€ CTBOPEHHS IIPOTPaMHOTO
3a0e3IeyeHHs], IKe BiIOBiqae M>KHAPOAHUM cTaHxapTaMm aoctynHocti, Takum sk |SO/IEC 25023 ta WCAG. 1le no3Bosisie ycyBatu
Oap’epy y BHKOPHUCTaHHI IPOrPaMHUX MPOIYKTIB JIIOABMH 3 Pi3HUMHU (Ii3HYHUMH, CEHCOPHHMH Ta KOTHITMBHHMHM IOTpeOamu.
HesBakaloun Ha pO3BUTOK HOPMATHUBHHMX JOKYMEHTIB, ICHYIOUi METOJMKH OLIHIOBaHHS IOCTYIHOCTI YacTO MalOTh y3arallbHCHUH
XapakTep i He BPaxOBYIOTh crienudiuHi moTpedu pi3HHX KaTeropii kopucryBadiB, abo ocobmuBOCTi iX B3aemomii 3 HUPPOBHUMU
cucreMami. Lle cTBOproe HEOOXiTHICTH PO3POOKH HOBHUX, OLTBII I€TaNi30BaHUX METO/IB BU3HAYCHHS IMOKA3HHKIB, SKi BIUTMBAIOTH HA
SIKICTH B3a€EMO/Ii1 KOPHCTYBAayYa i3 MPOrPaMHUM MIPOILYKTOM.

Merta. [loOGynoBa knacudikamiiiHoi Ta MaTeMaTHYHOI MoOJIeNi i po3poOka Ha i OCHOBI METOIIB OI[IHFOBAHHS JOCTYITHOCTI
IIPOTPaMHOTO 3a0€3MEeUCHHS.

Metomn. Po3poOieHO MeTOx OLIHKHM MiAXapaKTePUCTHKU SIKOCTi «/lOCTYIHICTB», sSKa BXOJMTH JIO0 CKJIANy XapaKTePUCTHKH
SIKOCTI «3py4HICTh BUKOPHCTAHHS», 110 JAJI0 MOXKIMBICTh BUKOHATH aHAJi3 BeOCAiTy Ha MpeaMeT iHKIIO3UBHOCTI Ut ocib 13 Baja-
MH 30py Ta Ha HOro OCHOBI C(OPMYIIOBATH KOHKPETHI PEKOMEHIALIT IS MOJaIbIIOr0 BAOCKOHAIEHHS, 110 € BKIIUBHUM KPOKOM Y
HaIpsIMKY CTBOPEHHS 1HKJIFO3UBHOTO LIU(POBOTO CEPEIOBHILA.

Pe3ynbraTH. 3anponoHOBaHO OiNbLI [eTali3oBaHy Ta MPAKTUYHO OPIEHTOBaHY METOIHMKY OL[HIOBaHHS [TOCTYIHOCTI, Y
MOPIBHAHHI 13 CTaHAAPTU30BAHUMH METOIUKAMH. BHKOPUCTOBYIOUH pO3pOOJIEHYy METOOMKY 3AIHCHEHO aHami3 IOCTYIHOCTI
OCHOBHHX CTOpiHOK BeOcaiiTy IlpmkapmaTchkoro HaIiOHaJBHOTO YHiBepcHTeTy iMeHi Bacwins CredaHmka Ta 3amponoHOBaHO
BIIOCKOHAJICHHSI BEOCANTY JUIS MiIBUIICHHS HOTO 1HKITFO3UBHOCTI.
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BucHoBkHu. Y naHoMy IOCIHi/KEHHI BUKOHAHO IOOYI0OBY KiacugikaniiiHoi Ta MaTeMaTHYHOI MOZEN i po3poOIeHO METOANKY
OIIIHIOBaHHS JOCTYMHOCTI BeOcaiiTiB Ha ocHOBi ctanmapty 1SO 25023 ta mpoBeneHO aHai3 OCHOBHHX CTOPIHOK BeOIOpTaLy
yHiBepcuTeTy. BU3HaueHi KiIbKICHI MOKa3HUKH JOCTYITHOCTI JO3BOJISIOTH OLIHUTH BiAMOBIMHICT BEOpPECYpCy Cy4acHHM BHMOTaM
IHKJTIO3UBHOCTI Ta chopMyBaTH PEKOMEHAALT I10JJ0 HOr0 BIOCKOHAJICHHSI.

HayxoBa HOBH3HA moJjsrae B po3poOili METOAIB OLIHKH IiAXapaKTePUCTUKH SIKOCTI «J{OCTYHMHICTH» LUISIXOM BBEICHHS HOBHX
MiABIACTUBOCTEH Ta aTpHOYTIB SKOCTI MPOTPaMHHUX HPOAYKTIB, IO IPYHTYIOTbCS HA YiTKO BU3HAYCHHUX METPHUKAX, CIELIialbHO
aIaTOBaHUX JUISA OIIHIOBAaHHS PiBHS JOCTYMHOCTI IH(POBUX MPOLYKTIB IS 0ci0 i3 MOpyIIeHHAMH 30py. Takuil miaxin 3a0e3medye
OLIBII TOYHE Ta 00 €KTUBHE BH3HAUCHHS BIAINIOBITHOCTI BeOpecypciB BUMOTaM IiHKJIFO3MBHOCTI, IO CHPHSE IiABHUIICHHIO IXHBOI
e(eKTUBHOCTI Ta 3pyYHOCTI BUKOPHCTAHHS JUIS 3a3HAUCHOI KaTeropii KOpHCTyBadiB.

IIpakTHyHe 3HA4YEeHHS OTPHMAHUX PE3YJIBTATIB IIOJISITa€ B MOXIIMBOCTI X 3aCTOCYBaHHS Uil 00 €KTUBHOIO OLIHIOBAHHS
JOCTYITHOCTI MIPOrPaMHUX MPOXYKTIB Ta BeO-pecypciBb.

KJIKFOUYOBI CJIOBA: nocTynHiCTh, iHKIFO3UBHICTB, MiABIACTHBICTh SKOCTI, aTpUOYT SKOCTi, MEPUENTUBHICTH, KEPOBAHICTh,
3pO3YMIIICTh, JOKaJIi3aLisl.
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ABSTRACT

Context. Collision-free path planning in joint space for redundant robotic manipulators remains a challenging task due to the
high-dimensional configuration space and dynamically changing environments. Existing methods often struggle to balance search
time and path quality, which is crucial for real-time applications.

Obijective. The aim of this study is to develop a new method to plan efficient, collision-free trajectories in real time for redundant
robotic manipulators.

Method. A novel sampling-based algorithm for collision-free joint space path planning for redundant robotic manipulators pre-
sented in this study. The algorithm is called the Recursive Random Intermediate State (RRIS). The RRIS algorithm primarily works
by generating a set of random intermediate states and iteratively selecting the optimal one based on the number of collisions along
the discretized path. Furthermore, the paper proposes an axis-aligned bounding box generation strategy and an early exit strategy to
improve algorithm speed. Finally, repeated calls of the algorithm are proposed to improve its reliability. The performance of the
RRIS algorithm is evaluated through a set of comprehensive tests and compared with the popular RRT Connect algorithm imple-

mented in Open Motion Planning Library.

Results. Experimental evaluations show that the RRIS algorithm under the test conditions produces collision-free paths with sig-
nificantly shorter average lengths and reduces search time by approximately three times compared to the RRT Connect algorithm.

Conclusions. The proposed RRIS algorithm demonstrates a promising approach to real-time path planning for redundant robotic
manipulators. By combining strategic intermediate state sampling with efficient collision evaluation and early termination mecha-

nisms, the algorithm offers a robust alternative to known methods.

KEYWORDS: path planning, redundant robotic manipulator, collision avoidance.

ABBREVIATIONS
RRIS is a Recursive Random Intermediate State;
RRT is a Rapidly-Exploring Random Trees;
OMPL is an Open Motion Planning Library [17];
DOF is degrees of freedom.

_ NOMENCLATURE

J'is the angle of the i-th joint of robotic arm;

S is a state of the robotic arm;

S; is the i-th state of discretized path between arm
states;

Ji! is the angle of j-th joint of an i-th state of discre-
tized path between arm states;

|Path| is a norm of the path between two arm states;

Ss is a start arm state;

Sg is a final arm state;

S, is an intermediate arm state;

Sw is a middle state between start and final;

d is a step of displacement of the middle state in the
joint space for generating intermediate states;

Dir; is the step of displacement direction being made
for the i-th joint (can take values -1, 0, 1);

BB is a bounding box in joints space;

Mgg is a bounding box margin;

N; is a number of random intermediate states gener-
ated;

step is a discretization step in radians used to trace be-
tween two arm states;

Collisionss.~¢ is a number of collisions on discretized
path between start and final states;

Collisionss., is a number of collisions on discretized
path between start and intermediate states;

© Medvid A. Y., Yakovyna V. S., 2025
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Collisions,.-¢ is a number of collisions on discretized
path between intermediate and final states;

Paths., is a path between start and intermediate states;

Path,-r is a path between intermediate and final
states;

Statesconiges 1S @ list of states of discretized path be-
tween the start state and the final state which has colli-
sions;

Collisionsgeg; is a current minimal number of collisions
on the discretised path from start state to intermediate and
from intermediate state to final;

Collisionsge is a thershold number of collisions used
to check early exit condition during selecting intermediate
state;

|[delta|uax is @ maximum absolute difference between
joint angles in two arm states;

|delta]vannattan 1S @ Sum of absolute differences between
joint angles in two arm states.

INTRODUCTION

Avrticulated robots are currently used for a variety of
automation tasks. Industrial robotic arms with revolute
(articulated) joints are widely employed for tasks such as
palletizing, material handling, welding, quality inspection,
picking and placing objects [1], and many others.

Despite the fact that robotic arms perform different
types of tasks, in general, we can summarize the task for a
robotic arm: to move to a certain place at a specific time
without causing damage to surrounding objects or itself.
From this arises the problem of planning a collision-free
path for the robotic arm.
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The control of the arm takes place by specifying rota-
tion angles for each joint of the arm, that is, the control
program specifies coordinates in the state space of the
joints (or simply “joint space”). Meanwhile, the position
of the manipulator’s end point (the last link of the robotic
arm, if counting from the base, also known as the *“end
effector”) is determined in Cartesian space.

An articulated robotic arm requires at least 6 joints to
achieve full 6-degree-of-freedom movement in Cartesian
space [2]. But despite the fact that a “6-joint arm with 6
independent joints can specify any position and orientation
of the manipulator” [3], robotic arms with a larger number
of joints (such robotic arms are also called redundant) and
degrees of freedom, respectively, are widely used in the
industry. The reasons for this are the ability to avoid the
problem of singularities in the robot’s workspace and the
solution to the problem of joint restrictions [3].

The large dimensionality of the state of the robotic
arm and the complexity of the inverse kinematics problem
(search for arm coordinates in joint space given coordi-
nates in the Cartesian space), as well as the presence of
many possible solutions to inverse kinematics due to the
redundant joint, make path planning task difficult. There
are plenty of parameters to optimize in path planning al-
gorithms while the most important among them are path
planning time and success rate. At present, there is no
universal path planning algorithm for redundant robotic
arms that would guarantee finding the optimal path, or
guarantee finding any path if it exists.

The object of study is the process of path planning
for redundant robotic manipulators.

The subject of study is the reliability and execution
speed of path planning algorithms.

The purpose of the work is to develop a new sam-
pling-based algorithm for path planning for redundant
robotic arms that selects an optimal intermediate point
based on the number of collisions along the path passing
through it.

1 PROBLEM STATEMENT

Before describing the developed algorithm, let’s clar-
ify the task it has to solve. Suppose we have a robotic arm
operating in an environment that changes its state during
the robot’s operation. We need to plan the path of the
robotic arm from one state in joint space to another state
in joint space. The arm should avoid collisions with the
surrounding environment along the found path.

The algorithm can use third-party tools for collision
checking at a certain state of the arm. The path segment
collision checking will be based on discretization of the
path with a given step and checking all discrete states for
collisions.

The state of the robotic arm is described by a vector of
rotation angles for each joint, starting from the arm’s fixa-
tion point. We can write it down in the next way:

S- {Joljll..”\] DOF—l} 1)
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The norm of the difference between two states will be
defined as the maximum absolute difference in rotation
angles for each joint of the robotic arm:

S-Sy = MAx(Jf -39,94 =33, aPOF1_ JZDOH) 2

The length of the path is the sum of the norms of the
differences between all neighboring states on the path:

N-1
|Path| = >"|Si 1 —Sil- (3)
i=1

We’d like to get the result of the planning as soon as
possible, because we are building trajectories real-time.
So, the main criteria for evaluating a planning algorithm
are the success rate and the average time to build the path.
An additional parameter is the length of the found path, so
the shorter the path, the better is the solution.

2 REVIEW OF THE LITERATURE

The well-known path planning algorithms for a re-
dundant robotic arm among others include the following
algorithms:

— Probabilistic Roadmaps: it’s a sampling-based meth-
od for path planning where random samples from the con-
figuration space are used to create nodes, which are then
connected to create a roadmap [4];

— Rapidly-Exploring Random Trees (RRT): this algo-
rithm is particularly useful for high dimensional spaces
and real-time applications [5];

— Artificial Potential Fields: this method treats the ro-
bot as a particle moving under the influence of artificial
forces. The goal and obstacles generate attractive and
repulsive forces, respectively [6];

— Deep Reinforcement Learning based approaches: re-
cent works have proposed learning-based methods for
path planning, which can effectively handle redundant
manipulators [7].

Among others, worth noting one of the recent works
where Khan et al. proposed a model-free kinematic track-
ing controller for redundant robotic manipulators using
Zeroing Neural Networks (ZNN) and Beetle Antennae
Search (BAS). The ZNNBAS algorithm avoids traditional
Jacobian-based approaches by leveraging a meta-heuristic
optimization method in continuous time, eliminating the
need for precise kinematic modeling. Tested on a 7-DOF
manipulator, it achieved real-time redundancy resolution
with minimal tracking errors, demonstrating the potential
of hybrid optimization techniques for real-time path plan-
ning [8].

The RRT algorithm is the most popular solution to-
day. There are many variations of it. In particular, the
following should be mentioned:

RRT-Connect: this variation of RRT makes aggressive
attempts to connect the tree directly to the goal, leading to
faster solutions [9];

Bidirectional RRT (Bi-RRT): in this method, two
RRTs grow towards each other, one from the initial state
and the other from the goal. This can be more efficient in
some problem spaces [10, 18];
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RRT* (RRT Star): This variant of RRT introduces the
idea of an “optimal” path, gradually improving the path
quality by selectively rewiring nodes in the tree to mini-
mize total path cost [11].

The disadvantages of the RRT-based algorithms de-
scribed above can include their lack of evaluation for the
currently generated states in the tree. As a result, even if
the algorithm has almost found a collision-free path (i.e.,
one of the tree vertices can reach the target state with
minimal collision), it will not attempt to complete the
path, but will continue to generate states randomly with-
out additional changes [12].

Ganesan et al. propose Hybrid-RRT, a novel path-
planning algorithm that combines uniform and non-
uniform sampling to improve the performance of RRT*-
based motion planning. The hybrid approach balances
exploration and exploitation by dynamically selecting
between uniform and goal-directed non-uniform sam-
pling. Experimental results demonstrate that Hybrid-
RRT* achieves faster convergence, higher success rates,
and reduced node exploration compared to baseline algo-
rithms, including RRT*, Informed RRT*, and RRT*-N.
The method is particularly effective in complex environ-
ments, addressing limitations of both traditional uniform
and non-uniform sampling strategies [13].

One of the algorithms that changes its behavior based
on the current state assessment is Informed RRT* [14].
This is a further improvement to RRT™, it takes into ac-
count the best current path to guide the sampling process,
leading to faster convergence towards an optimal solution.
Despite the advantages of this approach, the idea of as-
sessing a specific state is not widely used today.

3 MATERIALS AND METHODS

The main idea of the newly developed Recursive Ran-
dom Intermediate State (RRIS) algorithm is that a set of
random intermediate states is generated. Then we iterate
through all of the states, and if a state has collisions, then
we need to skip it. If a state has no collisions, then we
need to calculate a penalty for this state. This penalty is
based on the number of states that have collisions on the
discretized path from initial state to intermediate state and
from intermediate state to final state.

Among all intermediate states we choose the one with
the lowest penalty. Then the task of finding a path from
the initial state to the final state is reduced to the task of
finding a path from the initial state to the intermediate
state and from the intermediate state to the final state. So
the algorithm calls itself recursively.

Algorithm will stop current recursion step execution
and in one of two cases:

— we found intermediate state, which creates path
without collisions;

— we checked all intermediate states and none of them
creates a path that is better than a straight one. Which
means that the number of states with collisions on discre-
tized path doesn’t get smaller on any checked intermedi-
ate state.
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These conditions may vary depending on the chosen
strategy and we will return to this later.

In the end, if both parts of the path are successfully
found, then we can build the whole path by merging the
path from initial state to intermediate state and path from
intermediate state to final state. And if we fail to find a
safe path in at least one of the parts, then we fail to find a
safe path.

The generation of intermediate states can depend on
the specific implementation. In particular, such options
can be used:

— select the step of displacement in the joint space
based on the length of the direct path, and for each joint
consider 3 displacement options: clockwise, counter-
clockwise, or zero displacement. Then the intermediate
state can be calculated using formula (4):

S, :{J,?,, +d-Dir% 3} +d-Dirt,.., J,aOF’1+d~DirDOF’1} 4

Thus, we will have N = 3°°F intermediate states;

— build an axis-aligned bounding box around all col-
liding states on the straight path from initial to final state
(as described in Algorithm 4), generate a fixed number of
intermediate states randomly and uniformly within the
bounding box (as described in Algorithm 5).

Intermediate states generation using a bounding box
showed better results as can be seen in Table 3.

To compare paths that goes through different interme-
diate states, we can minimize the number of collisions in
at least two ways:

1. Minimize the total number of collisions on two path
parts. In this case, we assume that a smaller total number
of collisions means that we will need to expend fewer
efforts to avoid collisions in the subsequent steps.

2. Minimize the maximum number of collisions on
two path parts. In this case, we believe that even if the
number of collisions through the intermediate path in-
creases, but they are both less than the maximum, then we
will have to circumvent fewer in each of the two parts of
the path, making it easier to bypass them.

Both approaches show good results and it’s shown in
Table 3.

Depending on the input data and the sequence of gen-
erated intermediate states, the algorithm may not get an
intermediate state that would lead us to the goal without
collisions. However, a sufficiently “good” state, a path
through which contains a small number of collisions, may
appear among the first. During the recursive descent we
often can build a collision-free path through a “good”
state quite quickly.

Therefore, instead of always iterating through the en-
tire set of intermediate states, a check for quick exit from
the iteration can be introduced. We propose the following
condition for early exit: if both parts of the path through
the intermediate state have fewer than half collisions of
the direct path, then we choose this intermediate state and
exit the iteration.
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The use of the early exit strategy significantly im-
proved the algorithm’s speed, which is evident in the re-
sults section in Table 3.

The algorithm described above, despite its high speed,
still has one major drawback. Due to the fact that the al-
gorithm has no backtracking tool, in some cases it will get
stuck in local minima. As shown in Table 3 the failure
rate of an algorithm on a test set with a single run is about
90 percent. And the most common reason for an algo-
rithm to fail is stucking in local minima.

In Table 3 can be seen that the failure rate of different
variations of this algorithm is much higher than that of the
RRTConnect algorithm from OMPL [17]. Therefore, we
decided to add a simple way to escape from the local min-
ima. Specifically — rerunning the algorithm a certain num-
ber of times until a path is found.

In the results section in Table 4 the testing results of
the algorithm that initiates the search path up to 5 times in
case of failures in previous steps are presented.

The pseudo code description of an optimal version
(based on test results) of the RRIS algorithm is described
below together with additional algorithms used by main
algorithm. Intermediate states generated uniformly ran-
dom in the axis-aligned bounding box. Intermediate states
comparison is based on minimizing the maximum number
of collisions on two path parts. And an early exit strategy
applied.

Data: Ss. Sp. Algorithm options (Mgg. N,. step)
Result: Path from Ss to Sp or failure
Collisionss_.r + CountCollisions(Ss, Sr, step, oo)
if Collisionss_,r = 0 then

| return direct path (Ss,Sg) :
end

Statescoiides <+ CollidingStatesList(Ss, Sk, step);

BB « ComputeBoundingBox(Statesc nige., Mpg):

States; + GenerateRandomStates(BBE, N,.);

Sort States; by total path distance (ascending);

Shest  NULL:

Collisionsy,; + Collisionsg_,p;

Collisionsge + Collisionss p/2:

foreach S; = States; do
if 5; has collisions then

| continue:
end
Collisionss .y + CountCollisions(Ss, S7, step, Collisionspe.: ):
Collisions;_,p + CountCollisions(S;, Sg, step, Collisionss,.. ):
if Collisionsz_.; < Collisionsgg and
Collisions;—r < Collisionsgr then
Spest + Sr3
break:

end
if Clallisionsg .y + Collisions; ,p < Collisions;,,, then
Collisions,,., + Collisionsg_,; + Collisions;_, p:
5;,,__\-9 : S_r:

end

/* Path is collision-free */

end
if S;..; = NULL then
| return failure :
end
Paths_.; « CollisionFreePathPlanning(Ss, Spest, Ms, N, step):
Path;_,r «+ CollisionFreePathPlanning(S..., S, Mgg, N,, step);
if Paths_.; and Path;_p found then
| return concatenated path (Paths_.r, Pathr—.r);
end
return failure:

Algorithm 1 — Collision-Free Path Planning

/* No valid path found */
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To speed up the path planning additional parameter
Collisionsnay is passed to CountCollisions and Colliding-
StatesList methods. This parameter used to interrupt algo-
rithm if collisions count exceeds the collisions limit.

Data: 5,. 5, step, Collisionsa.

Result: Collisions count

return |CollidingStatesList(S,, S, step, Collisionspay )|
Algorithm 2 — Count Collisions on Discretized Path

Data: S,, Sy, step, ( "ollisions, .
Result: Set of colliding states States
States «
Path « Linear Discretization(S,, Sy, step):
foreach S; € Path do

if S; collides in PyBullet then

| Add S; to States:

end

if |States| > Collisions,,,,, then

| return States:

end
end
return States;

Algorithm 3 — Colliding States List

Data: Stateseides- Mep
Result: BB
foreach joint j in the arm do
foreach state S; in Statesconides do
BB, ;.|j| + min(5;[j] — Mgg, BB,.i.|j]):
BBE,,..[j] + max(5;[j] + Mpg, BB,,..[j]):
end
Clip BB,,.;,.|j|, BB,,...|j] to joint limits:
end
return BEB:
Algorithm 4 — Compute a Bounding Box in a Joint Space

Data: BB, N,
Result: Set of random states States
States « :
fori=1te N, do

Generate S; uniformly in BB;

Add S; to States;
end
return States:

Algorithm 5 — Generate Random States

Data: S, Si, step
Result: List of discretized states Path
Path « [S.);
i+ [|Ss — Sa|/step];
fori=1ten—1do
Si 4 Sati- 220y
Append S; to Path:
end
Append S; to Path;
return Path;

Algorithm 6 — Linear Dicretization of Path Between Two States
Please note, that separate runs of an algorithm are ab-

solutely independent, and the rerunning process is not
included in algorithm description.
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4 EXPERIMENTS

Before starting to describe the results of the algo-
rithm’s work let’s clarify which auxiliary software prod-
ucts were used, for what hardware the test trajectories
were constructed and what is the working space of the
robotic arm.

The auxiliary software used for algorithm develop-
ment includes:

— Bullet Collision Detection & Physics Library — a li-
brary for collision detection and physics simulation, used
in the algorithm for collision search [15];

- software code by Somatic Holdings LTD, which al-
lows for quick simulation and visualization of the motion
planning results of the robotic arm in a working environ-
ment.

The test trajectories were constructed for the following
robotic arm:

UFACTORY xArm 7 Robotic Arm — a 7-degree-of-
freedom robotic arm with revolute joints [16].

Visual representation of a robot with robotic arm in-
stalled and test working environment shown in Fig. 1 and
Fig. 2 and the working range for each joint can be seen in
Table 1.

The parameters of OMPL’s RRT-Connect algorithm
used for comparison in testing process are:

— state space: a 7-dimensional RealVectorStateSpace,
corresponding to the 7 degrees of freedom (DOF) of the
robotic arm;

— joint limits: the search space is bounded using a
margin of 120 degrees and limited with arm joint limits;

— collision checking resolution: set the portion of 0.05
of the state space’s maximum extent (0.05 / space-
>getMaximumExtent());

— planner time limit: the algorithm attempts to find a
solution within maximum 20.0 seconds, but interrupts as
soon as any solution is found.

5 RESULTS

In Table 2 we represent four versions of the RRIS al-
gorithm that are tested and compared. Base version of the
algorithm is the one with generating states in the bound-
ing box, intermediate states paths comparison minimizing
the maximum number of collisions on two path parts and
early exit strategy applied. In three other versions we
checked how changing states generating strategy, states
comparison method or early exit usage affects algorithm
performance. So, the first algorithm version is a base al-
gorithm, in the second version states generating strategy
changed to middle state displacement, in the third version
states comparison method changed to minimize the sum
of collisions on path parts, in the fourth version early exit
strategy disabled.

Also, RRIS based algorithm versions compared with
RRTConnect algorithm (one of the most efficient nowa-
days), presented in OMPL.

Table 1 — Joint limits for xArm7 robotic arm [16]

Joint number 0 1 2 3 4 5 6
Minimum angle | -360° | -118° | -360° | -11° | -360° | -97° | —-360°
Maximum angle 360° 120° 360° 225° 360° 180° 360°

Figure 1 — Robot and working environment (robot side view)

OPEN 8 ACCESS

© Medvid A. Y., Yakovyna V. S., 2025
DOI 10.15588/1607-3274-2025-3-16




p-ISSN 1607-3274 PanioenextpoHnika, inbpopmatrka, ynpasninss. 2025. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2025. Ne 3

Figure 2 — Robot and working environment (robot back view)

Test set containing 104 pairs of states. It is guaranteed
under experimental conditions that there is always a path
without collisions between these pairs of states. Only 4
test cases have no collision on a straight path, requiring
pathfinding in 96% of cases. There are three different
types of tools installed to the arm wrist: sprayer, tip and
vacuum. Vacuum (on Fig. 1 and Fig. 2) is much larger
than two others and the wide majority of failures occurred
with this tool.

Test cases contain various difficult situations like: arm
should go from one side of the wall to another side, arm
should move from one side of the robot to another side,
arm should move between two boxes, and a lot of other
complicated variations.

All the algorithm versions take 0.05 radians as a colli-
sion check step. The bounding box margin is set to 60
degrees for algorithm version 1, 3, and 4. Number of
states generated on each recursive function call is 1000
for 1, 3, 4 versions and 3’ = 2187 for version number 2.
Step for middle state displacement for version 2 calculates
by formula (5).

d=0.1:|S¢ +0.1-|Sk

_SS‘Max _SS‘Manhattan' )
Here the constant 0.1 selected experimentally and can
be configured for other robotic arms and work environ-

ments.

Table 2 — Tested algorithms versions

Version Num States Generating Comparison method | Early Exit

1 Bounding Box Minimize Max Yes

2 Middle State Displacement Minimize Max Yes

3 Bounding Box Minimize Max Yes

4 Bounding Box Minimize Max No

Table 3 — Testing algorithm versions results

Algorithm Version Version1 | Version2 | Version3 | Version4 | RRTConnect from OMPL
Found Paths 92/104 92/104 91/104 94/104 104/104
Average straight path length* (radians) 3.474 3.605 3.508 3.603 3.731
Average path without collisions length* (radians) 5.750 5.857 5.652 5.756 44.167
Average search time (s) 0.555 1.341 0.582 1.825 1.109
Collision check count 4235.07 | 10164.01 | 4204.25 | 14421.64 10408.2

* — average straight path length and average path without collisions length calculated only for test cases where path

was found

Table 4 — Comparing RRIS with repetitive calls and RRTConnect

Algorithm RRIS algorithm with 5 attempts | RRTConnect from OMPL
Found Paths 104/104 104/104
Average straight path length (radians) 3.731 3.731

Average path without collisions length (radians) 7.427 44.167

Average search time (s) 0.36 1.109

Collision check count 2958.808 10408.2
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Table 3 presents the summarized results of the per-
formance of different versions of the algorithm.

We use the RRT Connect algorithm (OMPL imple-
mentation) to compare with the described algorithm. We
tested RRT Connect with margins 60, 90, 120, 150 de-
grees and selected 120 degrees as it shows the best results
with this margin value.

As can be seen in Table 3 RRIS algorithm with single
run has a success rate of 87.5% — 90.4% depending on
algorithm version.

In Table 4 we present the results of the RRIS algo-
rithm that initiates the search path up to 5 times in case of
failures in previous steps and compares it to the
RRTConnect from OMPL. We are using version 1 (see
Table 2) algorithm but reducing the number of generated
states to 500. And we call it repeatedly until a path is
found (but no more than 5 times).

As shown in Table 4 multi-run RRIS algorithm has
100% success rate as well as RRTConnect from OMPL,
but it has 3.08 times smaller average path search time and
3.52 times smaller collisions check count. Also, multiple
algorithm runs allowed to decrease the number of gener-
ated states from 1000 to 500, which decreased average
search time from 0.555s to 0.36s.

6 DISCUSSION

As shown in Table 3 generating random states in the
bounding box gives us better results than displacing the
middle state. Probably, the reason for this may be better
flexibility of this type of solution. It could generate states
close or far from initial and final states and find the best
option in most cases faster.

Also, results presented in Table 3 shows that early exit
strategy has a great impact on algorithm productivity. It
means that ideas described in section 3 are correct.

On the other hand, we can’t see much difference be-
tween minimizing maximum collisions count and mini-
mizing the sum of collisions count strategies. One strat-
egy works better in one part of test cases and the other
strategy works better for the other part.

Calling the algorithm multiple times significantly im-
proved its reliability as shown in Table 4. The issue of
local minima is significantly reduced now. Also, this al-
lowed for a reduction in the number of generated states in
a single iteration without degrading the algorithm’s per-
formance.

Compared to the RRTConnect algorithm implemented
in the OMPL library, the algorithm proposed in this paper
not only has better performance but also constructs a
shorter path on average (as shown in Table 4). The OMPL
library has an integrated path improvement system that
works very well, but still the initial result path of the algo-
rithm proposed in this paper is on average 5.947 times
shorter.

However, the comparison between the performance of
the RRIS algorithm and RRT-Connect depends signifi-
cantly on the specific parameter settings of RRT-Connect.
A deeper investigation is required to make a better com-

parison between these algorithms.
© Medvid A. Y., Yakovyna V. S., 2025
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The core idea of the algorithm — to select an interme-
diate state based on collisions count criteria shows its
effectiveness. Despite the fact that the test dataset con-
tained many trajectory scenarios that were challenging to
search for, still algorithms managed to find a path in these
situations.

CONCLUSIONS

A new motion planning sampling-based algorithm was
developed for solving the problem of collision-free path
planning for redundant robotic manipulators in joint space
in real-time mode. The algorithm is based on the principle
of selecting an optimal intermediate point based on the
number of collisions along the discretized path that passes
from the initial to the final point through the intermediate
point.

A strategy for generating intermediate points within
an axis-aligned bounding box was proposed for this algo-
rithm. Additionally, an early exit strategy was proposed to
improve the algorithm’s speed.

The algorithm demonstrated high efficiency. An im-
plementation of this algorithm with iterated calls managed
to find a path in test cases 3.08 times faster than the
RRTConnect algorithm implemented in OMPL under the
testing conditions. Also, the length of original paths found
by algorithm is on average 5.947 times shorter than paths
found by RRTConnect in the presented tests set.

The scientific novelty of obtained results is a newly
developed sampling-based algorithm called the Recursive
Random Intermediate State (RRIS) algorithm. This algo-
rithm is able to plan the path in a dynamic environment in
real time. Besides, we propose an axis-aligned bounding
box generation strategy and an early exit strategy to im-
prove algorithm speed.

The practical significance of this study lies in the
development of the Recursive Random Intermediate State
algorithm, which enables real-time path planning for re-
dundant robotic arms.

Prospects for further research include enhancing the
RRIS algorithm by incorporating machine learning tech-
niques for adaptive intermediate state selection.
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V]IK 004.94

IJIAHYBAHHSA IJIAXY IJISI HAJJIMIIKOBUX POBOPYK 3 BUKOPUCTAHHSAM AJITOPUTMY
PEKYPCHUBHOI'O BUITAJIKOBOTI'O NPOMI’)KHOI'O CTAHY

Mensine A. 1. — acmipant kadeapu Cuctem Llryunoro Intenexrty, Hamionanpuuii yHiBepcuteT «JIbBiBChbKa MOJITEXHiKaY,
JIbBiB, YKpaiHa.

SIkoBuna B. C. — 1-p TexH. Hayk, npodecop kapenpu Cucrem Lltyunoro Intenexry, HamionanpHuii yHiBepcuTeT «JIpBiBChKa
moJiTexHika», JIpBiB, YKpaina.

AHOTAIIA

AxTyanbHicTe. [IanyBanss nusixy 6e3 3iTKHEHb B TIPOCTOPi Cyriio0iB sl HAUTUIIKOBUX pOoOOpPYK (pOOOTH30BaHUX MaHIMyJIs-
TOPIB) 3aJIMIIAETHCS CKIAIHOIO 3a/Ia4el0 Yepe3 BUCOKY BUMIpHICTh KOH(DIrypalifHOro mpocTopy i JMHAMiuHy 3MiHY CEpeJOBHILA.
IcHyro4i MeToaM IIaHYBaHHS YacTO CTHKAIOTHCS 3 TPYJHOLIAMH y OalaHCYBaHHI MiIX YacOM IIOIIYKY Ta SKICTIO TPA€KTOpIi, IO €
KPUTHYHO BXKJIMBUM JJIs 3aCTOCYBaHb Y PEKUMI peabHOTO 4acy.

Meta po6oTH — po3p0oOKa HOBOTO METO/Iy ITUIAHYBAHHS TPAEKTOPii 0€3 3ITKHEHb B PEXKKUMI PEATbHOTO Yacy Ui POOOPYK 3 Hal-
JIMIIKOBUMH Cyrio0amu.

Metoa. YV upoMy JOCTIDKEHHI NPEICTABICHUH HOBUIl aJrOpUTM IUIAHYBAaHHS LUIIXY 0€3 3iTKHEHb Y MPOCTOpi CyrioGiB s
HaUTUIITKOBUX PoOOpPYK, IO MPAIfOe€ Ha OCHOBI TeHepalii BUIaJKOBUX CTaHIB. ANTOPHTM OTpHUMaB Ha3By PexypcuBHOro Bumanko-
Boro IIpomixkaoro Crany (PBIIC). Ipunimn poGOTH alroputMy IMojsira€ y reHeparii Habopy BHIAJKOBUX MPOMDKHHX CTaHIB i3
MOAANBIINM ITEPaTHBHIM BHOOPOM ONTHUMAIEHOTO Ha OCHOBI KiJIBKOCTI 31TKHEHB y3/I0BX JIHCKPETH30BaHOI TpaekTopii. KpiM Toro, y
CTaTTI MPOIIOHYETHCS CTpaTerisi MoOyJ0BH 0OMEXYBaJILHOTO MPSAMOKYTHOTO napasenerninesaa (bounding box) Ta crparerist paHHbOrO
BUXOMY JUISl MiJBUINEHHS LIBHAKOCTI poOOTH anroputMmy. HapewnTi, s minBHINEeHHS HaIiHHOCTI IPOIOHYETHCS IIOBTOPHE BHUKIIU-
kaHHs anroput™my. EdexruBHicTs anroputmy PBIIC OLiHIOETECS NUIIXOM HNPOBEICHHS KOMIUIEKCHHUX TECTIB Ta MOPIBHIOETHCS 3 MO-
nysipaaM anroputMoM RRT Connect, peanizoBanum y 6i6mioreni Open Motion Planning Library.

PesyabraTn. ExcriepiMeHTanbHi IOCTIDKEHHS TOKa3yioTh, mo anroputMm PBIIC 3a yMoB TecTyBaHHs 3abe3nedye TpaeKkTopii
0e3 3ITKHEeHb 31 3HAYHO KOPOTIIOI CEPEIHBOI0 JOBKUHOIO T4 CKOPOUYE Yac MOUTYKY MPUOIM3HO Y TPH pasd MOPIBHIHO 3 aITrOPHT-
mom RRT Connect.

Bucnosku. 3anponoHoBanuii anroputM PBIIC nemoHCTpye MepCreKTHBHUH MIAXIX 0 IUIaHYBAaHHS TPAEKTOPIH y pexuMi pe-
aJIFHOTO Yacy AU Ha/UTUIIKOBUX POOOTH30BaHMX MaHIIMyATOpiB. [loemHyIoun crpareridyny BUOipKy MPOMIXKHUX CTaHIB i3 eeKTHB-
HOIO OILIiHKOIO 3iTKHEHb Ta MEXaHi3MaMHt PaHHbOTO 3aBEPIICHHS, AITOPHTM IPOIIOHYE HaJlIiHY aJbTepHATHBY BiJIOMHM METO/AM.

KJIFOUYOBI CJIOBA: manyBaHHs IUISIXY, HAJUIMIIKOBUI POOOTH30BaHUH MAHIITYJIATODP, YHUKHEHHS 3iTKHEHb.
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TH)KEHEPHUH COIAJIBHUM KOMIT'FOTUHT
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PKIBCHKHMH HaIllOHAJILHUH YHIBEPCUTET paslioeNeKTPOHIKN, YKpaiHa.

Yymauenko C. B. — 1-p TexH. Hayk, nmpodecop, 3aBiayBau Kadeapn aBToMaTH3anii IpOEKTYBaHHS 00YHCIIOBAIBHOL
TeXHikH, XapKiBChKUH HAIlIOHATHHUN YHIBEPCUTET PaIiOCIEKTPOHIKH, YKpaiHa.

JlutBunoBa €. I. — 1-p TexH. HayK, npodecop Kadenpu aBTOMaTH3AI] MPOSKTYBAHHSI O0YMCITIOBAIFHOI TEXHIKH,
XapKiBCHKUI HAITIOHABHUH YHIBEPCUTET pagioeNeKTPOHIKH, YKpaiHa.

XaxanoBa I'. B. — n1-p TexH. Hayk, npodecop kadeapu aBTOMaTH3alii MPOEKTYBaHHA OOYMCIIOBAIBHOI TEXHIKH,
XapKiBCHKHUI1 HAITIOHAIBHUH YHIBEPCUTET PagioeNeKTPOHIKH, YKpaiHa.

XaxanoB 1. B. — kaHI. TexH. HayK, acCUCTEHT Kadeapu aBTOMAaTH3aIlil MPOEKTYBaHHS OOYMCIIOBAIBHOI TEXHIKH,
XapKiBChbKUi HalliOHAILHUN YHIBEPCUTET PaliOCICKTPOHIKH, YKpaiHa.

Oopizan B. I. — kana. TexH. HayK, TOKTOpPaHT Kadeapu aBTOMaTHU3allil MPOSKTYBaHHS OOYUCIIOBAIbLHOI TEXHIKH,
XapKiBChbKU HalliOHAILHUN YHIBEPCUTET Pa/liOeICKTPOHIKH, YKpaiHa.

Xaxanosa I. B. — 1-p TexH. Hayk, npodecop kadeapu aBTOMaTH3aLi1 IPOSKTYBaHHS 00YHCITIOBAIBHOT TEXHIKH, Xa-
PKIBCHKHH HalllOHAJILHUH YHIBEPCUTET pallioeNeKTPOHIKY, YKpaiHa.

MaxkcumoBa H. I'. — acmipanTka kadenpn aBToMaTH3allil MPOSKTYBaHHI OOYHMCITIOBANIBHOI TEXHIKH, XapKiBChKUI
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AHOTALIA

AKTyaJIbHICTh. AKTYaJlbHICTh JOCIIJDKEHHSI 3yMOBJIEHa HEOOXIIHICTIO YCYHEHHS HMPOTHPIY MK MEHEIKMEHTOM Ta BUKOHAB-
LEIMH LIUTAXOM 3aIPOBAPKEHHS 1HXKEHEPHOrO COLIaJbHOTO KOMIT FOTHHTY, 110 3a0e31euy€e MOpalIbHE YIPaBIIiHHS COLIAIbBHUMH IIPO-
LecaMy Ha OCHOBI IX METPHYHOT'O MOHITOPHHTY.

Meta. MeTa noCnipkeHHS — po3po0Ka IHKEHEPHUX apXiTeKTyp MOHITOPHHTA Ta YIPABIiHHS COLiaJbHUMHU MPOIECaMi Ha OCHO-
Bi BEKTOPHOI JIOTIKH.

Metona. JlocmikeHHST Opi€HTOBaHE HA PO3POOKY IHKEHEPHHX BEKTOPHO-JIOTIYHHX CXEM Ta apXiTeKTYyp YIPaBIiHHS COLiaIbHHU-
MH [POLIECAMH Ha OCHOBI iX BHYEPIHOIO METPHYHOI'O MOHITOPHHIY 3 METOK CTBOPCHHS KOM(OPTHHX YMOB Ul TBOPYOI Ipari.
JlaroThCsl BU3HAUYCHHSI OCHOBHHX MOHATH Al-po3BUTKY. BBOANTBCS PIBHSHHS KOMIT'IOTHHTY, SIK TPaH3UTHBHE 3aMHKaHHS y Tpiaai
BIJIHOCHH — SIK MOMMJIKH, 1[0 CTBOPIOE HOBI CTPYKTYpH, MPOLECH YU sIBHIIA. PO3pOOISIOTHCS MEXaHI3MH iHTEIEKTYalbHOro
KOMIT IOTHHTY, SIKi NOEHYIOTh QITOPUTMH Ta CTPYKTYPH JaHUX AETEPMIHOBAHOro Ta iMoBipHicHoro Al-kommn’totunry. ITponony-
FOTBCSI MEXaHi3Mu O0YI0BH MOJIeNiel Ha OCHOBI yHiBepCyMy MPHUMITHBIB, ki MaroTh Similarity mo BigHOIIEHHIO 110 TX BHKOPHUCTaH-
Hst Juts MozienioBaHHs niporiecis (in-hardware synthesis, in-software programing, in neural network training, in-qubit quantization, in-
memory modeling, in-truth table logic generation). 3anpoBamKyeTbesi METPHKA IHTEIEKTYaIbHOTO KOMIT IOTHHT'Y, SIKa BUKOPHUCTOBY-
€ThCs I BUOOPY apXiTEKTypH Ta MOJeJeil 0OYHCITIOBAIbHUX MPOIECIB 3 METOI OTpUMATH €(PEKTUBHI pIlIEHHS MPAKTUYHUX 3a-
BIIaHb.

Pe3yabraT. 3anpornoHoBaHO: 1) piBHSHHS KOMITIOTHHIY SIK TPAH3UTHBHE 3aMHUKaHHS Y Tpiaji BIIHOCHH — SIK ITIOMHJIKA, IO
CTBOPIOE HOBI CTPYKTYPH, MPOLIECH YH SBUIIA; 2) MEXAHI3MH IHTEJIEKTYAILHOTO KOMII FOTHHIY, OPI€HTOBaHI Ha ICTOTHE 3HMKEHHS
YaCOBHX Ta CHEPreTHYHHX BUTPAT IPH BUPILICHHI NPAKTHYHHUX 3aBIaHb 338 PaXyHOK OOHYJICHHs aJirOPHTMIB OOPOOKH BEIHKHX [1a-
HHX 3aBJSIKA CKCIIOHCHIIHHIM HaqMipHOCTI po3yMHHX Ta HaaMipHux Al-moneneii; 3) MexaHi3mu MoOyI0BH MOJIENICH HA OCHOBI yHi-
BEpCyMy MPUMITHBIB, siKi MatoTh Similarity mo BiAHOLIEHHIO [0 iX BUKOPUCTAHHS /ISl MOJICITIOBAHHS MTPOLIECIB.

BucHoBku. HaykoBa HOBH3HA MOISITAaE y po3poOLli HACTYITHUX IHHOBAIIWHUX pileHb: 1) 3ampornoHOBaHO Tpiaxy BiTHOCHH Ha
OCHOBI XOr-omepartii /sl BAMIPIOBaHHS MPOILECIB Ta SBHUI y KiOEPCOIiaIbHOMY CBITi; 2) 3alPOMNOHOBAHO aPXIiTEKTypy iHTEIeKTya-
JIBHOTO KOMIT FOTHHTY JUIsl YIIPABIIiHHS COLIAIbHUMH MPOLIECaMH Ha OCHOBI 1X BUYEPITHOTO MOHITOPHUHTY; 3) peani3alii cxeM B apxi-
TEKTYypi iN-MEemMOory KoMIT' FOTHHIY, L0 Aa€ MOX/IMBICTh HE BUKOPHUCTOBYBATH IHCTPYKIi Ipouecopa, TiIbKH read-write TpaH3akiii
Ha JIOTTYHHX BEKTOPAaX, 1[0 €KOHOMHUTH Yac Ta CHEPTito JJIsi BAKOHAHHS AJITOPUTMIB aHaNli3y BEJIMKHX HaHHX; 4) 3alpPOMOHOBAHO Me-
XaHI3MH CHHTE3y BEKTOPHO-JIOTTYHUX MOENEl colialibHUX MpoleciB a0o SIBUILl HA OCHOBI YHITApHOTO KOAyBaHHS MAaTEPHIB Ha yHi-
BEpCyMi NPHUMITUBIB, OPIEHTOBAaHUX Ha BepH(iKallifo, MOACIIOBAHHS Ta TECTYBaHHS NPUUHITUX pilieHb. [IpakTHYHA 3HAYHMICTH
JOCIIZKEHHS TI0JIATa€e B TOMY, IO 3aIPOINIOHOBAHA METPHUKA IHTEJIEKTYaIbHOTO KOMIT IOTMHIY BUKOPUCTOBYETBCS SIK METO[ JUISl BH-
0opy apXiTEeKTypH Ta MOJAENEH OOUMCITIOBAIFHIX MPOLECIB I OEpKaHHS e(EKTUBHUX PillleHb PAKTHYHUX 3aBlIaHb. [HKeHEPHUI
coLiaJIbHAN KOMII FOTHHT NOKJIMKAaHUH CIPHUATH MOOYIOBI MUPOIIOOHUX, CHPABEIMBUX 1 BIAKPUTHX CYCHIIBCTB 3a/UTS TOCATHEHHS
Iineii cranoro pozsurky OOH (IICP 16).

KJIFOYOBI CJIOBA: mo30k nmoacTsa, iHTepHeT-iHQpacTpyKTypa, iHTenekTyanbHi kommn rotuar, artificial intelligence, po-
3yMHI CTPYKTYpH JaHHX, MOJEN KOMII'FoTepa, iCTopis KoMmil'toTepa, MeTpuka komm orepa, Al-Industry, Modeling for simulation,
wini cranoro po3BuTKy, peaceful society.
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ABPEBIATYPU

Al - Artificial Intelligence;

AMD - Advanced Micro Devices;

API — Application Programming Interface;

ASIC — Application-Specific Integrated Circuit;

CAD - Computer-Aided Design;

CNN - Convolutional Neural Networks;

RNNs — Recurrent Neural Networks;

EDA — Electronic Design Automation;

EWDTS - East-West Design and Test Symposium;

FPGA - Field-Programmable Gate Array;

GenAl — Generative Al;

GPU — Graphics Processing Unit;

IEEE - Institute of Electrical and Electronics Engineers;

IP-core — Semiconductor Intellectual Property Core;

ML — Machine Learning;

NN — Nueral Network;

NoSQL — Not Only SQL databases;

NVMe (NVM Express) — Non-Volatile Memory Host
Controller Interface Specification;

SSD - Solid State Drives;

LLM - Large Lingustic Models;

RAG - Retrieval Augmented Generation;

RISC-V (risk-five) — Reduced Instruction Set Computer;

SECT - Standard nyist Embedded Core Test;

SoC — System-on-Chip;

SQL - Structured Query Language;

TSMC - Taiwan Semiconductor Manufacturing Company;

VLC - Vector-Logical Computing;

VLSI - Very-Large-Scale Integration;

VVV - Volume, Velocity, Variety (o6csr, mBuakicts rexe-
pyBaHHs Ta PI3HOMaHITHICTB);

VHDL - Very high speed integrated circuits Hardware
Description Languag);

AJIIT — aprdMeTHKO-TOTIYHIIA IPUCTPIi;

LI — mTy4Hui iIHTENEKT;

[IK — nepcoHanbpHUI KOMIT IOTED;

TI — TaGnuI ICTHHHOCTI,

LICP — Llini cTanoro po3BUTKY.

HOMEHKJIATYPA
X — BXiaHi HabopH;
Xij — BxinHU# edekr;
Y — BUXiJHI CUTHAIM,
N — KUILKICTE JIOTNYHHUX 3MIHHMX;
2" kinbKicTb GITIB;
T — tect (peaizaliis, akTyabHa MOJICIIb);
A — anroputm;
M — mozens (mam’sth);
Mj — 6it storiuHoro BekTopa;
F — momusnku (BUMIpsIHI TOMUIIKH);
L — ines (BekTopHa JioriKa, crienudikais);
XOr — cyma 3a MofyJieM /iBa abo XOr-orepartis;
dj — BigcTani Mixk KOMIOHEHTaMH.

BCTYII

Bynp-sxe LiJIecripsiMOBaHe BiJJHOILICHHS €
KOMIT FOTHHT. [HTeNIeKTyallbHUi KOMIT IOTHHT — Lie rap-
MOHIHHI BITHOCHHU MiX pecypcamMd Ta METOIO, IO BHKO-
PHUCTOBYIOTh HAIMIPHICTh PO3YMHHX CTPYKTYp JaHHX.
Moens KOMIT'IOTHHTY BIIEpIIE 3amporionysas John von
Neumann y 1945 pomi. Bona mictuna npuctpoi ynpag-
ninnst, BukoHauHs (AJIIT) Ta mam’ste. YChOTO TPHU KOM-
HIOHEHTH, SIKi MPAIIOIOTh Y TIPOCTOPI IUIAaHETH, 1 HE JIMIIIE,
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Bxke 80 pokiB. ICTOpUYHO MOJENb KOMIT IOTUHTY MOXKHA
PO3MIIAATH SK IIEBHY TapMOHII0 B3a€MOJONOBHIOIOYNX
OPOTHIICKHOCTEH (yMpaBIliHHA Ta BUKOHAHHS), IO TPH-
3BOJSATH JIO TapMOHIT METH Ta BUTpPAT JUIsl 11 JOCATHEHHS.
TyT ozHa 3 nizielt — 1ie rapMoHis BiJHOCHH MIiX JIOJWHOIO
Ta TOBKULTAM. «CKaXky MEHI — 1 s 3a0y/1y, TOKa)KU MCHI —
1 s 3amaM’sATar, Aaid MEHi 3pOOHTH — 1 s 3pO3yMIIO», —
Kondyuiit, V cr. no namoi epu. Liero naBHBOIO (pazoro
NPEICTaBICHUN CyYacHUIl KOMIT IOTUHT HaBYaHHS Ta 0i3-
Hecy y popmaTti «cimoBo — 00pa3 — misi» ab0 «alTOpUTM —
MOJZENb — MOHITOPHHT-YIpaBIiHHs». s moxuan odpas
— CTPYKTypHa MpPOCTOTa HAOYHOI HAIAMIPHOCTI CJIOBa YU
MOZEINb, 0 aKTUBYE KaHai 30py. CI0BO IpH3HAYCHE VIS
ciyxy, o0pa3 — ais 30py. HanmipaicTs — 6maro 1 6yas-
SKOTO KOMIT IOTHHTY, 30KpeMa, HaByaHHs. JlronuHa mae
n’ate iHdopmaniitnnx kaHanis. binbme 90% indopmarii
HAJXOJHUTh JI0 HAC Yepes 3ip Ta CIIyX 3 HUX Ha 3ip mpuma-
nmae 90% indopmanii. Byap-ske minecnpsMoBaHe BiTHO-
nieHHs1  (B3a€MHO-JIOTIOBHIOIOUHX MPOTHICKHOCTEH) €
KOMIT 1oTHHTOM. CyTh KOMII'IOTHHTY — BUSIBJICHHS rap-
MOHIi M)XK BUTpaTaMH Ta METOIO.

O0’exT mocmimkeHHs — KiOep-Qi3udHuii Ta Kibep-
COILIaBHAN KOMIT IOTHHI Ha OCHOBI BEKTOPHO-JIOTIYHUX
MoJieneil (pi3MYHHUX Ta COLIAbHUX MPOLIECIB Ta SBHUIIL.

[Ipenmer gocmipkeHHS — IHKEHEpHE METPUYHE
YIPaBIIiHHS COLiaTbHUMU TPOLECAMH.

[MpoGnema mochiKeHHsT — 1€ YCYHEHHS MPOTHPIY
MK MEHEIXKMEHTOM Ta BUKOHABIISIMHU IIUIIXOM 3aIlpoBa-
JUKEHHSI 1H)KEHEPHOTO COILIaJIbHOTO KOMIT IOTHHTY, IO
3a0e3neuye MOpajbHE YIPaBIiHHS COLIaJbHUMH IpOLe-
caMy Ha OCHOBI X METPHYHOTO MOHITOPHHTY.

Merta gocmimpkeHHs — po3poOKa iHKCHEPHHUX apXiTeK-
TYp MOHITOpPHHIa Ta YNpPaBIiHHSA COLIAIBHUMHM Ipolieca-
MU Ha OCHOBI BEKTOPHOT JIOTIKH.

1 IIOCTAHOBKA 3AJIAUI

Icuye Tpu Buan xomm rotunry (puc. 1) B mpoctopi i
yaci Ha OCHOBI KIHIIEBOTO pe3yjbTaTy OOYHUCICHb
(inference): 1) meuepHuii KOMII FOTHHT — BimoOpaxeHHs f
oyrtst X (imdopmariist) Ha Oymp-sikomy Hocil Y mis
OpUHITTS pimens moauHoro Y=f(X); 2) macuBHmit
(imitamiftamit, simulation) koM’ OTHHT — MOJETIOBAHHS
BXiHUX e(ekTiB X Ha Monens L mporecy abo o0’ekra 3
MeTor0 oTpuMaHHs BHcHOBKY (inference) Y=L(X)
(mporHo3yBaHH, IIarHOCTHKA, po3mi3HaBaHHS,
KJacTepusartist, kKimacudikaiis). ImeanbHEM BapiaHTOM
KOMIT'IOTUHTY € CHTyalis, KOJM TMpPH MOJACIIOBaHHI
BXigHui edekT Xj 3BOAMTHCS A0 TPaH3aKIild YUTAHHS-
sanucy (read-write) 3a BekTopHOIO norikoro L B M-
nam’sati  Mi=L[M(X;)], ©e3 yuacti mnpouecopa. L
TEXHOJIOTiSl BigmoBigae cydacHoMy |IT-tperny «Low
Code/No Code» [1]; 3) akrtuBHmii (icTHHHHI)
KOMIT'FOTUHT — 1€ TeHepalisi CUTHAJIIB BHUKOHABUOTO
MeXaHi3My 4 Uil aBTOMaTHYHOT'O YIPABIIiHHS MPOLIECOM
a00 00’€KTOM Ha OCHOBI JIBIHKOBOTO KO/IyBaHHS CHUTHAJIIB
monitopunry X. Kepyroua ¢opmyma Ai=f(Xj, Ai-1) €
MOJIEJUIIO aBTOMAaTa nepuioro pony 3a B. M. I'mymkoBum.
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MacKBHUA HOMN OTHHT

Cumynauis Mogent (06'exT)
| OaHi |3oﬁuam‘|uw3wn| | Jani || Pey_'nbﬁrl aHi Mera
a 6 B

Pucynok 1 — Tpu TunM KOMIT IOTHHTY: a — IEYEpHUH,
0 — macUBHUM, B — AKTUBHUI

Posrsimaetsest 3amada cuHTE3y Mojedi (pO3yMHHX
CTPYKTYp IAaHHX) ULl MOJACIIOBAHHS OyIb-sIKUX BXITHHX
nabopis — modeling for simulation.

Po3B’s130K 3amaui mossrae y mpotieci cuHTe3y (TpeHiH-
ry) Mojeni 3a 3aJaHMMH BXiTHO-BHXiTHMMH Habopamu
curHaniB. Simulation — nporiec BU3HAYCHHS CTaHIB BUXO-
JIiB MOJICTIi Ha 3aJ]aHUX HAO0OpaX BXiJHUX CUTHAIIB

Hexait 3amani nHaB4yanbHi XY-HAOOpH, MOJEIIOBaHHS
HecnpaBHocteit f = XxorY.

[IpakTruHe 3aBHaHHs momsrae y cuaTe3l ML-Momermi
(modeling) 3a momomororo XY-maGopie f=XxorY 3 metoro
MOAANBIIOrO TECTYBaHHS SMart Moxeni Ta MOJEIIOBaHHS
(simulation) wa Hiit Gymp-sKuX BXimHHX X-HAGOpPIB IS
BU3HAYeHHs BUXigHux Y-curnamis, Y=F(X).

3aBmaHHs JOCTiKeHHs: 1) aHami3 iHKCHEpHOTOo
KOMIT'IOTUHTY YIpPaBiIiHHSA (I3WYHUMH Ta COIaJbHUMHU
00’€KTaMH Ta mpouecamu; 2) po3poOka KOHIENTYaTIbHUX
METpPHUK, MOJIENICH Ta apXiTeKTyp YIPaBIiHHs COL{ialbHH-
MH TPOIIECaMH Ha OCHOBI iX BUYEPITHOTO MOHITOPHUHTY; 3)
BEKTOPHO-JIOTIYHHIA METPUIHHAN KOMIT FOTHHT COILIaThbHUX
TIPOIIECiB.

2 OI'JISI A JIITEPATYPHU

MexaHi3M KOMIT'IOTHHTY — Il aKTHBAaIis Ha OCHOBI
MOHITOpUHTY. TabIuIs iCTHHHOCTI — JIOTiYHI BiJHOIIEH-
HS MDK BXITHHUMHU Ta BUXITHUMH CUTHAJaMH YU HaWyHi-
BepCallbHillla MOZEIh KOMIT FOTUHTY Ha BUPIIIEHHS BCIX
3aBJaHb y Bci yacu. TaOuulst ICTHHHOCTI — L€ PO3yMHI
CTPYKTYPH JIaHHX, SKi MiHIMI3yIOTh BUTpPAaTH BUKOHAHHS
ITOPUTMY iXHBOI OOPOOKHM PaxyHOK HaJMIpPHOCTI CBOET
npocrotd. [IpaBwibHEe BHpILICHHS NMPOOJIEeMH — L€ 3aB-
KM MaTeMaTUYHO KPackBe 1 BOJHOYAC MPOCTE, SIK Ierda.

Bi3Hec-KOMIT'IOTHHT — IIUTECHIPSMOBAHI BiTHOIICHHS
MDX MEXaHi3MaMH YIpPaBIiHHSA Ta BUKOHAHHS 3 (QYHKILis-
MH MOHITOPMHTY, MOJETIOBAaHHS Ta aKkTioamii Oi3Hec-
nporecy. Mozesp Oi3Hec-mpoliecy — ILie rpa JeTepMiHO-
BaHMX Ta IMOBIPHICHUX CTPYKTYp nauux. Lludposizaris —
e 1udpose (IBifKOBE) KOAyBaHHS MPOILECIB Ta SIBHII Ha
YHIBEPCYMi NPUMITHBIB JUII TOYHOTO YIIpaBiiHHS (izud-
HUMH Ta COLIAJIbHUMHU 00’ €KTaMn Ha OCHOBI BHYEPITHOTO
MOHITOPUHTY, IO JJO3BOJISIE CKOPOTUTH 4Yac Ha 0OpoOKy
JITAaHUX Ta MiIBUIIUTH SKICTh CEPBICHOTO 00CITyTrOByBaHHS.
[IpaBunpHE pIiMICHHS — 1€ KOJNH IIPOCTO, 3PO3YMLIO i
KPacHBO».

[IpoMOT-KOMII'FOTHHT — HiJIECTIPSIMOBAaHI BiIHOIICHHS
MK MEXaHI3MaMH YHpaBIIHHS Ta BUKOHAHHS 3 (YHKIis-
MU IHTENEKTyaJIbHOTO (DOPMYBaHHSI BHUEPITHOI BiIOBII
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Ha MPaBWIbHO cHOPMYILOBAHMH 3anuT KiieHrta. [Tpommt-
KOMI ' IOTHHT (hOpMYy€ BiAIIOBi/I Ha 3aIIUTaHHS.

BOT-KOMI'FOTHHT — II¢ IUJICCIIPSAMOBAHI BiTHOIICHHS
MiXk OOT-I0JaTKOM Ta KJIi€eHTOM 3 (QyHKI[isiMu Bepudika-
i1 Ta KOPEKIIii BiAMOBIAEH KITi€HTa Ha MPABHIBLHO COp-
MyJIbOBaHi 3anmuTH Oota. BoT-koMI’foTHHT (dopMye mu-
TaHHA Ha BIAIOBIAI.

1. AxryansHicTh cTBopeHHs RAG-0oTa-aBTomMara Juis
oOciyroByBaHHS KiieHTa B 6anky. GenAl Ta Bemuki MoB-
ui Mmomeni (LLM) mpeacraBuim HOBI MOXKIIMBOCTI Ta ede-
KTHBHOCTI. Po3mip cBitoBoro puHky LLM ominroBaBcs B
4,35 mupa. ponapis CIHA B 2023 poti i, 3a mporHo3amy,
3pOCTaTUME 3 PIYHUM TeMIioM 3pocTanHs 36% 3 2024 no
2030 pixk [2].

2. Tucsdi KoMIaHid i OlTbILIE COTHI ypsi/IiB MarOTh Ke-
PIBHUITBA, CTPYKTYpu abO MpPUHIMOHN BHKOPUCTAHHS
witydsoro ixrenekry (LI) ams ympaBmiHHS Ha OCHOBI
MOHITOPHHTY. AHali3 NMPaKTUKH, 10 PO3BUBAETHCS, BU-
kopuctanus Al-engine i BUKOPUCTOBYBAaHUX B HUX MOB
Jla€ BXKJIMBI BIIOMOCTI TIPO T€, SIK MOIIUPIOIOTHCS 1 3Mi-
HIOIOTBCsE Al-HOpMUE (pHC. 2), YIpaBIIiHHS CYCHITBCTBOM 1
KOMIIaHIsIMH, Ta HaIpsIMOK PYXy O IHTEIEKTYabHOI'O
prompt-computing [3].

NVIDIA Al-engine Microsoft

Azure Al-recovery

Al-service computing

ML-Model

Output data
a 0

PucyHok 2 — [Tpuknaau Industry Al: a — Al-service computing
(LII-cepsic komn’totunr), ne Al-engine — ILI-xBuryH;
Humanity — nronctso; 6 — Azure Al-recovery (Azure I111-
oHoBieHHs), xe Prompt Data — gaui 3anwmtis; Output Data —
Buxiani gani; Input Data — Bxigui (mo4aTKoBi) gaHi;
Output docs — BUXiaHI JOKYMEHTH

Humanity

Output docs

Prompt Data

Rufus LLM BHKOpPHCTOBYE TI'€HEpAIIO JOMOBHEHOTO
nomyky (RAG) mms otpumanHs iHpopMmaril 3 mKkepern,
SIKI BBXKAIOTHCS HAJIMHUMH, TAKUX SIK KAaTaJIOT MPOIYK-
ii, BIITYKM KJI€HTIB Ta IMOBIJIOMIICHHS CHUIFHOTH ITH-
TaHb Ta BIAIOBIZEH, BIH TaKOXX MOJYKE BHKJIMUKATH BIJIIO-
Bimai APl marasmuais Amazon. Cucrema RAG nHamssu-
YalHO CKJIaJHA 5K Yepe3 PI3HOMAHITHICTh JUKEepes TaHuUX,
10 BUKOPHCTOBYIOTKCSI, TAK 1 yepe3 Pi3Hy PeleBaHTHICTh
KOKHOIrO 3 HUX 3anexHo Bix nurands. Koxen LLM Ta
KO)KHE BUKOpHUCTaHHS reHepaTtuBHoro 111 — me pobota B
nporeci. [1[o6 Rufus crasas kpare 3 yacom, oMy TOTpi-
OHO Ji3HATHCS, SKi KOPHCHI BIIIMOBIMI, a SKi MOXHA I10-
mimuwuty. Kiientn — Halikpaie Jpkepeto miel inpopmanii.
Amazon 3aoxouye KiieHTiB HagaBaTu Rufus 3BopoTHuii
3B’S30K, JAIOUX MOJENI 3HATH, YH crogobanacs abo Hi iM
BiJIMIOBi/b, 1 Il BiJMOBIiJli BUKOPHCTOBYIOTHCS B MpOIIECi
HaBYaHHS 3 mijKpiruieHHsM. 3rojom Rufus HaBuaeTscs Ha
3BOPOTHOMY 3B’SI3KY KIIIEHTIB Ta IMOKPAIIY€e CBOI BiAIOBI-
Ii, mo0 HamaBaTH HAWOUIBIN pPEJICBAHTHY Ta KOPHCHY
BiNOBigs Ha OyIb-sIKe 3a7aHe 3aUTaHHA. [HOMI 1Ie 03Ha-
4ae pO3TOPHYTY TEKCTOBY BiAIOBIiAh, ajie iHOII Ie KOPOT-
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KA TeKCT a00 «KiaikaOenpHe» MOCWIIAHHS I HaBiraiil
MarazuHoM. [1oTpiOHO mepexoHatucs, o noxana iHpop-
Mallisi CIIily€e JIOTIYHOMY MOTOKY. SIKIO HE 3rpyIyBaTH i
He BiAQoOpMaTyBaTH BCE MPAaBUIBHO, MOXKHA OTPUMATH
3aIuTyTaHy BIATOBI/b, sIKa HE Jy>Ke KOPHCHA JUIs KIIIEHTA.
Came tomy RuUfUS BHKOpPHCTOBYE MEpelOBYy IOTOKOBY
apxiTeKTypy IOCTaBKH Biamosined. Kiientam He moTpiod-
HO 4YeKaTH, ITOKH JOBTa BiJINOBiAb Oyle MOBHICTIO 3reHe-
pOBaHA — HATOMICTH BOHM OTPHMYIOTH HEPLIy YaCTHHY
BIJIMOBi/I, TIOKK TeHepyeThesi pernra ii wactunu. Rufus
3aIIOBHIOE TIOTOKOBY BiJIOBiJb HPABUILHUMH JaHUMH
(mportec, 3BaHM# TimpaTaIi€ro), HAJCUIAIOYH 3alUTH Y
BHyTpimHiI cuctemu. Kpim renepamii KOHTEHTY Ui BiA-
TIOBi/Ii, BiH TaKOX IreHepye iHCTPpYKuii popMaTyBaHHS, AKi
BU3HAYAIOTh, SIK MIOBHHHI BiJJOOpaXkaTuCsl pi3Hi eJIeMEeHTH
Biamosimi [4].

3) 3 inmoro 6oky, € Al-mpoaykt Ha puHKy IT, siki
MIPUCBSYCHI BiJIHOBJIECHHIO Ta TeHepalii JOKyMeHTiB. 3pa-
30K TaKol CHCTEeMH — MpOAyKT KommaHii Microsoft, skuii
BUpILIY€E 3aB/JaHHS BU3HAYCHHS JIAaHWX Ta 3aroJOBKiB JUIs
mBUAKoro HaB4aHHSA Al-mexanismy. OmHaK Ha ChOTO-
THIIHIA TeHb mg Azure-cucteMa € MacUBHOIO 1 He BHPI-
IIy€e 3aBIAaHHSA KepyBaHHS-Oi3HEC MPOIECOM Ha OCHOBI
aHai3y JOKYMEHTIB Ta TeKcTiB [5].

VY poborax [6, 7] posrisgacThcst iHHOBAIliiHE BHUPI-
HICHHS MPOOJIEMH SKOHOMIKH IpU 0OpOOIl BEIMKHX Ja-
HUX Ta TECTyBaHHs LUPpOBUX MpHUCTPoiB. [IpornonyeThes
BEKTOPHO-JIOTIYHMH  eHepro30epiratoynii  KOMIT FOTUHT
BEJIMKUX JaHUX y TIaM’sITi, BUIbHUH BiJi KOMaH]| IPOLECO-
pa. BigMiHHICTP 3aIPONOHOBAHOTO KOMIT IOTHHTY ITOJIS-
ra€ y 3MEHIIeHHI 00YMCIIOBaJIbHOI CKJIAHOCTI alropuT-
MiB J0 HYII IUIIXOM 30UTBIICHHS HAIMIPHOCTI ITaM’sTi
JUISL CYIIEPIO3HLIT PO3YMHHUX Ta SBHHX CTPYKTYp AaHHX.
Jloriunmii MBIHKOBUI BEKTOP PO3TIANAETHCS SK YHIBEp-
campHa (opMa MOJENi YSBICHHS NPOIECIB Ta SBHII,
CTPYKTYp Ta (pyHKIiOHanbHOCTEH. JloriyHnii BekTOp Ha
azpecHoMy mpocTopi 2" iforo GiTiB yTBOpIOE TaGNHIO
ICTHHHOCTI Uil N-3MIHHHX, $Ka BHKOPHCTOBYETHCS SIK
OCHOBA CTPYKTYp J@HHX JUIsS BUPIIIEHHS KOMOIHATOPHUX
3aBJjaHb KOMIT IOTHHTY. AJlpeca po3risiaeThes SIK JBii-
KOBHUH N-pO3PSITHUIA BEKTOD, IO i1eHTH(]IKY€E HATICKHICTD
eNIEeMeHTa YHIBEpCYMY 10 KiHLIEBOTO YHCJIA TECTOBHX N
a0o iHmHX natepHiB. ToMy agpecHHH BEKTOP BUKOPUCTO-
BYETBCSI TS KOTYBAaHHS BEJIMKUX NaHUX (HECHPaBHOCTEH)
3 MeTOI0 00pOoOKM Ha TAaOIHI iICTHHHOCTI 6€3 mporpamy-
BaHHS. Ha OCHOBI ampecHOro KOAyBaHHS JaHUX Ha Taod-
JIMII ICTUHHOCTI B MHapajielibHOMY pexuMi 00poOku N
3MIHHHMX BHPIIIYIOTHCS 3aBJAaHHS. MOJEIIOBaHHS TECTO-
BUX Ha0OpIB Ta HECNPABHOCTEH, JIOTTYHUN aHali3 rpado-
BUX CTPYKTYp, KJIaCTEpHU3allisl BEJIMKUX JTAaHUX, 11eHTU]I-
Kallisi Ta po3mi3HaBaHHA naTepHiB. Ha jorigHoMy BekTOpi
CHUHTE3Y€ThCSl MAaTPUIS BiCTaHEH MiX TECTOM Ta TadJH-
[IEI0 ICTHHHOCTI, MO (HOpMy€e MATPHIIO AKTUBHOCTI JIOTi-
YHOI QyHKIiOHATBHOCTI. {1 MaTpuIi 3BOASTH alrOPUTMHU
MOZENIOBaHHS HECIPAaBHOCTEH Ta MOOYZOBU TeCTy 1O
Pa30BOI MaTPUYHOI MPOLETYPU CUHTE3Y KapTH TECTYBaH-
HS JIOTi9HOI (YHKIIOHANBHOCTI. Y I[bOMY 3MEHIICHHS
CKJIQJIHOCTI aJITOPUTMIB CHHTE3Yy BiJOYBAa€ThCS PaxyHOK
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eKCIIOHEHITIaIbHUX BUTPAT IaM’ SITi, HeoOXiTHI SBHOI Cy-
MepIo3uIlii MaTpuilp i Tabmuie ictuHHOCTI. Po3pobieni
MOJIEJI Ta METO/IU TECTYBaHHS LU(PPOBHUX BUPOOIB Opi€H-
TOBaHI Ha cTaHgapT rpann4Horo ckanysanus |EEE 1500
SECT, skuif 3MEHINYE CKIaIHICTh OOYHMCIFOBAIBLHOTO
BUPOOY 3aB/IsSKK pO30HTTIO ckiagHoi SOC Ha CyKynHICTh
npoctux |IP-core. Ctpykrypa mOCHiIDKEHHS MICTHUTH JIBi
yacTuHH: 1) iN-MEemory MojentoBaHHs TECTiB Ta Hecmpa-
BHOCTEH, sK anpec, UU(POBHX CHCTEM Ta EJIEMEHTIB;
2) in-memory aHali3 BEJMKHX JaHHX, K aApec, I po3-
Ti3HaBaHHS MATEepHiB. Yci 3alpOIOHOBAHI MOAENT Ta aj-
TOPUTMH aHAI3y JAHWX € IHHOBAIL[IfHUMH Ta HE MAlTh
aHayoriB 'y cCBiTi. BamimHicTh OTpMMaHHMX pe3ynabTaTiB
MiATBEPIKYEThCA OOTPYHTOBAHUM JIOKa30M OCHOBHHX
TEOPETHYHHX IOJIOKEHb Ta YUCICHHHUMH EKCIIEPUMEHTa-
MU Ha TIPOTPAMHUX J0JaTKax, BUKOHaHUX MOBO0 Python.
3anpornoHoBaHi 00UMCITIOBANIbHI MEXaHI3MU MOXYTb OyTH
KOPUCHUMHM It (haxiBIiB, sIKi 3afiMaloThes po3poOKoOIO,
TECTyBaHHsM Ta Bepudikamiero nuppoBux BUpPOOIB, a
TaKOX CTYJEHTIB, SIKi BHBYAIOTh KYpPCH KOMII FOTEPHOI
IHKeHepii.

IMam’sa1e Ta mporecopu. NVMe SSDs up to 4TB. He
BapTo Bmamatu B omany: AMD ta Intel — GesymoBHO,
HanHamidninng koukypentn Nvidia. Boru momisttots ic-
TOPII0 PO3POOKH YCIINTHUX YilliB Ta CTBOPEHHS IIPOTpaM-
HUX TatdopM Ui HUX. AJle cepell MEHIINX, MEHII Te-
peBipeHuX TpaBIliB BuminsieThes onun: Cerebras. Komma-
Hisl, sika cnenianizyerses Ha LI ans cynepkom’roTepis,
Bukiukana ¢ypop y 2019 poui 3 Wafer Scale Engine,
TiraHTCHKMM IIMAaTKOM KPEMHII0 PO3MIpOM i3 IIJIaCTHHY,
yrmakoBaHuM 1,2 TpuiblioHa TpaH3ucTopiB. OcTaHHS iTe-
pamist Wafer Scale Engine 3 migsumiye crasku 1o 4 Tpu-
JTHHOHIB TPaH3UCTOPIB.

Howminysanust Nvidia y cdepi II1. 3acHoBana B 1993
pori, Nvidia 3amummmna cBiif cix y Tomi e HOBi# obac-
Ti Tpadiuamx mporecopis (GPU) mis mepcoHATBHHUX
koM’ toTepiB. Ane dinu Al kommanii, a He rpadiuHe 06-
nagaanss s 11K, suBesn Nvidia mo j1aB Haiimoposxuux
KOMIIaHid CBiTy. BusBnserbes, rpadiuni MOporecopu
Nvidia takox no6pe migxoasts ms 11, B pesynbrarti ii
akuii cranu Ounbir HiX y 15 pa3iB KOpHCHIMIMMH, HIK Ha
nmoyatky 2020 poky; Bupyuka 3pociia npubiamusHo 3 12
MinbsipaiB gonapis CIIIA y 2019 ¢inancoBomy porui 1o
60 mimpsipaiB momapie y 2024 pomi; a mepenoBi dimm i€l
eNeKTPOCTaHIii (reHeparopa) LITYYHOTO iHTENEKTy TaK
caMmo pinkicHi i Oaxani, sk Boja B mycreni. Groq — e
ineanpHa dopma A QYHKIIT Ta 3 YHIKATBHAM MiAXO0I0M
no obmaguanns LI IlepeBaru: BiaMiHHA IPOTYKTUBHICTH
BuezeHHs 11II. Henomiku: B ganuii yac mporpama oome-
keHa BuBeneHHsM. [linxix Groq 3ocepemkeHuid Ha Tic-
HOMY TOE€JHAHHI NaM’sTi Ta OOYMCIIOBAJIbHUX PECYpCiB
JUISl IPUCKOPEHHSI IIBUAKOCTI, 3 SIKOIO BEJIMKa MOBHA MO-
el MOYe BilNoBizaTh Ha 3anuTH. «IXxHA apXiTekTypa
3acHOBaHa Ha mam’ siTi. [laM’sTe TicHO MOB’A3aHa i3 Ipo-
ecopoM. bymo 6 kpamie Matu OinbIle By3IiB, aie IiHa 3a
TOKEH Ta MPOAYKTUBHICTH — IIe O0KEBILLI», — Kaxke My-
pxen. «Token» — 1e 6a30Ba OOUHMIIA JaHUX, SIKY 00p00-
nse monenb; y LLM me 3a3Buuail cmoBo abo yactuHa
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cioBa. [IpoaykruBHicTe Grog mie Oinbliie Bpaxae, Bpaxo-
Bytoud, mo 1i gim, 3Bammit Language Processing Unit
Inference Engine, Burotopnenuii 3 BUKOpUCTaHHIM 14-
HaHoMmeTpoBoi Texuojorii GlobalFoundries, sika Ha Kijb-
Ka MOKOJIiHb BijicTae Bix Texuosorii TSMC, o Bukopuc-
toByetbest B Nvidia H100. V nunui Groq omy0sikyBas
JICMOHCTpAIil0 MIBUAKOCTI BHBEIEHHS CBOTO 4Yima, sKa
Moxke mepeBuiryBatu 1250 TOKeHIB 3a CeKyHAy, Ipallro-
toun Ha LLM Meta’s Llama 3 3 8 minbsipaamu napamer-
piB. Lle epesepinye HaBith memo Samba Nova, sike Moske
nepesuiysaru 1000 TokeHis 3a cexynmy [8].
[nTenextyanpauit KoM roTHHT [9] — HOBa mapagurma
00YHCIICHB, KA 3’ €IHY€ JIOAWHY 3 KOMIT I0TEPOM, TPai-
[iffHi OOYMCIEHHS 3 TMEepLUENTHBHHUM, KOTHITHBHHUM Ta
ABTOHOMHHUM IHTEJIEKTOM Ta CIpHse U(POBii peBoMOLiT
B enoxy Benukux ganHux, I ta [HTepHeTy peueit 3a no-
MIOMOTOI0 HOBHX OOYHCIIIOBAIBHHX TEOPid, apXiTEeKTyp,
METONIB, CHCTeM. IHTEeNIeKTyalbHUH KOMIT IOTHHT — L€
icTopist 00YKCIIEeHb 3a Yac iCHyBaHHS JIIOJICTBA, IO MaE Ha
METIi — YIpaBJiHHS [IpOIecaMy Ta SBUIAMH HA OCHOBI iX
MOHITOPUHTY. [HTEpHET — IIe MO30K JIO/CTBA 3 (PYHKILis-
MU KOMYHIKAIiif, MOHITOPHHTY Ta yrpasiiHHsi. [ Tmo6ais-
Ha MeTa IHTEJNEKTYaJbHOTO KOMIT FOTHUHTY — CTBOPEHHS
MO3KY JIFOACTBA B paMKaX iHTepHET-iHPPACTPYKTYPH.
Bocenu 2024 poky B €peBani 3i0panucs Tpu KoHpe-
penmii (East-West Design and Test Symposium, Micro
Electronic Forum, INDUSTRY .AI), npucssiueni Al Bu-
PIILICHHIO aKTYyaJIbHUX TEXHOJIOTIYHUX IpoOieM B o0nacTi
design and test kommn’rotuary. Cumnosiym IEEE East-
West Design & Test 2024 poxy HOCHiIKy€e HOBI TCHACH-
mii y TeCTyBaHHI, JIarHOCTHIN Ta PEMOHTI MIKPOCIICKT-
POHHHUX CHCTEM, a TaKOXK KibepOesmeri, aBToMo011e0yIy-
BaHHi, [HTepHeTI peyeil Ta mTy4yHomy intenekti [9, 10].
Bin 00’enmHaB BUeHMX IDIaHETH 3 27 KpaiH CBIiTY. bymo
sanporreno 17 ximouoBux fomosigadis (keynotes), mo e
pexopaoM 3a Bcto 20-pivny ictopito EWDT-cummnosiymy
[10]. Temaruka cummosiymy Oyia mpejacTaBiieHa GaraTh-
ma HanpsMmkamu CAD i1 EDA, siki nepani Oinblie npoHu-
3ani iHcTpyMeHTamu Al. KoxxeH neHb poOOTH CHMITO3iy-
My OyJIO BII3HAYEHO KPYIJIMM CTOJIOM HAayKOBHX JHCKY-
Ciif, 3a SIKMM ekcnepTu B ranmysi Al-komMm’1oTHHTY 00TrO-
BOPIOBAJIM ITUTaHHS TEXHOJOTTYHOT JJOCKOHAIOCTI y cepi
YIpaBIIiHHS SKICTIO IPOAYKTIB, BUPOOIB NpoIIECiB Ta cep-
BiciB. besymoBHNM TexHONOTIYHNUM Al-IIiepoM BHCTYIIAE
cnoucop EWDT-cumnosiymy - kommaHis Synopsys-
Bipmenist mij kepiBHHIITBOM ii JIiiepa Ta TOJIOBHOTO apxi-
Tektopa Yervant Zorian, sikumii mpotsirom 20 pokiB Hece
TEXHOJIOTIYHY JOCKOHAJICTh 10 YHIBEPCHUTETIB, KOMITaHiit
ta gepkaB Cxomy Tta 3axomy. «Through East-West-
cooperation to the harmony of excellence» — nesi3 cum-
mo3iymy. Lle 3Hal1LI0 BiqOOpaKEeHHS B 3aCiJaHHI BYCHHUX,
0i3HECMEHIB 1 JOCIIIHUKIB, MPUCBSIYCHNX IHTENEKTyali-
3amii ocBiTH Ta iHAycTpii y BipmeHii, Koy y BenmmuesHin
3ai omHOoYacHO 3i0panocst moHan 1000 ocib, siki X04yTh
BrpoBapkyBatd Al-mexaHi3Mu y Bci cdepu JFOICHKOT
JisTIBHOCTI MaJICHBKOI, aje TEXHOJOTIYHO IOCKOHAIIOL
JepkaBu. 3amporieHi Keynotes mpencTaBuian IOTOBII,
10 BimoOpaxkaroTh cy4acHi TeHaeHmii B Al-komm 1oTHHTY
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(sixicTe MikpoenekTponnux 3D-Bupo6is, Al-computing in
design and test; prompt Al-engeniring) [10-12]. Perymns-
pHi momoeiai (70 papers) Ha cummo3iymi Oyiiu MmpezcTaB-
JICHI BIJOMHMH HAyKOBUMH HIKOJaMu. mpodecopa
Vazgen Melikyan (80 3axuimenux mucepraiiiii), mpode-
copa Samvel Shukurian, mpodecopie Paolo Prinetto, H.
Fatih Ugurdag, Zainalabedin Navabi).

3 MATEPIAJIN 1 METOAU

BrnpoBamuMo HacTynHI BU3HAYEHHS, METPHKY Ta Me-
XaHI3MH KOMIT IOTHHTY.

Intelligent Computing (Vladimir Hahanov) — ne ra-
Jy3b 3HAHb, SIKA 3aiIMa€ThCS TEOPI€I0, IPAKTUKOIO Ta €KO-
HOMIKOIO TAPMOHIHHUX BiJHOIIEHh M JETePMiHOBAaHUM
Ta imMoBipHicCHUM (Al) KOMIT'FOTHHIOM 33 METPUKOIO <yac
— pecypcH — SIKICTH> JJisl YIpPaBJIiHHS HpOLIECAMH Ta
SIBUIIIAMH Ha OCHOBI MOHITOPUHIY OIM(pPOBaHUX Ta PO-
3YMHO-TIOB’SI3aHUX M cO00I0 COLiaNbHOTO, (PU3NIHOTO
Ta iH(OPMaLIfHOTO IPOCTPOPIB.

Big Data — Benuki qaHi — KinbKicTh Ta popma iH(pOp-
Marlii, MO0 BaXKO CIIPHHMAETHCS CBIIOMICTIO IFOJAWHU.
Mertpuka Benukux ganux VVV: volume, velocity, variety
(oGcsr, MBHUAKICT TEHEPYBAaHHS Ta PI3HOMAHITHICTS).

Data Science — mayka, 010 BHBYA€ XUTTEBUN LUK Ta
(dhopMH aHUX 3 METOI0 OTPUMAaHHs aKTyajbHOI iH(opma-
Wil Ui TPUAHSITTSA pilieHHs . BUKOPUCTOBYE MiAXOIH:
JIICKpEeTHA MareMaTHKa Ta CTaTUCTUKA, IUTYYHUH iHTe-
JIEKT Ta XMapHi OOYMCIICHHS JUIs aHaNi3y BEJIMKHUX 00cCs-
TiB TAaHWX ITiJ] YaC BHUPIIICHHS 3aBaHb Kiacudikaiii, pe-
rpecii, knacrepusaiii. Kirowosi inctpymentu: R, Python,
Apache Hadoop, MapReduce, Apache Spark, NoSQL
Databases, Cloud computing, GitHub.

Machine learning — anroputmu MmouIyKy 3aKOHOMip-
HOCTe#l y BXiTHUX JaHHX 0e3 mporpamyBaHHS Ha OCHOBI
PO3YMHHUX MEXaHi3MiB iX CTPyKTypH3amii 3 METOI0 PO3IIi-
3HABaHHS MATepHIB Ta MPUIHATTS pimeHHs. «Hixto Mma-
IIMHY He HaB4ae». Hanpukiaz, BHCIOBIIOBAaHHS «s Ha-
BYAI0 KOMIT'FOTEp» a00 «MH HaBYWIIM HEHPOMEPEeKy»
3By4aTh IIOHaiiMeHIlle HAaiBHO, Ha TYMKY aBTOPHTETIB Y
nauiit ranysi (Daniel Faggella) [13].

Po3ymHi (moB’si3aHi) CTPYKTYpU HOaHHX JO3BOJISIOTH
0e3 mporpamMyBaHHS BUpILIyBaTH 3aBJaHHS CTPYKTypH3a-
il KopucHoi iH(opManii IUITXOM Cyneprno3umii TabauIb
Ta MaTpHIb, BEKTOPiB. L5 ies € OCHOBHOIO B MEXaHi3Max
TEXHIYHOI JIarHOCTUKH, MAIIMHHOTO HaBYaHHS, BKIIOYa-
09N HEHPOHHI MEpexXi SIK TUI PO3yMHHUX CTPYKTYp Ha-
HUX.
Artificial Intelligence (turyumwmii inTenexT) — e
KOMIT FOTHHT, 10 MOJIEJNIOE JIFOJICBKE MHUCIICHHS 3 METOIO
NPUAHATTS palliOHATBHUX pINIEHh HAa OCHOBI 0OpOOKM
MPUPOTHOT MOBH, PO3Ii3HABAHHS MOBH Ta 300pakeHb.

Neural Networks (NN) — mty4Hi HeHpOHHI Mepexi €
MEXaHi3MU-aJITOPUTMH MAaIlMHHOTO HAaBYAaHHS PEKYPEHT-
HHUX YU KOHBOJIIOLIMHUX CTPYKTYp JaHuX. BoHM ckiaja-
FOTBCSA 3 IApiB HEHPOHIB, II0 MAIOTh Bard BXiTHUX YT,
Ta MOPIT-aKTUBATOp HA BUXOI. SKIIO BUXimHI AaHI By3Ja
TIEPEBHUILYIOTH TOPIT, BiH aKTUBYEThCS UL Mepenadi aa-
HHUX Ha HACTYIHHI piBeHb Mepexi. Convolutional neural
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networks (CNN) — e aHamor KOMOIHAIIWHOI CXEMH.
Recurrent neural networks (RNNS) — anamor cxemu 3
I00aTbHUMH 3BOPOTHUMHU 3B’ si3kamu. 3 poromororo NN
BUPILIYIOTHCS 3aBJaHHS MAalIMHHOTO 30Dy, PO3Ii3HaBaH-
HSl MOBH, OOPOOKH IIPUPOTHOT MOBH.

[mkeHepHUI COLIANBPHNI KOMITIOTUHI — TIpaKTUYHE
BIIPOBADKEHHS iIel, HAYKOBHX Teopii, popMyn BueHOTO y
MPaKTHKY JKUTTS COLlaNIbHOI rpymu. [Ipukiany imxeHepHo-
r0 KOMIT'FOTHHTY — IPOMIIT-1HKeHepist (4aT-00TH) KoMIaHii
NVIDIA, Microsoft, Google, DeepSeek Al.

[HTENeK Ty ANTbHUI KOMIT FOTUHT BUKOPHCTOBYE
METPUKY XOI IBIHKOBHX OIMM(PPOBAHMX TMPOILECIB, IO
KOHBOJIIOIIIMHO (3rOPTKOBO) 3aMHKAIOTh BIJICTaHb MiX
HUMH [0 HYJS. Y xodi=0. Taka merpuka 3a TpbhOMa
KOMITOHEHTaMH a0o0 IpollecaMyd CTa€ METPHKOIO JUIsl
OyIb-IKOTO KOMIT FOTHHTY. Bci MOHITOPHHTOBI Mojemi
VIOpaBIiHHSA COWiaJbHUMHU 1 (I3MYHUMH TpOIecaMy Ha
OCHOBI MOHITOPUHTY BHKOPHCTOBYIOTH €IWHE DPiBHSHHS
iHTeNeKTyaIbHOTO KOoMIT FOTHHTY TXOrLxorF=0 (T — akry-
ampHa Mojens, L — cmenmdikargis, F — moMumku) mis
BHUPIIIICHHS] BCHOTO TPHOX 3aBmaHb: 1) F=LXOrT — Bepu-
¢ikais  abo  TectyBanns, L=TxorF - cuHTe3
cnerudikarii, T=LxorF — cuate3 (TpeHiHr) akTyaabHOT
Mojeni. MeTpuka iHTEJIEeKTyaJbHOTO0 KOMII'IOTHHIY Bpa-
XOBY€ HACTYMHI YHMHHHUKU: 1) eKOHOMika OOYHCIICHB;
2) HaIMIpHICTh MOJIENIe YM PO3YMHHUX CTPYKTYp IaHUX;
3) MiHiMaNbHa 3aTpUMKa TIiJ] yac 06pOOKH BXiJHUX 3ald-
TiB; 4) MiHIMaJbHE CHEPrOCIONKMBAHHSI ITijI 4ac 00pOOKH
BEJIUKUX JAaHUX; D) rapMoHis MK METOI0 Ta 3acobamu
ISt T MOCATHEHHS; 6) OOHYJIHHS alroput™My OOpOOKH
CTPYKTYp HaHux (MOIeli) paxyHOK iX eKCITOHCHI[HHOT
HAIMIpPHOCTI; 7) BUKOPUCTAHHS TPAH3UTHBHOTO 3aMHKAH-
Hs1 GiHapHOTO BimHOmeHHs TXOrL=F mst BiockoHaneHHs
Ta TeHepallii HOBUX BJIaCTHBOCTEH oOumcmoBauiB; 8) 360e-
PEKEeHHS Ta HapOIyBaHHs iCTOpIii 0OYUCICHb TIPH 00pO-
Oui iHmmX THUMB gaHuX; 9) mUQpOBizaIlsa Oyab-SIKHX
MIPOLIECIB Ta SIBUIIl HAa BBEJACHOMY YHIBEpCYyMi IIPUMITHBIB
JUTSl KepyBaHHs Ha OCHOBI MoHiTopuHTY; 10) Ge3nepepBHa
MacImTaboBaHICTh KOMIT FOTEPHHX apXIiTeKTyp I oOpo-
OKHM MPOIIECiB Ta SBHIN Ha OCHOBI iH(ppacTpykTypu edge-
fog-cloud; 11) BuxopucTaHHs OAHI€I 3 ABOX TPOIEAYP
modeling a6o synthesis ipu cTBOpeHHi Momei It BUKO-
HauHs Simulation BXigHOTO BIUIMBY 3 METOIO OTPUMAaHHS
BUXITHOTO pe3ysbTary; 12) BUKOPUCTAHHS BCi€l CydacHOT
nmamiTpyd  O0uYHMCIIOBaIbHUX apxitektyp (Al, quantum,
classical, in-memory, processor, mporpaMyBaHHS aqropu-
m™™iB, FPGA, RISC-V, ASIC, VLSI, matrix processor)
JUTSL OpraHi3allii eKOHOMHHUX Ta MIBUAKHX OOYUCIICHb.

MexaHi3MH KOMIT'IOTHHTY. MexaHi3M KOMIT IOTHHTY
SIBIIIE COOO0 TapMOHIHHE BiHOMIECHHS MK MOJICIUIIO i
AITOPUTMOM, IO JTO3BOJISIE MIHIMI3yBaTH 9ac OOYHCICHb
3a paxyHOK 30imeimeHHs HammipHocTi (redundancy)
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mam’ATi i HaBmakd. MoJens 1 ajlroOpuTM B3aEMOMIIOTH
CHpOIIEHO #AK MBI cmomydeHi cocymman M+A=1. Ile
CHIBBIZHOIIICHHS Mae JBa KpaiHix crtanu: M=1, A=0;
M=0, A=1. O0uKcIIOBAILHUI MEXaHi3M — II¢ TaApMOHIIHE
CHIBBIJHOIICHHS MIX MOJCIUIIO 1 aJIrOPUTMOM, METOIO i
BUTpaTamMu. SIK MOJENb CyYaCHOTO KOMIT IOTHHTY, BOHA
Ma€ TeHJICHLII0 10 iHTeNeKTyamizamii B 0iK HaJMipHOCTI
(redundancy) wmogeni Ta OOHYJCHHS  AlIrOPUTMY.
Dopmyiny «IHp-SH MEXaHI3My» KOMII ' FOTHHTY
MxA=const BaxJIMBO BPaxOBYBaTH JJIsi CHHTE3y HOBHX
ApXITEKTYp 1 METOIIB.

Mogens GyHKIIOHATHHOCTI — [I€ CHCTEMa BiTHOIICHB
MK BXIIHHMH Ta BUXIJHUMH CHUTHaJIaMH. BCTaHOBIEHHS
TaKUX BIIHOIIEHb MO KOXXHOMY IATEPHY — L€ HUIIX 10
ABTOMATHYHOI MMOOYI0BU MO/IeNi Oi3HEC-TIPOIECY Ta HOro
KOMIIOHCHTIB. KOMIT'IOTHHT — II¢ MiJICCIPsIMOBaHI BiIHO-
HICHHS MIX CTPYKTYpPaMH JaHUX Ta alropuTMoM. Meta —
moOyIoBa MOJIENI Ui KOMIT IOTHHTY Oi3HEec-TpoIiecy 3a
¢dopmaTom yaT-00Ta 200 i3 3aTyUEHHSM orepaTopa. AB-
TOMATH3AI[is — 1€ CHHTE3 MOJIeNi (AIrOPUTMY) 31 CTIHKOIO
TEHJICHIIEI0 0 MOBTOPEHHS pPEe3yJbTaTy IHIINX JaHHX.
Koxna MiHi-()yHKIIS Ma€ 3aroJI0BKH, 110 TOBTOPIOIOTHCS
Ha Oi3Hec MOTOIIl, 1 YHIKaIbHI HEMOBTOPIOBaHI Ha Gi3Hec-
MOTOIIl AaHi, YHITAPHO-3aKOJJ0BaH1 HA YHIBEpCyMi IpUMi-
tuBiB. Al-computing — e yoriuHe BiIHOIEHHS MiX aj-
TOPUTMOM Ta MOJEJUIIO, IO MPHU3BOAUTH y MpoOLEC Ha-
BYAHHS JI0 CTBOPEHHS CMapT-MOJIEJI, 110 OOHYIIIOE ajro-
PHUTM 3a paxyHOK HaJMIpHOCTI PO3YMHHX CTPYKTYyp la-
Hux. Smart model a6o ML-mozens — e po3ymHi CTpyK-
TypU JaHUX, SKi CTBOPIOIOTH CTIiliKi JIOTIYHI 3B’SI3KU if
Yyac HaBYAHHSI BX1JI-BUXITHUMHU TAHUMU IS BUKOPUCTAH-
HSl OTPUMAHOI JIOTIiKH JIJIsi MOJICIIOBAHHS OY/b-sSKOTO iH-
LIOTO BXIIHOrO HAOOPY JaHUX Oe3 alropuTMy. AITOpUTM
— e JIoTika OOpOOKM BXIMHUX TaHWX Ha CMapT-MOZeNi
JUIsl aBTOMATHYHOTO BHM3HAYEHHS BIHOCHH MIX KOMIIO-
HeHTamu BXinmHoi iHdopmaii. Tyt computing aixropurm
3amiHoeTsCs Ha data set s smart model. Hapuansst un
CHHTE3 MOJIeNli — II¢ MPOIEC BCTAHOBJIEHHS JIOTIYHUX
3B’S13KIB MI)K KOMIIOHEHTaMH PO3yMHHX CTPYKTYp JaHUX
Ha HaBuambHOMY data Set 3 MeTor MoJanbIIoro ajaeKBar-
HOTO MOJICTIOBaHHS Oyb-sSKOT0 BXiTHOTO HA0OPY JaHUX.
VY mpoteci HaB4YaHHs Jiorika po6otn modeling-aaroputmy
MIEPETBOPIOETECA HA HAJAMIPHICTE PO3YMHHX CTPYKTYD
JIAHUX i1 aKTIOATOPHUM BILTUBOM BXIJIHUX JIAHUX.

IcHye mpsima aHanoris Mix mporiecoM HaBdaHHA ML-
MOZENIl Ta CUHTE30M KOMOIHamiiHol cxemu. OOnUaBI MoO-
JIeNi He MaloTh IMaM’ STi Ta HABYAIOTHCS 3aBISKHA CHHTE3Y
JIOTIYHHUX 3B’SI3KIB MK BUXITHUMM Ta BUXIJHHUMH CHUTHA-
namu (puc. 3).
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PucyHok 3 — Mogeni Al-computing — tpu ¢asu xkutteBoro uukiy: a — Al-moxentoBansst; Al-tectyBanus; Al-cumyJisiis

Cyts Al-computing — cuate3 ML-momeni (modeling)
32 JIOMIOMOTOK0 HaB4anbHuX (Bimomux) XY-HabopiB
f=XxorY 3 metoro momanbIIOro TecTyBaHHS SMart Moeni
Ta MozemoBanHs (Simulation) wa Hilt 6yab-SIKUX BXiTHHX
X-HabopiB s BU3HAYCHHS BuxinHux Y-curHamis Y=f(X).
[Hakme: cuaTe3 Momeli (PO3yMHUX CTPYKTYP JaHHX) IS
MOJICIIOBaHHsI Oy/b-sIKUX BXiqHuUX HabopiB abo modeling
for simulation. Modeling — nponec cunTe3y (TpeHiHTy)
MOJIeNTi 33 3aJ]aHUMU BXIJHO-BHXIJTHAMHU HA0OpaMHU CHT-
nanis. Simulation — nporiec BU3HAYEHHS CTaHIB BUXOJIIB
MOJIeNi Ha BXiJIHUX Ha0Opax CHTHAJIB, SK 3a3HAYCHO Yy
[6].

TyT Waerscs Npo KapTy TECTYyBaHHs, K MPOIYKT
modeling and simulation (puc. 4). Kapra cunTe3yeThes 3a
JIOTiYHAM BEKTOPOM (DyHKIIOHATBHOCTI 1 € cMapT-MOZIeTh
nust design and test mpoMnT-iHKUHIpHHTY .

MopeniosaHHa |

[
I

TabAuuA icTHHHOETI

Camynauia

NerivHuit Bextop

TabAuuUA icTMHHOCTI

Pucynok 4 — Cxema MOIETIOBaHHS Ta CUMYJISIIT JJIsI KapTH
TECTYBaHHS

Takum umHOM, y 3arambHOMy Bumaaky intelligent
computing — e CHHTEe3 MOJENi Ha BXIIHUX-BHXIJIHUX
Habopax IUisl MOJAJBIIOr0 MOJICTIOBAHHS OyIb-IKUX BXi-
nuux Habopie. Intelligent computing is modeling for
simulation. Modeling — me cunTe3 Momerni (Jrorigroro
BEKTOpa) Ha BXimHHMX Habopax. Simulation — me BuzHa-
YEHHSI CTaHy BHXOIY MOJEII 3a BXiTHMM HabOpOM Ta CH-
HTE30BaHOI MOJAEIUTO (JToTiuHMM BekTopoM). [lepesaroio
3aIIPOMOHOBAHOTO TOCIIKSHHS € JOBEICHHS MOJICIeH Ta
ANTOPUTMIB /IO PIBHSI MPOCTHX MEXaHI3MIB 1HKEHEPHOTO
BHUKOPUCTAHHSI.

4 EKCHEPUMEHTHU
Icnye moBHa aHanoris mpouecie  modeling Ta
simulation (puc. 5) Ha OCHOBI BEKTOPHO-JIOTIYHHUX Ta iH-
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TeNEeKTyallbHUX Mojeieil. Smart model — po3ymHi cTpyk-
TYpH HNaHUX JUIA MOJENIOBaHHA OyIb-fKOTO BXIiJHOTO
HaboOpy CHTHANIB AJs BU3HAYEHHS CTaHy BHUXOMIB 0e3
mporpamyBanns anropurmy. Al-modeling — e cuures
MOJIEJII 33 BIJOMUMU CTaHAMU BXOiB-BUXOLIB.

Al (forward) simulation — e mporec BU3HAUYCHHS
CTaHy BUXOJIB 3a BIIOMHMH CcTaHaMu BXOMIB. lle Takox
poGoumii  pexum  ¢dopmysanns  inference. Al
backsimulation (backpropagation) — ue mpouec Bu3Ha-
YEeHHS CTaHy BXOJIB 32 BIJIOMUMH CTaHaMH BHXOJIB, IO
3aCTOCOBY€ETHCSl NMPU TOUIYKY MOMMJIOK Ta ONTHUMIi3alii
cMmapT-mozeni. Testing map — 1e kapra TectyBaHHs QyH-
KIIIOHAJFHOCTI, IO BUPIIIY€E BCi MATAHHS: MOJICIIOBAHHSI
Ta JMiarHOCTYBaHHSA HECIPABHOCTEH, CHHTE3y MiHiMallb-
HOTO TECTY Ta OLIHKH HOTO SKOCTI.

Bci 3a3HaueHi mpolecu onepyroTh TphoMa KOMIIOHEH-
tamu piBusiaAst (T xor L xor F = 0), cepen sikux aBa mo-
BUHHI OYTH BiJIOMi JUI MOILIYKY TPETHOrO. AJle € BUHS-
TOK. SIKIIO BiZioMa T€HOM-MOJIENIb TIOMMIJIOK, MOXKHA IO
OHOMY KOMIIOHEHTY 3reHepyBaru JnBa iHmmXx. lLle
MIPOMITT-KOMIT FOTHHT.

V [6, 7] 3anpornoHOBaHO HOBY TEXHOJIOTIIO BepHpika-
Uil Ta MOJETIOBAHHS HECIPAaBHOCTEH, 3aCHOBaHy Ha in-
memory mpoMnT-Komir I0THHTY. CeHC 3ampOIOHOBaHUX
IHHOBAIli{ MOJsTae y noOyA0Bl KapTh TecTyBaHHs (QyHK-
I[IOHAIBHOCTI 3a il JoriuHuM BekTopoM. Ilpu mpomy ai-
TOPUTM TOOYIOBHM KapTH TPAKTHYHO OOHYIIOETHCS 3a
pPaxyHOK €KCIIOHEHIIHHOI HaJMIpHOCTI PO3yMHHX CTPYK-
typ nauux (puc. 6). Modeling for simulation — 1e po3ym-
HI TIPOCTI Ta JOCTYIHI Ul PO3yMIHHS MEXaHI3MH IIOJI0
mpo0iieM TecTyBaHHs Ta BepHuQikarlii.

Jani posrnsinatoreest 10 excriepuMeHTIB Ha/l pisHUMHA
CXEMaMH, 1[0 MOJISNIIOIOTh (I3UYHI Ta COLabHI MpoIe-
cu. BpaxoByBaBcs bac: MiIrOTOBKM CXEM, TECTYBaHHS
CXeM Ta MOIIYKY TpboX aedexTiB. Pesynpratu HaBeneHi B
tabmumi 1, e VHDL — me 6a3oBuii BapiaHT, 3aCHOBaHUI
Ha omuci cxemu 3a ponomoror HDL-mosu; VLC - 3a-
MIPOTIOHOBAHUN BapiaHT, 3aCHOBAaHWN Ha BHKOPHCTAHHI
BEKTOPHOI JIOTIKU JUIS TeCTYBaHHS IIH(PPOBHUX CXEM 1 CHC-
tem. Ilpu BHKOHaHHI ekcriepuMeHTy iHdopmalis mpo
CXeMy BBOJMTBHCS MAJIIOHKOM Ha €KpaHi 3a JIOIOMOIOI0
GUI. EkcniepuMeHTH OyJiM TpOBEJAEHI acripaHTaMH Ta
cTyAeHTaMu (aKyiIbTeTy KOMIT IoTepHi imxeHepii XHY-
PE.
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PucyHok 5 — Cxema «Modeling for simulation»
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Pucynok 6 — Kapra TectyBanns HecripaBHocTei amst gorika 0011100000011100

(= R R e e e — i — T — - A — T — R S e — I — B

Ta6uuis 1 — PesynbraTn eKcriepuMeHTIB 5 PE3VJIBTATH

Pe3ynbTaT €KCIIepUMEHTIB 3 OLIIHKY Yacy MiArOTOBKU
Yac, XBUIMHU Ta TECTYBaHHSA CXEM, a TaKOX IOINYKy Ae(eKTiB y HUX
EXCriepHMeHTH Hng:fm Tecgzi‘f“" HOIHYKTYi se‘be‘(' nokasani Ha Tpadikax (puc. 7-9). PospaxyHKH TpOBO-
Moxamim TVADL T Vic T VHDL T ViC | VHDL TVLC nsteest it 11 mpuctpois (Bick abenuc). TTo oci opauHar

Schneider 23 12 17 10 14 5 BIIpaXOBY€ETHCS YaC Y XBHIMHAX.
o7 ) 5 5 2 3 7} 1. TigroroBka cxeM (AuB. puc. 7) 3a TOMOMOTOK MO-
23 15 9 10 3 18 8 Bu onucy anaparypu VHDL (BepxHiii rpagik) ta Ha oc-

Trigger 19 10 15 16 11 7 HOBi BekTOpHOi Jtoriku VLC (HmxkHi# rpadik).

Va1 75 5 0 10 10 ) 2. TectyBannst cxeM (auB. puc. 8) mependauae poboTy
Coder 4-1 22 12 18 3 13 ) JozaTka Ta poOOTy (axiBId, SIKMH BpY4HY BH3HAuYa€ Mi-

Adder 29 9 22 18 17 11 HIMaJBbHUI TECT NEpPEeBIpKM OJMHOYHHUX HECIPABHOCTEH

Recover 27 17 21 17 16 7 3a pe3yNbTaTaMH MOJICIIOBAHHS.

Dedec 4 25 20 20 10 20 6 3. THomyk pedekrie (quB. puc. 9) 3 BUKOPUCTAHHIM
Sell 4 30 19 27 15 24 9 OTpMMaHOI iH(opMarii PO MOAEIIOBAHHS HECIIPABHOCTI
S432 36 25 32 17 13 ° Ha TeCTax: HeOOXiTHO 3HAUTH TPHU HECTIPABHOCTI Y CXEMi.
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Pucynok 8 — Jliarpama yacy TecTyBaHHS CXEMH
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Pucynok 9 — Yacosi miarpamu nouryky nedexry
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TakuMm 4YMHOM, 3aITPOIIOHOBAHO:

1) piBHSHHS KOMIT IOTHHTY SIK TPaH3UTHBHE 3aMHKaH-
Hs y Tpiaji BiIHOUICHb — K IOMUJIKH, 1[0 CTBOPIOE HOBI
CTPYKTYPH, NPOLIECH YH SBUIIA;

2) MeXaHi3MH iHTEIEKTyaJIbHOTO KOMIT FOTHHTY Opi€H-
TOBaHI Ha CyTTE€BE 3HM)KCHHS YaCOBHX Ta €HEPreTHYHHUX
BUTPAT P BUPIIICHH] MPAKTUYHHUX 3aBJaHb 38 PAXyHOK
OOHYJIEHHS JITOPUTMIB OOPOOKH BEIMKUX JaHUX 3aBJSKA
eKCIOHEHINIHIA HAJMIPHOCTI PO3YMHHX Ta HaaMIpHUX
Al-Moneneii;

3) MexaHi3MHu TOOYI0BH MOJENEH Ha OCHOBI yHiBEp-
CyMy TPHUMITHBIB, sKi MatoTs Similarity mo BimHOIICHHTO
10 1X BHKOPHUCTAHHS UIsi MOJefoBaHHs mporecis (in-
hardware synthesis, in-software programing, in neural
network training, in-qubit quantization, in-memory
modeling, in-truth table logic generation);

HaBeneHo MerpudHe MOPIBHSHHS MEXaHI3MIB MoJe-
JIOBaHHS HECTIPaBHOCTEH, SIKI € y NMPOMHUCIIOBUX CHCTe-
Mmax. OIIHEHO TaKOX BEKTOPHE MOJICIIIOBAHHS HECIIPaB-
HOCTEH y LIl METPUIl KOOP/MHAT.

6 OBI'OBOPEHHSI

IlopiBHAHHS OTpUMAHHUX B XOIi EKCIIEPUMEHTIB pe-
3yIbTaTiB 3 aHAJOraMU JEMOHCTPY€ HAaCTYIIHE.

1. Ilix 9ac miATOTOBKM CXEM IIEPEMOXKIEM € MiIXif,
sacuoBanuii Ha VLC (muB. puc. 7). 3a paxyHOK HassBHOCTI
GUI BiH cyTTeBO BHmepemkae 0a30BUil BapiaHT 3 Maio-
BaHHs €JIEMEHTIB Ta 3a BepHikalliero Mozei.

2. PoboTa nporpaMu npu TecTyBaHHI cXeM B 000X BH-
naakax, sk VHDL, Tak i VLC, 3ailimae MeHIIe CEeKyH[IH,
iHIIe — py4Ha 00poOka (auB. puc. 8).

3. IIpu nomyky medekTiB Ha OCHOBI OTPUMAaHO1 iH(O-
pMallii mpo MOJIETIOBAaHHS HECIIPaBHOCTEH 3HOBY BUIDA€E
HoBwif BapianT VLC, OCKiIBKM CHHTE30BaHA KapTa TECTY-
BaHHS — II¢ sBHA (opMa 3aBIAHHS TECTOBHX HAOOpIB i
KOMOIHAIlisl HECTIPAaBHOCTEH, AKa IepeBipsie KOXKEH TECTO-
Buit Habip (muB. puc. 9).

TakuM YMHOM, JJIs BIANPAIFOBAHHS HABHYOK TECTOBOT
Bepudikaiii He0OXI1IHO BUKOPUCTOBYBATH IMPOCTI TEXHO-
norii BBesieHHs iH(OpMalii Mpo cxemy Ta iHXKEeHepHI Me-
XaHi3MH 1M00YJ0BU KapT TECTYBaHHS LMU(POBUX JOTTYHUX
¢byukuionansHocTe. MoBu onmcy amaparypu (VHDL,
Verilog) moTpiOHO BHKOPHCTOBYBATH TiIbKH Y BEIHMKUX
MpOeKTaxX, SAKi MOTPeOYIOTh iHTerparlii BeIuKOl KiTBKOCTI
IEKeHepiB, AKi 3aliMarOThCs MPOOJIEeMaMH TECTYBaHHS Ta
Bepudikamii. BT TEXHOIOTIYHOTO Ta MPOCTOTO iHXKe-
HEPHOTO amapary, HiX MeXaHi3MH BEKTOPHOI JIOTIiKH II0-
OyZOBM KapT TECTyBaHHS Ta MOJETIOBAaHHSA, Yy CBiTI Ha
CHOTOJIHIMIHII eHb BincyTHI. MneThes mpo aBi anbTepHa-
tuBH. [lepina — e CkIaaHI aJropuT™MHU HMOBIPHICHOT 00-
pPOOKHM TEKCTIB Ta AaHUX JUIsS MOJAIBIIOTO YIpaBIiHHS
coliambHUM TpouecoM. Jlpyra — e JeTepMiHOBaHHWH
vector-logic in-memory KOMII'IOTHHT, SKHil BUKOPHCTO-
BYIOTh PO3YMHI MOJEN, JIHIHI alTOPUTMU MOJICITIOBaH-
HS COIIaIbHUX MpOIleCiB. Y pe3ynbTaTi BUXOTUTH iHXKe-
HEpHUIl KOMII'IOTUHT JUIsi MOHITOPHHTY Ta YIpPaBIiHHS
COLILHUMH TPOLIECAMH, KU BHKOPHCTOBYIOTH 100pe
HaIpalboBaHy TEOPil0 MOAECIIOBAHHS U(POBUX CHUCTEM.
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ITnaroro 3a Taky critiky Texuonorito modeling for
simulation e mpempoiiecop oTpuMaHHS IBiHKOBOI MOEIi
Ta TMOCTIpoIecop aeumdparii oaepKaHOro pe3yabTaTy
10 GopMH, IO € 3py4YHOrO st ouell jroauuu. Ciin 3a-
3HAQYUTH, IO JBIKOBa BEKTOpPHA MOJENb COIIaJbHOTO
MIPOIIECY JIErKO BepH(IKyIOTHCS, 3aB/SIKH HAIPalbOBAaHUM
MPOCTHM 1H)KCHEPHUM MeXaHi3MaM MOOYZOBH KapT Tec-
TYBaHHs 3 ypaxyBaHHSIM npommnT-itkenepii [14, 15]. To-
My HOBHMH NEPCIEKTHBHHN HAayKOBHI HANpsSIMOK MOXKHa
irenrudikysatm sk «VLC social modeling for
simulation», me VLC - Vector Logic in-memory
Computing, exoHOMIKa SIKOTO CTPOrO CHPSIMOBaHA Ha
MiHIMIi3aIli0 9acy Ta eHeprii.

Tpiaga — 11e BiTHOIICHHS MiXK TPhOMa KOMITOHEHTaMH.
BuHuKae nuTaHHS — HaBIIO MOTPIOHMI TPETi KOMIIO-
HEHT, sIKy (DYHKIIO BiH BUKOHYE cepell JBOX iHImMX? Sk
HE JIMBHO, aJie TPeTii KOMIOHEHT BUKOHYE Jy)KE€ BaXITHUBY
(YHKIIII0O METPHUYHOTO BUMIpPY JBOX 00’€KTIB, IO yTBO-
profoTh siKicHy OiHapHicTh. Tak BHMHHMKae HalmpocTima
MOJIENIb CydacHOro Komm totuary LXorT=F, L —iges, T —
peamizarisi, F — BEUMipsiHi TOMUIKH MiX iI€aJlbHUM Ta
aKTyaJpbHUM pimeHHsAM. Taka mpocta Tpiana BiIHOIICH
n03BOJIsE: 1) METPUYHO OLIHUTH OJCPKAHUM aKTyaTbHHIA
po3e’si30k F=LxorT; 2) ckopuryBaté Il po3B’s30K 3
METOI0 yCYHEHHS 3a()iKCOBaHMX TOMIIOK |=LXOrF;
3) cKopuryBaTH i7€f0 IS OJEPXaHHS HOBOI SKOCTI
koM totuHry L=TxorF.

Tpiaga BigHOWmIEHH (OPMYE TPOIEC  CHHTE3Y
(modeling) mMozeni sik y nerepMiHOBaHOMY, TaK i HMOBIp-
HICHOMY KOMIT I0THHTY. [TIOMHJIKH MiX i€albHUM Ta ak-
TyaJbHUM PO3B’S3KOM — II€ IUISIX JI0 JOCKOHAJIOCTI Mpoe-
KTy LIUIIXOM X BHIIPABJICHHS, a TAKOXK CTBOPECHHS HOBOTO
BHpPOOY, Jie MOMIJIKA — [Ie KOpHUCHA iHHOBaMig. TpaH3uTH-
BHE 3aMHKaHHS Yy Tpiaji BIOHOIIECHb — II¢ ITOMIUIKA, IO
CTBOPIOE HOBI CTPYKTYPH, MPOIIECH UM SBUIIA y Bcecriri,
MPUPOAI, coliymi, KOMIT IOTHHTY. [IOMUIKH TIPHU3BOIATE
JI0 HOBHX Pe3yJIbTATIB.

BUCHOBKH

HaykoBa HOBHM3HA mnoJsrae y po3poOIi HaCTYyNHUX iH-
HOBAIlIHHUX PINICHB!

1) 3anpornoHOBaHO Tpiaay BiIHOIICHb Ha OCHOBi XOf-
orepariii Juisi BUMipIOBaHHS MPOLECIB Ta SIBULI Y Kibepco-
[iaTBEHOMY TIPOCTOPI;

2) 3ampoIOHOBaHI apXiTEKTypH IHTEIEKTYAIBHOTO
KOMII'FOTUHTY IJISl YIIPABIIiHHS COLIATBHUMH IPOIECaMH
Ha OCHOBI 1X BUYEPIIHOTO MOHITOPHHTY. MexaHi3MH iHTe-
JIEKTYaJbHOTO KOMIT IOTHHTY OpPi€EHTOBaHI Ha iCTOTHE
3HW)KEHHSI YaCOBHMX 1 CHEPreTHYHHMX BUTPAT IIijJ 4ac BU-
pIlIEHHSI MPAKTHYHUX 3aBJaHb PaXyHOK OOHYJICHHS aJro-
PUTMIB OOPOOKH BEJIMKUX JAHHX, 3aBISKU CKCIIOHCHITIH-
HOT HaJIMipHOCTI pO3YMHEX 1 HammuImkoBux Al-momeneii;

3) mexani3Mu MoOYIOBH MoJeell Ha OCHOBI yHiBep-
CyMy MpUMITHBIB, ki MaioTs Similarity mo BigHOIIEHHTO
J0 1X BHKOPHCTAHHS Ui MOJeNroBaHHs mporecis (in-
hardware synthesis, in-software programing, in neural
network training, in-qubit quantization, in-memory
modeling, in-truth table logic generation). ExcrionenTHa
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HAJMIpHICTh TAOJHII iICTHHHOCTI 2" Big N 3MinEUX mopo-
JUKY€ CyTep-eKCIIOHeHIiHny HaaMmipHicTs 2°(2") noriuHmx
(GyHKIIH, 10 00HYJISIE AITOPUTMH OOPOOKH CTPYKTYp Ja-
HUX 200 pOOUTH iX JTiHIHHUMH.

[pakTryHa 3HAYMUMICTE MociimkeHHs. Peamizamis 3a-
MPOTMOHOBAHUX ~ pillleHs B  apxiTeKTypi in-memory
KOMII'IOTUHTY Ja€ MOXKJIMBICTh HE BHKOPHCTOBYBATH iH-
CTPyKIi Tporecopa, Tinpku read-write Tpausaxmii Ha
JIOTIYHHUX BEKTOpax, IO EKOHOMHUTH Yac Ta CHEPrilo Juis
BUKOHAHHSI aJTOPUTMIB aHaNi3y BEJIMKUX JaHUX. 3aIpo-
MOHOBaHA METPHUKA IHTENIEKTYaJIbHOTO KOMII IOTHHTY BH-
KOPUCTOBYETBCSI Ul BHOOPY apXiTEeKTypu Ta Mopeiel
00YHMCITIOBAJILHUX TPOLIECIB 3 METOI0 OTPUMAaHHS e(heKTH-
BHHUX PO3B’s3KiB NPAKTHYHUX 3aBIaHb.

IlepcriekTBU mOCTiKEHHAS. 3allpOTIOHOBaHI MeXaHi-
3MH CHHTE3Y BEKTOPHO-JIOTTYHHX MOJEJed COoUiabHUX
mporeciB ad0 SBUII HAa OCHOBI YHITAPHOTO KOIyBaHHS
MaTepHIB Ha YHIBepCyMi NMPHUMITHBIB, SIKi OPiIEHTOBaHI Ha
BepH]iKaIlio, MOJETIOBAHHA Ta TECTYBAaHHS HPUHHITHX
pimreHs.

[foKeHepHUI COMIaIbHUN KOMIT IOTHHI TOKIMKAHUN
CIPHATH NMOOYA0BI MUPONIOOHUX, CHPABEIUIMBUX Ta Bij-
KPHUTHUX CYCHUIBCTB JJIsl JOCATHEHHS LIJIEH CTanoro pos-
BUTKY. 111 11bOTO HEOOXiMHI ¢PEKTHBHI Ta 3aCHOBaHI Ha
aKTHMBHII ydYacTi IIMPOKHMX BEPCTB HACEJICHHS JiepiKaBHI
IHCTHTYTH, 37aTHI 3a0C3MCUUTH SKICHY OCBITY Ta 0XOpO-
HY 3JI0pOB’sl, CIIPaBeUIUBY €KOHOMIYHY MOJITHKY Ta BCeE-
OCSDKHU 3axucT MOBKiLs [16].
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ABSTRACT

Context. The relevance of the study is due to the need to eliminate contradictions between management and performers by
introducing engineering social computing, which ensures moral management of social processes based on their metric
monitoring.

Obijective. The goal of the investigation is to develop engineering architectures for monitoring and managing social
processes based on vector logic.

Method. The research is focused on the development of engineering vector-logical schemes and architectures for
management of social processes based on their comprehensive metric monitoring in order to create comfortable conditions for
creative work. Definitions of the main concepts of Al development are given. Interesting fragments of the history of
computing are given. The computing equation is introduced as a transitive closure in a triad of relations — in the form of an
error that creates new structures, processes or phenomena. Mechanisms of intelligent computing are developed that combine
algorithms and data structures of deterministic and probabilistic Al computing. Mechanisms for constructing models based on
the universe of primitives that have Similarity in relation to their use for process modeling (in-hardware synthesis, in-software
programming, in neural network training, in-qubit quantization, in-memory modeling, in-truth table logic generation) are
proposed. An intelligent computing metric is introduced, which is used to select the architecture and models of computing
processes in order to obtain effective solutions to practical problems.

Results. The following is proposed: 1) the computing equation as a transitive closure in a triad of relations — in the form of
an error that creates new structures, processes or phenomena; 2) mechanisms of intelligent computing aimed at a significant
reduction in time and energy costs in solving practical problems by zeroing out algorithms for processing big data, due to the
exponential redundancy of smart and redundant Al models; 3) mechanisms for constructing models based on the universe of
primitives that have Similarity in relation to their use for modeling processes.

Conclusions. Scientific novelty concludes the following innovative solutions: 1) a triad of relations based on the xor-
operation for measuring processes and phenomena in the cyber-social world is proposed; 2) intelligent computing
architectures are proposed for managing social processes based on their comprehensive monitoring; 3) the implementation of
these schemes in the in-memory computing architecture makes it possible not to use processor instructions, only read-write
transactions on logical vectors, which saves time and energy for the execution of big data analysis algorithms; 4) mechanisms
for synthesizing vector-logical models of social processes or phenomena based on unitary coding of patterns on the universe
of primitives are proposed, which are focused on verification, modeling and testing of decisions made. The practical
significance of the study lies in the fact that the metric of intelligent computing is proposed, which is used as a method for
selecting the architecture and models of computing processes to obtain effective solutions to practical problems. Engineering
social computing is designed to contribute to the construction of peaceful, fair and open societies to achieve the Sustainable
Development Goals (SDG 16).

KEYWORDS: human brain, internet infrastructure, intelligent computing, artificial intelligence, smart data structures,
computing models, computing history, computing metrics, Al-Industry, Modeling for simulation, Sustainable Development
Goals, peaceful society.
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ABSTRACT

Context. There are certain methods for finding the optimal solution to integer programming problems. However, these methods
cannot solve large-scale problems in real time. Therefore, approximate solutions to these problems that work quickly have been
given. It should be noted that the solutions given by these methods often differ significantly from the optimal solution. Therefore, the
problem of taking any known approximate solution as the initial solution and improving it further arises.

Obijective. Initially, a certain approximate solution is found. Then, based on proven theorems, the coordinates of this solution
that do not coincide with the optimal solution are determined. After that, new solutions are found by sequentially changing these
coordinates. The one that gives the largest value to the functional among these solutions is accepted as the final solution.

Method. The method we propose in this work is implemented as follows:

First, a certain approximate solution to the problem is established, then the numbers of the coordinates of this solution that do not
coincide with the optimal solution are determined. After that, new solutions are established by sequentially assigning values to these
coordinates one by one in their intervals. The best of the solutions found in this process is accepted as the final innovative solution.

Results. A problem was solved in order to visually illustrate the quality and effectiveness of the proposed method.

Conclusions. The method we propose in this article cannot give worse results than any approximate solution method, is simple
from an algorithmic point of view, is novel, can be easily programmed, and is important for solving real practical problems.

KEYWORDS: integer programming problem, initial approximate solution, the interval in which the coordinates of the
approximate solution may differ from the optimal solution, innovative approximate solution, computational experiments.

NOMENCLATURE o . di £ th fraction X -
N is a number of issues resolved; E 15 a coordinate of the proper fraction X ;

n |sgnun_1ber of u_n_knoyvns; k is a number of the fractional coordinate in the
ajj Is a given positive integer; ] ~ i
numerical X solution;

p is a positive integer;
dj is a positive integer; gisa p05|t_|\_/e |r_1teger;
S s a positive integer;

cj is a given positive integer;

bj is a given positive integers;

1 . ..
P 8 is a certain integers expressed as a percentage;
xj is an j-th unknown; k 9 p p g

88 is a certain integers expressed as a percentage;

n(0) isa minimal number of zeros coordinates in the
optimal solution;

J= is a value of the unknown;

X9 is an initial approximate solution;
r is an initial solution is the number of the first

coordinate that received a value of “0” when constructing n(d) is a minimal number of non-zero coordinates in
the solution: the optimal solution;

0 is a value of the approximate solution to the X is an optimal solution of certain problems;
objec_::tive function; X_Ip is an optimal solution of certain problems;

X is a solution found when the unknowns in the @ is a certain set of number;

problem are not required to be integers; o, is a certain set of number;
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n(w;) is a number of element of certain sets o ;

n(w,) is a number of element of certain sets o, ;

n(d) is an integer not greater than n(d) ;

ny is a lower bound on the minimal number of non-
zero coordinates in the approximate solution;

n is a maximum number of non-zero coordinates in
the optimal solution;
n(0) is a lower bound on the minimum number of

zeros in the optimal solution;

f is a value of the functional with respect to the solu-
tion X ;

X' is an innovative improved final solution;

1 is a value of the objective function according to

the solution X 't;
X! is a certain intermediate approximate solution;
f! is a value of the function according to the solution

xt,

INTRODUCTION
Let’s look at the well-known integer programming
problem given below:

n

>.Cjxj — max, )
j=1
Yayx; <t (i=LIm) e
j=1
0<xj<d; j=@n). ©)

Here c; >0, a;>0,b;>0 and d;>0 (i=Lm, j=1n)

are integers.

Note that problem (1)—(3) is called an integer linear
programming problem in the literature.

In this problem, any vector X =(Xg,Xs,...,Xp) that

satisfies conditions (2)—(3) is called a possible solution to
the problem. The optimal solution to the problem is
understood to be the solution that gives the largest
(maximum) value to the function (1) among the possible
solutions.

Note that among the possible solutions to problem
(1)-(3), the solution that gives a large value to function
(1) based on certain criteria is called an approximate
(suboptimal) solution.

It is known that the problem (1)-(3) belongs to the
class of “hard-to-solve problems”, that is, to the class
“NP-complete” [1]. In other words, the maximum number
of operations required by any of the known methods for
finding the optimal solution to this problem (e.g., branch
and bounds, combinatorial, etc.) is not limited by any
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polynomial that depends on the size of the problem.
Therefore, approximate solutions of problems (1)—(3) of
various nature and speed have been developed [2-7,13-
16,21-25 etc.].

First, let us briefly explain one of the methods
proposed in [13]. For this purpose, let us give a certain
economic interpretation to the problem (1)-(3).

Suppose a certain enterprise must produce n different
products, expressed in number. For this, m number of

resources bi,(izl,_m) are allocated accordingly. Let us
assume that the production of one unit of the j-th
j=(,n) product requires the expenditure of the i-th

(i =1,_m) resource a;, (i=Lm, j=1n). In this case,
products should be produced such that the total resources
spent on their production do not exceed the given
corresponding limit resources bi,(i =1_m) and at the same
time the total income from their sale is maximized.

If we denote the price of one unit of the j-th j=(1,n)
product by c;, (] =1,n) and the quantity of the product to
be produced by xj, (j =1,n) , then we obtain model (1)-

@).

Suppose that a certain specified product j-th, j = (L n)
to be produced. Then, a;, (i =1,m, j=1,n) amount of
the i-th (i :L_m) resource must be spent on the production

of one unit of this product. (If these resources are
measured in monetary units, then an amount of a;,

(i=1,m, j=1n) must be spent).
In this case, the worst-case cost per unit of product j-
th j=(n) isequal to maxaj;.
1

Then the price increase for each unit of product j-th

j= (1,_n) mentioned above is equal to

Cj . —

j=@n).

ax ij
i

Naturally, we need to produce product number j«

€
ij

i
Thus, we get the following selection criteria:

such that the expression j=(@n) is the largest.

Cj Cj.
max =
j maXa; - maxa;,
i i

or

C .

; J

« = arg max :

b = AT ajj (4)
i
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It should be noted that in studies [8, 10, 14], a crite-
rion of type (4) was used for interval integer and mixed-
integer programming problems of type (1)—(3).

When constructing an approximate solution to the
problem (1)—(3), most methods initially assume
X =(0,0,...,0) as the starting value, and the unknown

variable x;, with the index j«, determined by a certain

criterion, is assigned a value. After this process is carried
out for all indices j, j=(1,n) , a certain approximate so-

lution X° = (xf, xg,..., x?,) is obtained.

It should be noted that the approximate solution
method described above is one of the known methods.
However, numerous computational experiments have
shown that the solution given by known approximate
solution methods can differ significantly from the optimal
solution. Therefore, there is a need to develop an
approximate solution method that does not give a worse
solution than the solutions given by known methods,
works quickly, is easy to implement, and does not cause
difficulties from a programming point of view. It should
be noted that such a solution method is called an
innovative approximate solution method, and the solution
found is called an innovative approximate solution [9, 10,
26]. In this work, we have developed such an approximate
solution method.

1 PROBLEM STATEMENT
Without loss of generality, let us assume that in
problem (1)-(3) the coefficients are numbered as follows

based on condition (4).
9 > %2 5 5 % 5> 5> %y othis
maxa;; Mmaxaj, max ajy max ap,

case, the initial approximate solution X° = (xf, xg,..., x,?)
of problem (1)-(3) is found analytically by the following

formula: for each number j, j =(L,n)

_ i1
d;, if i,i=(Lm), ad; <b - 3 ayx
1=1

iT j-1
mjn{[bi - Za“x,OJ/aij}, otherwise.

! =1

We can briefly write this formula as follows:

j-1
X3 = min{dj; m_ingi - ZanXlOJ/aij }} (®)
! I=1

Here, the symbol [z] denotes the integer part of the
number z. It is clear that the solution found by formula (5)
will have the following structure

0 0,0 0 0 0
X :{lexz ----- Xr—1,0, Xr g0 Xn}' (6)

© Mamedov K. Sh., Niyazova R. R., 2025
DOI 10.15588/1607-3274-2025-3-18

In the problem under consideration, the value of the
function (1) corresponding to the approximate solution of
(6) is

n
f0=Zij? )
=1

Note that in formula (6) we must have x9>0, x{ =0
for the j=1,r-1 numbers. The remaining coordinates

x9+1,..., xr? can be 0 or positive integers.

2 REVIEW OF THE LITERATURE

Integer programming problems, as well as their
individual classes, have been known since the middle of
the last century. Since these problems are of great
practical importance, various exact methods for their
solution have been developed. However, it soon became
clear that these problems belong to the “NP-complete
class”, that is, to the class of “hard-to-solve problems”
[1]. In other words, there are no polynomial-time methods
for finding optimal solutions to these problems.
Therefore, methods have been developed to find various
types of approximate (suboptimal) solutions to these
problems. [2-5, 13, 15-17, 21, 22, 24, 25]. However,
although these methods work quickly, the solution they
provide may differ significantly from the optimal
solution. On the other hand, more general classes of
integer programming problems, namely problems with
initial data in the form of intervals, have begun to be
studied. [6-12, 14, 18 etc]. In addition, various models of
the Boolean programming problem, as well as some
integer programming problems, have been investigated in
[19, 20, 23]. However, there is a need to develop new and
more efficient approximate solution methods. Because
better approximate solutions to real practical problems
must be developed. Such innovative methods have been
proposed in [9, 10, 26] for the knapsack problem and the
integer knapsack problem. Here, generalization means
that the given coefficients are located in certain intervals.
However, a new innovative approximate solution method
for the more general integer programming problem is
implemented in this work. Note that the method proposed
in [26] is a special case of the method presented in this

paper.

3 MATERIALS AND METHODS
First, let us determine a certain number k that falls
within the interval where the coordinates of the optimal
solution and the approximate solution differ. For this

purpose, let us construct a certain X =(%,%;,..., X;.)
solution of the problem as follows, by taking
0<x;<d; ,(jzl,n) instead of the condition (3). For

each number j, j = (L n)
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=
aijdjsbi—Zat“x,,le:(Lm),
I=1
j-1 j-1

Xj= mii{h—zailﬁ/aij}ﬂi ajjd; >Q—Ean>7| (k=j),

=
0, j=k+1..n

Obviously, this solution will have the following
structure.

i:(g,’x‘z,...,@,...,g):(dl,dz,..., dk_l,g,o,...,o} @)

Here, should be 0£%< dy -

From experiments conducted on numerous random
problems of various sizes, it becomes clear that the

approximate solution XO:(xf,xg,...,xr?) found by

formula (6) and the coordinates of the optimal solution to
the problem can differ around a certain (k — p; k + p), the

number k in the notation (7). (The choice of numbers p
and g will be discussed below.) Because, for numbers j in

C.
l_ (je(k-p;k+q)) ratios
maxaij

|
are close to each other. Therefore, when constructing a
solution using formula (5), the advantage of which
coordinate in that interval is selected and evaluated is of
great importance. However, since these advantages do not
differ significantly, new solutions can be constructed
using formula (5) by assigning separate values to the
unknowns in that interval. We can accept the one that
gives the largest value to the function (1) among the
obtained solutions as the final solution. Note that, based
on the principle we have shown, a certain approximate
solution method for the problem (1)—(3) was given in [7,
10]. These works differ from each other in the choice of
the numbers p and g. In those works, p=q was assumed
and the procedure for finding them was shown. It is clear
that if the number k determined by expression (7) is close
to the last number n, or to the first number, then the
numbers k-p and k+p may go beyond the interval [1, n].
Therefore, the methods given in works [7-10] may not
work. In work [10], the numbers p and g are chosen as a
certain percentage of the number k, with p=g. Naturally,
this method may not work if the number k is close to the
ends of the interval [1, n]. Taking all this into account, we
have given a new and more universal method in this work
for choosing the numbers p and . Thus, we have
estimated the corresponding minimal number of zeros and
non-zero coordinates in the optimal solution of the
problem (1)-(3) and denoted them by n(0) and n(d).
Therefore, there is no need to change the values of the
first n(d) and last n(0) coordinates in the solution of (6).
Because these coordinates are the same as the coordinates

that neighborhood, the
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of the optimal solution. Thus, it is important to find the
numbers n(0) and n(d), and in this work we have proved
certain theorems that allow us to find these numbers.

Thus, for each number j, (j e[k - p,k +q]) we can record

the possible values of the coordinate x; and construct the

remaining coordinates using formula (5). It is clear that in
this case, some coordinate will coincide with the
coordinate of the optimal solution.

It should be noted that the numbers p and q can be
found, respectively, through the minimal number n(d) of
non-zero coordinates and the minimal number n(0) of
zeros in the optimal solution of the problem (1)-(3). In
other words, must be p=k-n(d),g=n-n(0)-k. We
will show below the difficulty of finding the numbers
n(d) and n(0) used here. Therefore, we will also give
the process of evaluating these numbers. Note that such a
problem was considered in papers [8, 10, 13, 14]. For
example, in paper [13], the neighborhood of [k — p,k + p]
is considered and the number p here is found from the

relation
Ch+i ]< 5
Ak +i

The number & used here is a positive integer and
must be given in advance. If the number k found by
formula (7) is close to the last number n or the first
number, then specifying the interval [k—p,k+ p]
becomes uncertain. Instead of the
[k + p,k — p] neighborhood of the k-th coordinate, the

Ck—i
p =args max| ———
{ i (ak—i

interval [éslks‘k)J was determined in works [8, 14].

Here, the numbers Slk and 68 are found from the

relation &t :[k~i} Y :[(n—k)i] and the
100 100

number ¢ is the minimum number of units or zeros in the

optimal solution. However, in this case, uncertainties may

also arise. Because, when the minimum number of units

or zeros is chosen for the number g, the interval [6}(,8“

may be different.

Note that in Work [10], the interval integer bag
problem was reduced to the corresponding known integer
bag problem, and a certain neighborhood of the k-th
coordinate taking a fractional value in the corresponding
continuous problem was selected.

However, in this work, the interval
[k—pk+p]=[n(d)n-n(0)]is adopted as the
circumference of the k-th coordinate. It is clear that the
condition n(d)<k <n-n(0) will be satisfied for the k-th

number. As can be seen, in order to obtain a better
solution than the initial approximate solution by
performing a small number of calculation operations, we
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need to find the numbers n(d) and n(0) for the problem
under consideration. In this case, in the process of
constructing an innovative approximate solution, we need
to keep the first n(d) and last n(0) coordinates in the
solution (7) as they are.

Thus, it is necessary to solve the following problems.

n
j=1
n L —
B
n 0
=
OSXdej, J:(ﬁ)’ (11)
xj —integer, (j=L_”) (12)
and
n
B
n J—
n 0
x> 1O, (15)
j=1
0<xj<dj, j=(1,_n): (16)
xj —integer (J=1_n) (17)

We can solve problem (18)-(12) and find its optimal
solution L*= xz,gz,...,gz . Then the set
o = {j | f; > 0} is easily determined. Then the minimal

number n(d) of non-zero coordinates in the optimal
solution of problem (1)—(3) is n(d) =n(w;). Here, n(wy)
is the number of elements of the set o, .

Since the problem (8)-(12) shown above belongs to
the class of hard-to-solve problems, it may not be possible
to solve it in real time. To alleviate this problem, it is
necessary to solve the problem (8)-(11) which has a
larger domain. By solving the obtained linear
programming problem, we can find its optimal solution

x'p :Q'lp,g'zp,..,g'np). For the n(d) number of non-zero
coordinates in this solution, the n(d)=n(w,)<n(d)
relation is satisfied. Here o, = {j | g'jp > O} . Because, the

number n(d) is taken from the problem with a larger
domain.
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Note that to find the number n(d), the optimal
solution of the linear programming problem is used.
Naturally, when solving such large-scale problems, time
and memory problems may still arise. To overcome this
problem, we can solve the problem

which has a larger possible solution region, instead of the
problem (8)—(12).

In this problem, assuming that the conditions
C; =Cp >...2Cpq <Cp are satisfied, then we can find the

minimal number n; of nonzero coordinates in its optimal
solution from the relation

n . n+1
Zlcj'djﬁf < ZlCJd]
1= 1=

Naturally, it will be ny <n(d) <n(d).
Therefore, the obtained number n; can be a lower

bound on the minimal number of non-zero coordinates in
the optimal solution of problem (1)—(3).

Note that to find the minimal number of zeros in the
optimal solution of problem (1)—(3), we must first solve
problem (13)-(17) or (13)-(16), respectively, and finally
solve problem

n
D Xj — max, (18)
=
n R
zainj Sbi , (I Zl,m), (19)
=
0<x;<d;, j=(n) (20)
xj—I s integer. (21)

In this case, we find the maximum number of non-
zero coordinates in the optimal solution of problem (1)-
(3). However, since we need to find the minimum number
of zeros in the optimal solution, we need to subtract the
maximum number of non-zero coordinates from the
number of unknowns n. For this purpose, let us assume
that the conditions aj <aj; <..<a, are satisfied

separately for each i-th inequality in the system (19).
Then, in problem (1)-(3), we can find the maximum

number of nonzero coordinates n of the optimal solution
based on the conditions
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n, n+l

zla”dj<b Za,l j (i= 1,m)
J_

as n=minn;.
1

Then, we can accept the number n(0) =n-n <n(0)
as the minimal number n(0) of zeros in the optimal
solution of that problem.

So the following theorem has been proven.

Theorem: If the numbers n(d) and n(0) denote the
minimum numbers of ones and zeros, respectively, in the
optimal solution of problem (1)—(3), n(d) and n(0)
denotes their corresponding lower bounds, then the
relations n(d)<n(d) and n(0) <n(0) are true.

As a result, we can conclude that the coordinates of
the optimal solution to problem (1)-(3) and the
coordinates of the solution to problem (7) can only take
different values in the interval [n(d),n(0)].

Note that in the solution (7) there are zeros to the right
of the k-th coordinate, and d; numbers to the left.

Therefore, in order to construct new solutions using (5),
we need to write xj =12,..,d; for each j=k+1, k+2,...

D(O) and Xj =dj_1,dj_2,...,0 for

j=n(d),n(d)+1,....k number. We select the best one

from the obtained solutions and call it the innovative
approximate solution.

Thus, we can write the algorithm for the process of
constructing the innovative approximate solution that we
propose.

each

ALGORITHM

Step 1. Must give the numbers
n,cj,a.b,d; (i=Lm, j=1n) and assimilate
bb; =b;; (i=1m).

Step 2. In problem (1)-(3), without considering the
condition that the unknowns are complete, let us find its
solution

X = (%, Ko reve Ko

in)z[dl,dz, Jdy 1,[3 0,.. OJ
using the following well-known formula. For each
number j,(j=12,..,n)

i1

ford, ifvii-m , ad; <h —Z&u%

ij: mn{h Za,m/qj}lf 3, adj>h- Zailxi( )

I i=1
0 j=k+l...,n

and accept kk:=k, r:=0;
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Step 3. If the obtained X, coordinate is an integer,

then the solution X coincides with the optimal

X*:(xf x;x:) solution of problem (1)—(3). Then,

must accept

..,x;):(il,iz,...,ik,...,in), print and go to

Step 4. Let’s find the approximate solution of the

problem XO—(xlo xg, x,?)using the following formula
— i1

dj, Vi,i:(Lm), a,JdJ Sbi —Za“xf)

1=l

o

- i
m_in{[bi - Za”xPJ/aij ] otherwise

! I=1

for each number (j =1,2,...,n).

Step 5. Calculate the numbers f and O as follows.
- n _ 0 n 0
=2¢X, fU=2cix).
= =
Xt =(xf xg,...,xﬁ) and

fit= 10
0,x0,....x0) with 1.

remembered the solution X' = (xl X2y
Step 6. To find the minimum number N, of non-zero

Accept

coordinates, let’s convert the Cj,(j =1 n) numbers to

C, =C, =2...2C, form and use the following relation:

=
LN

|+

ch c,d;.

]:
Step 7. To fmd the n;, (i=1, m) numbers, we need to

LN

arrange the coefficients of a;;, (i =1,m, jzl,_n) for each
number i, (i=1.m),
dj1 < djo <..< djp, -
relations:

separately in increasing order, like
Then, we need to use the following

ni+1
Za,ldJ <b < Za” T (i=1m).
Finally, should be write and remember n = minn; and
1

n@)=n —n.
Step 8. Should be accept the following prices

Xt =[% |; bj :=bb; —agxk, (i=1.m).
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Step 9. For each numbers j, j=12,.,n and j=k,
let’s find the approximate solution of the interval
X! =( {xtzxﬁ) using the following formula.

_ L
for d;, if vi,i={Lm) aijdjgbi—lzai,x.t
=1

- i
minl{bi—Za"fo/aij} else.
! El

Step 10. Let’s calculate the number f'
t_xo. ot
fli=2cjxj.
=1

If f'>f" then should be accept
Xt = G

Step 11. If r=0, then should be accept
Xk ::[xth+1; b :=bb; —ayx), (i=Lm);r:=1 and go to
step 9.

Step 12. Should be accept r:=0
Step 13. To find the intermediate

xt= (x{xtzx}]) let’s use the following rule:
Foreach j, j=(@2,..,n; j#k)

—

fit—ft,

solution

_ 1
for dj, it vii=(Lm), ad; <t—Yax
1=1

P = i
minKbl-Za”fo/aij , else.
: I=1

Then, the corresponding value of the functional is
n
t._ Wt
fl=2cjxj.
j=1

Step 14, If  f'> "
X" = (X, X5,y X)) should e
memorized. If r:=1 skip to Step 18.

Step 15. If  x} <d,, then skip to Step 17.

Step 16. Should accept k:=k+1;, If k>n(0), then
accept k :=kk and skip to the Step 18.

Step 17. X} :=12,...,d, and accordingly by taking
by :=bb; —ay xt (i =1.m) skip to the Step 13.

Step 18. r:=1; If x\ =d, , then k:=k—1; If k <n()
skip to the Step 20.

Step 19. th =12,..,d, k values corresponding to

f'=f",

written  and

by :=bb; —ay xk (i =1.m) and go to Step 13.

Step 20. Should be print ', X =(xdt x¥ .. xit
s=(7)- £t )[f] ana 5 = (7] 1))

Step 21. STOP.
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4 EXPERIMENTS
Let’s solve a numerical example using the algorithm
we wrote above. Here, we assume that the following
conditions are met.

C C
9@ > € 5 > % 5 5 Cn
maxaj;  maxajp max aj max ajp
I | 1 1

9% +10X5 +8x%3 + 6X4 + 7X5 —> Max,
3% +3% + 15 +4%, +2%5 <18 ,
1% + 5%y +4X3 4+ 2%4 +3X5 <17,
4% +2X%o +3%X3 + 2X4 +5%5 <20,
0<x;<dj, areintegers, (j=15).

Here d;=2,d,=2,d3=3,d,=4,d5=3. in order
words we accepted
0<% <2 0<x% <2, 0<x3<3 0<x<4, 0<x<3.
In this problem, let’s first construct the

in):(dl’dZ""'dk—ll%'O""’Oj SO-

lution using the above algorithm, without considering the
completeness condition on the unknowns. Then we can

get )Z:(2,2,5/4,0,0) and f =48. From here we get
X =Xz =5/4 and k =3. Then we need to take kk:=k,

r =0 according to the algorithm.
Now let’s construct an initial approximate solution

XO:(xf,xg,...,
XO:(2,2,1,0,0) and f%=46. Then, let’s write the
results in the following tables.

initial

X = (%, Kpveons Ko

xﬁ) to this problem. Then we can get

5 RESULTS
Since k =3, let’s write the approximate solutions and
fl values found sequentially, noting
x5=3 x=2x5=1,x=0,in Table 1.
Table 1 - Evaluating the coordinate x§

XUl x5 Y I fl

X! 2 0 3 1 0 £} -8

xy| ? ! 2 0 O | tfem

Xftz 2 2 1 0 0 fﬂf 45

xy| ® 2 2 ! V| ides

Now, let’s write the successive approximate solutions
and ! values in Table 2 below, assuming k=k-1=2

and writing x5 =2, x5 =1, x5 =0 accordingly.
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Table 2 — Evaluating the coordinate th

X! X} x5 x5 X} xt f!

X¢ 2 2 ! 0 0 fd =44
X§ 2 1 2 ! 0 f1 =50
il 2o 2120 ]

Let us write the approximate solutions and f " values
obtained by  giving  successive  values  of
xt=2,x =1, X =0 by assuming k =1 in Table 3.

Table 3 — Evaluating the coordinate XI

D G TR T S S S S S fl

Xy | 2 2 ! 0 0 fg =46
X§ i 2 1 ! 0 £ =43
X | 2 2 ! ! 0 f11=34

Then, let’s continue the solution process for the
unknowns X, and Xs located to the right of the k-th

coordinate. First, let’s find the appropriate approximate
solutions and fl values by noting
XZ =4, xfl =3, xfl =2, xfl =1, xfl =0 and write them in
Table 4.

Table 4 — Evaluating the coordinate XE;

X! Xt x5 x5 x5 xt f!

xip | ° 0 2 2 0 £l =40

X | 2 0 0 8 ° f12 =36

X | 2 ! ! 2 ° flg=48

Xy | 2 2 0 : ' 1 =51

Xl 22 0] s
Finally, let’s find the appropriate approximate

solutions and f' values by noting xt =3, x{ =2, xt =1

and x{ =0 and write them in Table 5.

Table 5 — Evaluating the coordinate Xg

XU o x5 x5 X} Xt !
X | PO T [ 2] thew
Xi7 2 ! 0 ° 2 fi7 =32
X | 2] 21 [ * [ 2] the
x| 217 | P 00 thew

Note that initially, the approximate solution found by
the known method was obtained as X ° = (2,21,0,0) and
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f0-46. However, as can be seen from the tables above,

the value of f° =46 increased to 48, 50 and 51.

Therefore, by choosing the one corresponding to the
largest of these values, the innovative approximate

solution will be X'= (xlit,xizt, xét,xif,xét)z (2,2,010)
and the innovative approximate value f t_51.

Note that this solution is also the optimal solution to
the problem under consideration.

6 DISCUSSION

The main essence and novelty of the method proposed
in this article is that a solution provided by any of the
known methods is initially accepted as a starting point.
Then, this solution is gradually improved. For this pur-
pose, the numbers of coordinates at which the approxi-
mate solution accepted as the initial solution and the op-
timal solution can differ are determined. Finding these
numbers is based on proven criteria. It is clear that if we
know which of the coordinates of the approximate solu-
tion are not the same as the coordinates of the optimal
solution and we give these coordinates one by one values
in their variation interval, at a certain step those coordi-
nates will coincide with the coordinates of the optimal
solution. So a better solution can be obtained than the
initial approximate solution. Note that we can find the
optimal solution by giving values to all of these coordi-
nates at the same time. However, in this case we will have
to look at an exponential amount of coordinates. This
would require unrealistic computer time. Therefore, we
will get a new, better solution by changing these coordi-
nates one by one. Therefore, the solution obtained through
the application of this method will be better than the one
provided by known approximate methods. The principle
of improving the initial solution is rigorously mathemati-
cally justified through proven theorems. A specific prob-
lem was solved to clearly demonstrate the sequence of
implementation of the proposed method, as well as to
determine the quality of that method.

CONCLUSIONS

In the article, a new approximate solution method for
the integer programming problem has been developed. In
all known approximate solution methods, the number of
the unknown is found based on certain criteria and the
unknown is evaluated. After that, the unknown is re-
moved from the list. As a result, a certain, approximate
solution is obtained. In most cases, this solution differs
significantly from the optimal solution. Therefore, it is
necessary to accept any approximate solution as an initial
solution and improve it further.

The scientific novelty of this article is that the
numbers of coordinates at which the initially taken
approximate solution may differ from the optimal solution
are determined using proven theorems. Then, new
solutions are constructed by assigning values to these
coordinates in their variation interval.
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The best of these solutions is accepted as an
innovative approximate solution. From this it is
immediately clear that the proposed method should be
more effective. The mathematical model considered in the
article arises in the problems of optimizing the production
of products manufactured by number. Therefore, the
method proposed in the article can be effectively applied
to solving real practical problems of this type. This shows
the practical value of the article. It is clear that if the
initial approximate solution differs little from the optimal
solution, then the method proposed in this article will
provide few improvements. Therefore, in the future, it is
planned to develop a new approximate solution method so
that the absolute or relative error of the solution it
provides is not greater than the optimal solution. It should
be noted that in order to clarify the essence of the
proposed method in the article, a specific issue was
solved.In that problem, the initial value of the functional
found by the known method was 46. In the subsequent
steps, this value was 48, 50 and 51. More precisely, the
initial solution was improved 3 times.
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THHOBAIIMHUI METOJl HABJIMKEHOT'O PO3B’SI3AHHS 3ATAYI IIILIOYMCJIOBOT'O
IMPOI'PAMYBAHHSA

Mamenos K. III. — g-p ¢i3.-mar. Hayk, mpodecop BakMHCHKOro Iep)KaBHOTO YHIBEPCHUTETY Ta 3aBimyBad BiIiIy
IncturyTy cucrem ynpasiiHHS MiHicTepcTBa HAyKH 1 OCBITH.
HisizoBa P. P. — nokropaHT, HayKOBHUH CIiBPOOITHUK [HCTUTYTY cUCTeM ynpaBiiHHS MiHICTepCTBa OCBITH 1 HAYKH.

AHOTANIA

AKTyalbHicTh. ICHYIOTh IEBHI METOIY 3HAXO/KEHHS ONTUMAJILHOTO PO3B’SA3KY 3aJau LIJIOYHUCEILHOIO IIPOrpaMmyBaHHA.
OpHak 1i METOJAM HE MOXKYTh BHPIIIyBaTH MaclITaOHI 3a7adyi B PeXHMi peanbHOro 4vacy. Tomy Oylio 3ampOINOHOBaHO
HaOMKeH1 po3B’S3KH LMX 331a4, sKi NpaiforoTh mBUAKo. CiiJ 3a3Ha4NTH, IO PO3B’A3KH, OTPHUMaHi IUMH METOJaMH, 4acTo
CYTTEBO BiJJPI3HSAIOTHCS BiJl ONTUMAIBHOTO PO3B’s3Ky. TOMy BUHHMKAE MpoOIeMa MPUUHATTS OyJIb-SIKOTO BiJOMOTO HaOIHxKe-
HOTO PO3B’SI3KY K [I0YaTKOBOT'O PO3B’SI3KY Ta HOT0 MOJANIBIIOTO BAOCKOHAJIECHHS.

Mera po6oru CrnovaTtky 3HaXOAWUThCS TEBHUH HAOMWKEHHHA pO3B’s30K. [IOTiM, Ha OCHOBI JOBEJCHHX TEOPEM,
BH3HAYAIOTHCSI KOOPJMHATH 1IbOTO PO3B’S3KY, AKi HE 30iratoTbcs 3 onTUMalbHUM. [licis mporo, mociiloBHO 3MiHIOIOYHM Iii
KOOp/IMHATH, 3HAXOJATh HOBI PO3B’SA3KH. 3a OCTATOYHHHA PO3B’S30K MPHUMAETHCS TOM, SKUH Jae HaWOiblle 3HAYCHHS
(yHKLIOHATY cepell IUX PO3B’SA3KiB.

MeTtoa. Metox, sIKMif MU TIPOTIOHYEMO B LIl poOOTI, peanizy€eThcsi HACTYITHUM YHHOM:

Cro4aTKy BCTAHOBIIOETHCS NEBHUHM HAOMMXKEHUH PO3B’SI30K 3ahadi, MOTIM BHU3HAYAIOTHCS HOMEPU KOOPAMHAT L(LOTO
PO3B’sI3Ky, sIKi HE 30iraloTbCsi 3 ONTHMAIBHHM pO3B’sI3KOM. Iliciasi IbOr0 BCTAQHOBIIOIOTHCS HOBI PO3B’SI3KM IUISIXOM
HOCJIiIOBHOTO IIPUCBOEHHS 3HAYEHb LIUM KOOPAMHATAM 10 OJHOMY B iXHiX iHTepBanax. Halikparue 3 po3B’si3kiB, 3HalICHUX Y
LBOMY IIPOIIEC], IPUIAMAETHCS K OCTATOYHE IHHOBALIIMHE PIIICHHS.

Pe3yabTaTu. Byno BupileHo 3a1ady 3 METOIO Bi3yaslbHOI 11t0CTpanii IKOCTI Ta €pEeKTUBHOCTI 3aIIPOIIOHOBAHOTO METOLY.

BucHoBku. MeTon, SKHil MU MIPOTIOHYEMO B Lill CTAaTTi, HE MOXKE JATH TipPHIMX Pe3yJbTaTiB, HXK OyIb-sKHI METOX Ha-
OMMXKEHOTO PILeHHs, IPOCTUH 3 aNrOPUTMIYHOI TOUKHU 30pY, € HOBUM, HOTO MO>KHA JIETKO IPOrpaMyBaTH Ta BaXJIMBUH AJL
BUDIIICHHS peabHUX NPAKTUYHHX 3aB/IaHb.

KJ/JIIOYOBI CJIOBA: 3agaua IiIoYMCENBHOTO MPOrpaMyBaHHs, BUXiAHUN HAOMMKEHUI po3B’SI30K, IHTEPBAJ, B SIKOMY
KOOPIHMHATH HAOIMKEHOTO PO3B’S3KY MOXYTH BIIPI3HATHCS BiJ] ONTHMAJIBHOTO DPO3B’S3KY, IHHOBAIIMHMNA HaOIMKEHMIA-
PO3B’ 130K, 00UUCITIOBAIbHI €KCIIEPUMEHTH.
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